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In many large-scale tests, it is very common that students are nested within classes or

schools and that the test designers try tomeasure their multidimensional latent traits (e.g.,

logical reasoning ability and computational ability in the mathematics test). It is particularly

important to explore the influences of covariates on multiple abilities for development and

improvement of educational quality monitoring mechanism. In this study, motivated by a

real dataset of a large-scale English achievement test, we will address how to construct

an appropriate multilevel structural models to fit the data in many of multilevel models,

and what are the effects of gender and socioeconomic-status differences on English

multidimensional abilities at the individual level, and how does the teachers’ satisfaction

and school climate affect students’ English abilities at the school level. A full Gibbs

sampling algorithm within the Markov chain Monte Carlo (MCMC) framework is used

for model estimation. Moreover, a unique form of the deviance information criterion (DIC)

is used as a model comparison index. In order to verify the accuracy of the algorithm

estimation, two simulations are considered in this paper. Simulation studies show that

the Gibbs sampling algorithm works well in estimating all model parameters across a

broad spectrum of scenarios, which can be used to guide the real data analysis. A brief

discussion and suggestions for further research are shown in the concluding remarks.

Keywords: education assessment, teacher satisfactions,multidimensional item response theory,multilevelmodel,

Bayesian estimation

1. INTRODUCTION

With the increasing interest in multidimensional latent traits and the advancement in estimation
techniques, multidimensional item response theory (IRT) has been developed vigorously which
made the model estimation become easy to implement and effective. Single-level multidimensional
IRT (MIRT) models were proposed decades ago, as it have the primary features of modeling the
correlations amongmultiple latent traits and categorical response variables (Mulaik, 1972; Reckase,
1972, 2009; Sympson, 1978; Whitely, 1980a,b; Way et al., 1988; Ackerman, 1989; Muraki and
Carlson, 1993; Kelderman and Rijkes, 1994; Embretson and Reise, 2000; Béguin and Glas, 2001; Yao
and Schwarz, 2006). The MIRT models later incorporated covariates to elucidate the connection
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between multiple latent traits and predictors (Adams et al., 1997;
van der Linden, 2008; De Jong and Steenkamp, 2010; Klein
Entink, 2009; Klein Entink et al., 2009; Höhler et al., 2010; Lu,
2012; Muthén and Asparouhov, 2013).

It has become frequent practice to regard IRT model
calibration’s latent ability as a dependent variable in resulting
regression analysis in relation to educational and psychological
measurement. Measurement error within latent ability estimates
is ignored in this two-stage treatment resulting in statistical
inferences that may be biased. Specially, measurement error can
reduce the statistical power of impact studies and deteriorate
the researchers’ ability to ascertain relationships among different
variables affecting student outcomes (Lu et al., 2005). One error
that can reduce the statistical capabilities of impact studies and
make it difficult for researchers to identify relationships between
variables related to student outcomes is the measurement error.

Taking a multilevel perspective on item response modeling
can avoid issues that arise when analysts use latent regression
(using latent variables as outcomes in regression analysis)
(Adams et al., 1997). The student population distribution is
commonly handled as a between-student model with the IRT
model being placed at the lowest level as a within-subject model
within the structure of multilevel or hierarchical models. Using
a multilevel IRT model gives analysts the ability to estimate
item and ability parameters along with structural multilevel
model parameters at the same time (e.g., Adams et al., 1997;
Kamata, 2001; Hox, 2002; Goldstein, 2003; Pastor, 2003). This
results in measurement error associated with estimated abilities
being accounted for when estimating the multilevel parameters
(Adams et al., 1997).

Although the multilevel IRT models have been deeply studied
in the last 20 years, there are significant differences between our
multilevel IRT models and the existing literatures in the problem
to be solved and the viewpoint of modeling. Next, we discuss
the differences frommany aspects. Multidimensional IRTmodels
that have a hierarchical structure relationship between specific
ability and general ability were developed in 2007 by Sheng
and Wikle. Specifically, general ability has a linear relationship
with specific ability, or all specific abilities linearly combine
within a general ability. However, the hierarchical structure in
our study refers to the nested data structure, for example, the
students are nested in classes while classes are nested in schools,
rather than the hierarchical relationships between specific ability
and general ability. The modeling method similar to Sheng
and Wikle (2007) also includes Huang and Wang (2014) and
Huang et al. (2013). Note that in Huang and Wang (2014),
not only the hierarchical abilities models are discussed, but
also the multilevel data are modeled. Muthén and Asparouhov
(2013) proposed the multilevel multidimensional IRT models
to investigate elementary student aggressive-disruptive behavior
in school classrooms and the model parameters were estimated
in Mplus (Muthén and Muthén, 1998) using Bayes. Although
Muthén and Asparouhov (2013) and our current study also focus
on the multilevel multidimensional IRTmodeling, there are great
differences in themodel construction. In themultilevel modeling,
they suggested that the ability (factor) of each dimension has
between-and within-cluster variations. However, the sources

of the between—and within—cluster variations are not taken
into account. More specifically, whether these two types of
variation are affected by the between cluster covariates and within
individual background variables have not been further analyzed.
Similarly, in the works of both Höhler et al. (2010) and Lu (2012)
demonstrated the same modeling method. In our study, the
between—and within—cluster variations are further explained
by considering the effects of individual and school covariates
on multiple dimensional latent abilities. For example, we can
consider whether the gender difference between male and female
has an important influence on the vocabulary cognitive ability
and reading comprehension ability. Moreover, Chalmers (2015)
proposed an extended mixed-effects IRT models to analyze PISA
data. By using a Metropolis-Hastings Robbins-Monro (MH-RM)
stochastic imputation algorithm (cf. Cai, 2010a,b,c, 2013), it
evaluates fixed and random coefficients. Rather than directly
explaining the multiple dimensional abilities, the individual
background (level-1) and school (level-2) covariates are used to
model the fixed effects.

In order to illustrate the interactions between unidimensional
ability and individual—and school—level covariates where the
ability parameters possess a hierarchical nesting structure, Fox
and Glas (2001) and Kamata (2001) proposed multilevel IRT
models. In this current research, we broaden Fox and Glas (2001)
and Kamata (2001)’s models by swapping their unidimensional
IRT model with a multidimensional normal ogive model because
we want to assess students’ four types of abilities from a large-
scale English achievement test. We particularly pay attention
to investigating the connection between multiple latent traits
and covariates. Taking the proposed multilevel multidimensional
IRT models as the basis, the following issues will be addressed.
(1) According to the model selection results, which model is
the best to fit the data and how can judge the individual-level
regression coefficients be judged as fixed effect or random effect?
(2) How will students from different ends of the socioeconomic-
status (SES) score in English performance as tested in four types
of latent abilities, based on the level-2 gender (GD), level-3
teacher satisfaction (ST) and school climate (CT) [The details
of the Likert questionnaires for measuring teacher satisfaction
and school climate, please refer to (Shalabi, 2002)]. (3) What
relationship exists between males and females’ performances in
different latent abilities by controlling for SES, ST and CT. (4)
What effects, if any, are seen with different teachers’ or schools’
effects (covariates)? (5) Is it possible to use a measurement
tool to determine whether items’ factor patterns correlate to the
subscales of the test battery? In particular, will the four subtests
of the test battery be discernable according to the discrimination
parameters on the four dimensions?

The rest of the article is organized as follows. Section 2
presents the detailed development of the proposed multilevel
multidimensional IRT models and procedure for hierarchical
data. Section 3 provides a Bayesian estimation method to meet
computational challenges for the proposed models. Meanwhile,
Bayesian model assessment criteria is discussed in section 3.
In section 4, simulation studies are conducted to examine the
performances of parameter recovery using the Gibbs sampling
algorithm. In addition, a real data analysis of the education
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quality assessment is given in section 5. We conclude this article
with a brief discussions and suggestions for further research
in section 6.

2. MULTILEVEL MULTIDIMENSIONAL IRT
MODEL

The model contains three levels. At the first level, a
multidimensional normal ogive IRT model is defined to
model the relationship between items, persons, and responses.
At the second level, personal parameters are predicted by
personal-level covariates, such as an individual’s social economic
status (SES). At the third level, persons are nested within schools,
and school-level covariates are included such as school climate
and teacher satisfaction.

• The measurement model at level 1 (multidimensional two
parameter normal ogive model; Samejima, 1974; McDonald,
1999; Bock and Schilling, 2003)

pijk = P
(
Yijk = 1

∣∣θ ij, ξ k
)
=

1
√
2π

ηijk∫
−∞

e−
t2

2 dt. (2.1)

In terms of notation, let j = 1, . . . ,J indicate J schools (or
groups), and within school j, there are i = 1, . . . ,nj individuals.
The total number of individuals is n = n1 + n2 + . . . +
nJ . k = 1, . . . ,K indicate the items. In Equation (2.1), Yijk

denotes the response of the ith individual in the jth group
answering the kth item. The corresponding correct response
probability can be expressed as pijk, and θ ij denotes a Q-
dimensional vectors of ability parameters for the ith individual

in the jth group, i.e., θ ij =
(
θij1, θij2, . . . ,θijQ

)′
, and ξ k =

(
ak1, ak2, . . . ,akQ, bk

)′
denotes the vector of item parameters, in

which ak =
(
ak1, ak2, . . . ,akQ

)′
is a vector of discrimination or

slope parameters, and bk is the difficulty or intercept parameter.

Let ηijk =
Q∑

q=1
akqθijq − bk. The latent abilities of different

dimensions can be explained by individual-level background
covariates. Note that the multidimensional IRT model used in
this paper actually belongs to the within-items multidimensional
IRT model. That is, each item measures multiple dimensional
abilities, and each test item has loadings on all these abilities.
Unlike the between-items multidimensional IRT model, each
item has a unity loading on one dimensional ability and zero
loadings on other dimensional abilities. For a further explanation
of themodel used in this paper, please seeTable 1 in the following
simulation study 1.

• Multilevel structural model at level 2 (individual level) can
be represented by

θijq = β0jq + x1ijβ1jq + x2ijβ2jq + . . . + xhijβhjq + eijq, (2.2)

In Equation (2.2), the level-2 individual covariates are denoted
as Xij =

(
x1ij, x2ij, . . . ,xhij

)
, where h is the number of individual

background covariates. Xij can contain both continuous and
discrete variables (e.g., socio-economic status, gender). The

residual term, eij =
(
eij1, eij2, . . . ,eijQ

)′
is assumed to follow

a multivariate normal distribution N (0, 6e). Here, 6e is a
Q-by-Q variance-covariance matrix. The individuals’ abilities
are considered to be the latent outcome variables of the
multilevel regression model. Differences in abilities among
individuals within the same school are modeled given student-
level characteristics. Therefore, the explanatory information Xij

at the individual level explains variability in the latent abilities
within school.

• Level 3 (school level) model in this current study can be
expressed as follows:

βhjq = γh0q + w1jγh1q + w2jγh2q + . . . + wsjγhsq + uhjq, (2.3)

In Equation (2.3), the level-3 school covariates are represented

by wj =
(
wj1,wj2, . . . ,wjs

)′
, where s is the number of

school covariates at level 3. Each level-2 random regression
coefficient parameter is βhjq, which can be interpreted by

school level covariates. The level-3 residual
(
u0jq, u1jq, . . . uhjq

)′

is multivariate normally distributed with mean 0 and
(
h+ 1

)
-by-(

h+ 1
)
covariance matrix Tq, q = 1, . . . ,Q. The variation across

schools is modeled given background information at the school
level. To control themodel complexity, we assume that the level-3
residual covariance between different dimensions is 0; that is

Cov
(
uhjq1 , uhjq2

)
= 0, q1, q2 ∈ 1, 2, . . . ,Q, and q1 6= q2,

j = 1, 2, . . . ,J, h = 1, 2, . . . (2.4)

Different from Equation (2.2) in this paper, Huang and Wang
(2014) proposed a high-order structure model to construct
ability parameters with hierarchical strucutre. More specifically,
all specific abilities linearly combine within a general ability.

Assuming that there are two order of ability, including θ
(1)
iqv and

θ
(2)
iv , their relationship is described by the following model

θ
(1)
iqv = β0qv + β1qvθ

(2)
iv + ε

(1)
iqv , (2.5)

where θ
(1)
iqv and θ

(2)
iv denote first-order ability and second-order

ability for the ith student sampled from school v, the subscript
q denotes the dimension of the first-order ability. β0qv, β1qv,

and ε
(1)
iqv are the intercept, slope, and residual for the qth first-

order ability in the vth school, respectively. ε
(1)
iqv is the within-

school residual and is typically assumed to be homogeneous
across schools and normally distributed with a mean of zero and
a variance of σ 2

ε and independent of the other ε and θ . However,
in this current study, we only focus on the specific abilities of
four dimensions without the general ability, which is the different
between Huang and Wang (2014) and us in the construction of
the ability structure model.

Moreover, in Huang and Wang (2014)’s paper, the multilevel
data structure is investigated by introducing the individual
level predictions directly into the above-mentioned higher-order
ability model (Equation 2.5). The specific model is as follows:

θ
(1)
iqv = β0qv + β1qvθ

(2)
iv +

H∑

h=2

βhqvGhiv + ε
(1)
iqv , (2.6)
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where Ghiv is the hth individual level predictor for the ith student
in the vth school and βhqv is its corresponding regression weight
for the qth ability and school v. At the school level, the random
coefficients β can be modeled as

β0qv = γ00q + u0qv,
β1qv = γ10q + u1qv,
βhqv = γh0q + uhqv,

(2.7)

where h = 2, . . . ,H, and the residuals uv
′ =(

µ0qv,µ1qv, . . . ,µHqv

)
are assumed to follow a multivariate

normal distribution with a mean vector of zero and a covariance
matrix of 6u. Further, school level predictors (e.g., school type,
school size) can be added to the random intercept model. That is,

β0qv = γ00q +
K∑

k=1

γkqWkv + u0qv, (2.8)

where Wkv is the kth school level predictor and γkv is its
corresponding regression weight for the qth ability.

However, in this current study, the multiple dimensional
abilities are directly built into the random regression models
through the individual level predictors (Equation 2.2). It is not
the same as Huang and Wang (2014, p. 498, Equation 4) that
constructs hierarchical structure ability and multilevel data in
one model. In addition, when constructing the school level
models in our paper, school level predictive variables, such as
teacher satisfaction, school climate, are used tomodel the random
intercept and random slopes (Equation 2.3). Considering if
different predictors are added to the school level model, multiple
versions of the school level models are generated. Therefore,
we can use the Bayesian model assessment to select the best-
fitting model. However, Huang and Wang (2014) only model the
random intercept by predictive variables at school level, without
considering the impact of predictive variables on other random
coefficients (page 498, Equation 8).

3. BAYESIAN PARAMETER ESTIMATION
AND MODEL SELECTION

3.1. Identifying Restrictions
In this current study, the multilevel multidimensional IRT
models are identified based on discrimination and difficulty
parameters (Fraser, 1988; Béguin and Glas, 2001; Skrondal and
Rabe-Hesketh, 2004). The most convenient method is to set Q
item parameters bk equal to 0 if k = q, and impose the restrictions
akq = 1, where k = 1, 2, . . .Q, and q = 1, . . . ,Q. If k 6= q,
akq = 0. If k > q, bk and akq will be free parameters to estimate.
The basic idea is to identify the model by anchoring several
item discrimination parameters to an arbitrary constant, typically
akq = 1. Meanwhile, the location identification constrains is
required by restricting the difficulty parameters for given items,
typically, bk = 0. Based on the fixed anchoring values of
item parameters, other parameters are estimated on the same
scale. The estimated difficulty or discrimination values of item
parameters are interpreted based on their relative positions to
the corresponding anchoring values (Béguin and Glas, 2001,
p. 545). Additionally, in order to have a clear understanding

of the process of restricting the identifiability, we illustrate the
identifiability of the two-dimensional models. For details, please
refer to item 1 and item 2 in Tables 1, 2 for the restrictions of
discrimination and difficult parameters.

3.2. Gibbs Sampling Within the MCMC
Framework
In the framework of frequentist, two commonly used estimation
methods are used to estimate the complex IRT models. One
is the marginal maximum likelihood estimation (MMLE; Bock
and Aitkin, 1981), and the other is the weighted least squares
means and variance adjusted (WLSMV; Muthén et al., 1997).
However, the main disadvantage of the marginal maximum
likelihood method is that it inevitably needs to approximate
the tedious multidimensional integral by using numerical
or Monte Carlo integration, which will increase large the
computational burden. Another disadvantage of the MMLE
are that it is difficulty to incorporate uncertainty (standard
errors) into parameter estimates (Patz and Junker, 1999a), and
the comparison method of the MMLE is simplistic, except
the RMSEA (Root Mean Square Error of Approximation)
which is often used, other comparison methods are seldom
used. In addition, there are some disadvantages in WLSMV
compared with Bayesian method used in this paper. Firstly,
Bayesian method outperforms WLSMV solely in case of strongly
informative accurate priors for categorical data. Even if the
weakly informative inaccurate priors are used when the sample
size is moderate and not too small, the performance of Bayesian
method does not deteriorate (Holtmann et al., 2016). Secondly,
compared with WLSMV, Bayesian method does not rely on
asymptotic arguments and can give more reliable results for
small samples (Song and Lee, 2012). Thirdly, Bayesian method
allows the possibility to analyze models that are computationally
heavy or impossible to estimate with WLSMV (Asparouhov
and Muthén, 2012). For example, the computational burden
of the WLSMV becomes intensive especially when a large
number of items is considered. Fourth, Bayesian method has
a better convergence rate compared with WLSMV. Fifth,
Bayesian method can be used to evaluate the plausibility of the
model or its general assumptions by using posterior predictive
checks (PPC; Gelman et al., 1996). For the above-mentioned
reasons, Bayesian method is chosen for estimating the following
multilevel multidimensional IRT models.

In fact, Bayesianmethods have been widely applied to estimate
parameters in complex multilevel IRT models (e.g., Albert, 1992;
Bradlow et al., 1999; Patz and Junker, 1999a,b; Béguin and Glas,
2001; Rupp et al., 2004). Within the framework of Bayesian, a
series of BUGS softwares can be used to estimate these multilevel
IRTmodels, including OpenBUGS (Spiegelhalter et al., 2003) and
JAGS (Plummer, 2003). However, in this paper, we implement the
Gibbs sampling by introducing the augmented variables rather
than by constructing an envelope of the log of the target density
as in a series of BUGS softwares. The auxiliary or latent variable
approach has several important advantages. First, the approach is
very flexible and can handle almost all sorts of discrete responses.
Typically, the likelihood of the observed response data has a
complex structure but the likelihood of the augmented (latent)
data has a known distribution with convenient mathematical
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TABLE 1 | Estimation of simulated item parameter estimation using Gibbs sampling algorithm in simulation study 1.

ak1 ak2 bk

Item True EAP HPDI True EAP HPDI True EAP HPDI

1 1* 1* − 0* 0* − 0* 0* −

2 0* 0* − 1* 1* − 0* 0* −

3 0.914 0.877 [0.711, 1.044] 0.686 0.672 [0.551, 0.795] −1.182 −1.154 [−1.327,−1.005]

4 1.102 1.127 [0.915, 1.355] 1.468 1.485 [1.250, 1.717] 0.441 0.426 [0.203, 0.629]

5 2.055 2.046 [1.674, 2.466] 1.428 1.453 [1.214, 1.678] −1.197 −1.367 [−1.683,−1.101]

6 2.291 2.361 [1.876, 2.835] 1.146 1.159 [0.877, 1.406] −2.536 −2.524 [−3.068,−2.187]

7 2.131 2.185 [1.834, 2.576] 0.758 0.760 [0.595, 0.930] 1.782 1.759 [1.448, 2.081]

8 1.027 1.009 [0.806, 1.214] 1.720 1.736 [1.491, 2.009] 0.152 0.159 [−0.229, 0.225]

9 0.569 0.564 [0.403, 0.713] 1.119 1.152 [0.973, 1.324] 0.964 0.927 [0.735, 1.093]

10 0.578 0.550 [0.342, 0.761] 2.129 2.094 [1.776, 2.471] 1.462 1.485 [1.215, 1.745]

11 0.795 0.797 [0.615, 0.980] 1.445 1.466 [1.261, 1.691] 0.619 0.600 [0.376, 0.787]

12 2.279 2.389 [1.191, 2.867] 1.148 1.132 [0.875, 1.412] −2.020 −2.028 [−2.388,−1.696]

13 0.714 0.616 [0.391, 0.864] 2.225 2.210 [1.867, 2.532] 0.602 0.577 [0.293, 0.826]

14 2.200 2.216 [1.797, 2.651] 1.465 1.471 [1.217, 1.721] 0.127 0.091 [−0.219, 0.381]

15 1.565 1.589 [1.349, 1.847] 0.728 0.711 [0.558, 0.867] −0.587 −0.605 [−0.817,−0.419]

16 2.419 2.439 [2.076, 2.866] 2.408 2.380 [2.015, 2.796] −0.218 −0.225 [−0.635, 0.094]

17 1.561 1.595 [1.342, 1.869] 1.398 1.388 [1.182, 1.621] 0.830 0.789 [0.533, 1.022]

18 2.457 2.470 [1.981, 2.900] 2.111 2.152 [1.792, 2.547] 1.558 1.560 [1.182, 1.926]

19 0.714 0.686 [0.545, 0.843] 0.918 0.883 [0.743, 1.030] 1.504 1.487 [1.320, 1.670]

20 2.447 2.482 [2.023, 2.942] 1.704 1.754 [1.490, 2.018] 0.126 0.110 [−0.221, 0.421]

21 1.588 1.562 [1.217, 1.905] 2.170 2.177 [1.825, 2.534] −0.760 −0.789 [−1.123,−0.521]

22 1.724 1.721 [1.456, 2.037] 1.590 1.571 [1.320, 1.800] 0.769 0.671 [0.397, 0.912]

23 2.273 2.244 [1.909, 2.616] 0.948 0.917 [0.738, 1.119] 0.265 0.105 [−0.156, 0.343]

24 1.228 1.198 [0.902, 1.505] 2.782 2.755 [2.353, 3.128] −1.398 −1.429 [−1.834,−1.115]

25 0.687 0.674 [0.456, 0.923] 2.261 2.275 [1.925, 2.651] 1.802 1.778 [1.429, 2.111]

26 1.665 1.666 [1.427, 1.928] 0.572 0.568 [0.443, 0.709] 0.033 0.021 [−0.172, 0.208]

27 2.383 2.400 [1.904, 2.823] 1.871 2.021 [1.626, 2.359] 1.307 1.285 [0.915, 1.620]

28 1.778 1.772 [1.443, 2.111] 2.326 2.305 [1.957, 2.641] −0.871 −0.875 [−1.193,−0.581]

29 1.522 1.541 [1.175, 1.975] 2.909 2.934 [2.460, 3.505] 0.241 0.232 [−0.175, 0.588]

30 1.173 1.178 [1.940, 1.434] 1.703 1.710 [1.458, 1.977] 0.397 0.363 [0.104, 0.577]

*indicates the constraints for model identification. True denotes the true value of parameter. EAP denotes the expected a priori estimation. HPDI denotes the 95% highest posterior density intervals.
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TABLE 2 | Parameter estimates of the fixed effect, Level-2 variance-covariance and Level-3 variance-covariance in simulation 1.

Fixed effect True EAP HPDI Fixed effect True EAP HPDI

γ001 1.000 0.982 [0.928, 1.225] γ002 −0.350 −0.377 [−0.659,−0.115]

γ011 0.300 0.326 [0.129, 0.510] γ012 0.300 0.281 [−0.046, 0.524]

γ101 0.500 0.521 [0.244, 0.807] γ102 0.500 0.522 [0.296, 0.824]

γ111 0.350 0.325 [0.134, 0.501] γ112 −1.000 −0.986 [−1.234,−0.736]

Level-2 random effect True EAP HPDI

σ 2
e1

0.300 0.323 [0.269, 0.387]

σe1e2 0.075 0.093 [0.053, 0.136]

σe2e1 0.075 0.093 [0.053, 0.136]

σ 2
e2

0.500 0.529 [0.438, 0.648]

Level-3 T1 True EAP HPDI Level-3 T2 True EAP HPDI

τ001 0.100 0.115 [0.016, 0.380] τ002 0.100 0.073 [−0.058, 0.369]

τ011 0 0.013 [−0.229, 0.140] τ012 0 0.017 [−0.143, 0.192]

τ101 0 0.013 [−0.229, 0.140] τ102 0 0.017 [−0.143, 0.192]

τ111 0.100 0.074 [−0.068, 0.436] τ112 0.100 0.119 [−0.093, 0.298]

properties. Second, conjugate priors, where the posterior has
the same algebraic form as the prior, can be more easily
defined for the likelihood of the latent response data, which
has a known distributional form, than for the likelihood of
the observed data. Third, the augmented variable approach
facilitates easy formulation of a Gibbs sampling algorithm based
on data augmentation. It will turn out that by augmenting
with a latent continuous variable, conditional distributions can
be defined based on augmented data, from which samples are
easily drawn. Fourth, the conditional posterior given augmented
data has a known distributional form such that conditional
probability statements can be directly evaluated for making
posterior inferences. The likelihood of the augmented response
data is much more easily evaluated than the likelihood of the
observed data and can be used to compare models. In summary,
in this study, we adopt the Gibbs sampling algorithm (Geman
and Geman, 1984) with data augmentation (Tanner and Wong,
1987) to estimate multilevel multidimensional IRT models. In
particular, let θ and ξ denote the vectors of all person and item
parameters. Define an augmented variable Zijk that is normally

distributed with mean ηijk =
Q∑

q=1

akqθijq − bk and variance 1.

The joint posterior distribution of the parameters given the data
is as follows:

p (Z, θ , ξ , β ,6e, γ , T |Y , X, W ) ∝
nj∏

i=1

J∏

j=1

K∏

k=1

Q∏

q=1

p
(
Zijk

∣∣θijq, ξ k,Yijk

)
p
(
θijq

∣∣∣β jq, σ
2
q , Xj

)

× p
(
β jq

∣∣∣γ q, Tq, W j

)
p
(
γ q

∣∣Tq

)
p
(
ξ k
)
p (6e) p

(
Tq

)
. (3.1)

where σ 2
q is the conditional variance given the other ability

dimensions. It can be obtained from 6e. The details of the Gibbs
sampling are shown as follows

Step 1: Sampling Z given the parameters θ and ξ , where the
random variable Zijk is independent

Zijk |θ , ξ , Y ∼





N




Q∑

q=1

akqθijq − bk, 1


 truncated at the left by 0 if Yijk = 1,

N




Q∑

q=1

akqθijq − bk, 1


 truncated at the right by 0 if Yijk = 0.

(3.2)

Step 2: Sampling θ ij according to Gibbs sampling
characteristics. A divide-and-conqueror strategy is used

to draw each sampling element of θ ij =
(
θij1, θ ij(−1)

)′
,

where θ ij(−1) =
(
θij2, · · · ,θijQ

)
. Let β j =

(
β j1, · · · ,β jQ

)′
,

µ =

(
Xijβ j1, µ

(2)
1

)′
, where µ

(2)
1 =

(
Xijβ j2, · · · ,

Xijβ jQ

)
and 6e =

(
σ 2
e1

612

621 622

)
. The conditional prior

distribution of θij1 can be written as

p
(
θij1

∣∣∣θ ij(−1), β j,6e

)
∼ N

(
µ1
ij, σ 2

1

)
,

µ1
ij = Xijβ j1+6126

−1
22

(
θ ij(−1) − µ

(2)
1

)
, σ 2

1 = σ 2
e1
−6126

−1
22 621.

Therefore, the full conditional posterior density of θij1 (Lindley
and Smith, 1972; Box and Tiao, 1973) is given by

θij1

∣∣∣Zij, θ ij(−1), ξ , β j1, σ
2
1 ∼ N

((
v+ σ 2

1

)−1
(
θ̃ij1σ

2
1 + µ1

ijv
)
,

(
v+ σ 2

1

)−1 (
vσ 2

1

))
. (3.3)
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where

θ̃ij1 =

(
K∑

k=1

a2
k1

)−1[ K∑

k=1

ak1
(
Zijk + bk − ak2θij2 − · · · − akQθijQ

)
]
,

v =

(
K∑

k=1

a2
k1

)−1

. For q = 2, . . . ,Q, θijq can be drawn in the

same manner.
Step 3: Sampling ξ k, ξ k =

(
ak1, · · · ,akQ, bk

)′
, Given θ , Zk =(

Z11k, · · · ,Zn11k, · · · , ZnJ Jk
)′
, Here n

(
n = n1 + n2 + · · · + nJ

)

represents the total number of individuals in different groups.

The residual can be written as εk =
(
ε11k, · · · ,εn11k, · · · ,εnJ Jk

)′

and each element is distributed as N (0, 1) . Therefore, we have

Zk = [θ − 1] ξ k + εk.

Let H = [θ − 1] , the likelihood function of ξ k is

normally distributed with mean ξ̃ k =
(
H

′
H

)−1
H

′
Zk

and H0 =
(
H

′
H

)−1
. Suppose that the priors

of the discrimination and difficult parameters are
ak ∼ N

(
µa,6a

)
I
(
ak

∣∣akq > 0, q = 1, . . . ,Q
)

and

bk ∼ N
(
µb, σ

2
b

)
, respective, Here µa =

(
µa1, . . . ,µaQ

)′

and 6a = diag
(
σ 2
a1, . . . ,σ

2
aQ

)
. The prior of item parameter

ξ k is a multivariate normal distribution with mean

µξ0
=

(
µa1, . . . ,µaQ,µb

)′
and 6ξ0 = diag

(
σ 2
a1, . . . ,σ

2
aQ, σ

2
b

)
.

Therefore, the full conditional posterior distribution of the item
parameters is given by

ξ k |θ , Zk, Y ∼ N

((
H

−1
0 + 6−1

ξ0

)−1 (
H

′
Zk + 6−1

ξ0
µξ0

)
,

(
H

−1
0 + 6−1

ξ0

)−1
)
I
(
ak

∣∣akq > 0, q = 1, . . . ,Q
)
.

(3.4)

Step 4: Sampling β j=
(
β j1, . . . ,β jQ

)′
, given θ , σ 2

q , γ and T. Dawn

an element of vector β j, β j1 =
(
β0j1, . . . ,βhj1

)′
. Let θ j1 =

(
θ1j1, . . . ,θnjj1

)′
, and Xj =

(
X1j, . . . ,Xnjj

)′
, with Xij as defined

in the part of model introduction. The level-2 residual ej1 can be

defined as ej1 =
(
e1j1, . . . ,enjj1

)′
. Therefore, we have

θ j1 = Xjβ j1 + ej1.

The level-2 likelihood function of β j1 is normally distributed with

mean β̃ j1 =
(
X

′
jXj

)−1
X

′
jθ j1 and variance 6j1 = σ 2

1

(
X

′
jXj

)−1
.

Furthermore, wj is the direct product of wjs =
(
1,wj1, . . . ,wjs

)

and a
(
h+ 1

)
identity matrix, that is, wj = I(h+1) ⊗ wjs. The

random regression coefficient β j1 is induced by a normal prior
at level 3 with mean wjγ 1 and covariance T1, where γ 1 =
(γ001, γ011 . . . ,γ0s1, . . . ,γh01, γh11, . . . ,γhs1)

′
. The level-3 residual

uj1 can be defined as uj1 =
(
u0j1, . . . ,uhj1

)′
. Therefore, we have

β j1 = wjγ 1 + uj1.

Thus, the fully conditional posterior distribution of β j1 is
given by

β j1

∣∣θ j1, σ 2
1 , γ 1, T1 ∼ N

((
6−1

j1 + T
−1
1

)−1

(
6−1

j1 β̃ j1 + T
−1
1 wjγ 1

)
,
(
6−1

j1 + T
−1
1

)−1
)
, (3.5)

and β jq, q = 2, . . . ,Q, is drawn in the same manner.

Step 5: Sampling γ , γ =
(
γ 1, · · · ,γQ

)
. An element of vector γ

is drawn, and thematrix γ 1 is thematrix of regression coefficients
corresponding to the regression of β j1 on wj. An improper
noninformative prior density for γ 1 is used. Similar prior is used
as shown in Fox and Glas (2001). Therefore, the full conditional
posterior distribution of γ 1 is given by

γ 1

∣∣∣β j1, T1 ∼ N






J∑

j=1

w
′
jT

−1
1 wj




−1
J∑

j=1

w
′
jT

−1
1 β j1,




J∑

j=1

w
′
jT

−1
1 wj




−1
 ,

(3.6)
and γ q is drawn in the same manner for q = 2, · · · ,Q.
Step 6: Sampling the residual variance-covariance structure

6e. A prior for 6e is an Inverse-Wishart
(
v0,6

−1
0

)
distribution.

The full conditional posterior distribution of 6e is given by

6e |θ , β ∼ Inverse-Wishart
(
v0 + N, (S+ 60)

−1
)

(3.7)

where S =
J∑

j=1

nj∑

i=1

(
θ ij − Xijβ j

) (
θ ij − Xijβ j

)′
,whereN = J×nj.

Step 7: Sampling the level-3 variance-covariance structure T =
diag

(
T1, · · · ,TQ

)
. T1 is drawn first. A prior for T1 is an Inverse-

Wishart
(
v1,6

−1
1

)
distribution. The full conditional posterior

distribution of T1 is given by

T1

∣∣∣β j1, γ 1 ∼ Inverse-Wishart
(
v1 + J, (S1 + 61)

−1
)

(3.8)

where S1 =
J∑

j=1

(
β j1 − wjγ 1

) (
β j1 − wjγ 1

)′
,and Tq is drawn in

the same manner for q = 2, · · · ,Q.

3.3. Model Selection
The deviance information criterion (DIC) was introduced by
Spiegelhalter et al. (2002) as a model selection criterion for
the Bayesian hierarchical models. Similar to many other criteria
(such as the Bayesian information criterion or BIC; BIC is not
intended to predict out-of-sample model performance but rather
is designed for other purposes, we do not consider it further here
(Gelman et al., 2014), it trades a measure of model adequacy
against a measure of complexity. Specifically, the DIC is defined
as the sum of a deviance measure and a penalty term for the
effective number of parameters based on a measure of model
complexity. The model with a larger DIC has a better fit to
the data. In the framework of a multilevel IRT models, the
performances of DICs based on five versions of deviances have
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been investigated in Zhang et al. (2019). The DIC used in this
current study belongs to the top-level marginalized DIC in their
paper. The reason for using the top-level marginalized DIC in our
paper is that our main purpose is to investigate the influences of
fixed effects (γ ) on the multiple dimensional abilities. Therefore,
the deviance is defined at the highest level fixed effects (γ ),
where the random effects of intermediate processes, such as the
second-level random individual ability effects θ or the third-
level random coefficient effects β , will not be considered in the
defined deviance. Next, the calculation formula of the top-level
marginalized DIC is given.

Let �1 = (ξ , 6e, T) (�1 do not include the intermediate
process random parameters θ and β). According to the
augmented data likelihood p (Z |�1 ), we can obtain the
following deviance

D (γ ) = −2 log p (Z |�1 ) .

Then the top-level marginalized DIC is defined as

DIC =
∫

[DIC |Z, �1 ] · p (Z, �1 |Y ) dZd�1

=
∫ [

D (γ |Z, �1 ) + 2pD (Z, �1)
]
· p (Z, �1 |Y ) dZd�1

= EZ, �1

[
D (γ ) + 2pD (Z, �1) |Y

]
(3.9)

In Equation (3.9), the conditional DIC is a function of Z and
�1, which can be written as [DIC |Z, �1 ]. D (γ ) denotes the
deviance of the posterior estimation mean given augmented data
Z and �1. pD (Z, �1) is the effective number of parameters
given the augmented data Z and �1, which can be expressed as
pD (Z, �1) = D (γ ) − D (γ ).

An important advantage of DIC is that it can be easily
calculated from the generated samples. It can be obtained
by MCMC sampling augmentation auxiliary variable Z and
structural parameters �1 from the joint posterior distribution
p (Z, �1 |Y ).

4. SIMULATION

4.1. Simulation 1
A simulation study is conducted to evaluate the performance
of the proposed Gibbs sampler MCMC method for recovering
the parameters of the multilevel IRT models. For illustration
purposes, we only consider one explanatory variable on both
levels, and the number of dimensions is fixed at 2

(
q = 2

)
. The

true structural multilevel model is simplified as
The individual-level model:

θijq = β0jq + xijβ1jq + eijq, (4.1)

where

e =
(

eij1
eij2

)
∼ N

((
0
0

)
,

(
σ 2
e1

σe1e2
σe2e1 σ 2

e2

))
. (4.2)

The school-level model:

β0jq = γ00q + γ01qwj + u0jq, (4.3)

β1jq = γ10q + γ11qwj + u1jq,

where

(
u0jq
u1jq

)
∼ N

((
0
0

)
, T

)
, T =

(
τ00q τ01q
τ10q τ11q

)
.

(4.4)
We use the multidimensional two-parameter normal ogive
model to generate the responses. The test length is set to 30.
In the multidimensional item response theory book, Reckase
(2009, p. 93) points out that the each element of discrimination
parameter vectors, akq, can take on any values except the usual
monotonicity constraint that requires the values of the elements

of ak be positive, where ak = (ak1, ak2)
′
. Therefore, we adopt

the truncated normal distribution with mean 1.5 and variance 1
to generate the true value of the each element of discrimination
parameter vectors ak. That is, akq ∼ N (1.5, 1) I

(
akq > 0

)
,

q = 1, 2, k = 1, . . . ,30. For the difficulty parameter, the
selection of the true values is the same as that of the traditional
unidimensional IRT models. Here we assume that the difficult
parameters are generated from the standard normal distribution.
That is, bk ∼ N (0, 1), k = 1, . . . ,30. The ability parameters of

2,000 students from population N
(
Xijβ j, 6e

)
are divided into

J = 10 groups, with nj (200) students in each group. The fixed
effect γ is chosen as an arbitrary value between −1 and 1. For
simplicity, we suppose that at level 3, each of the dimensional
covariances τ01q and τ10q is equal to 0 for q = 1, 2, which means
that the level-3 residuals between random coefficients βq =(
β0jq,β01jq

)
are independent of each other. The level-3 variances

τ00q and τ11q are, respectively, set equal to 0.100, for q = 1, 2 such
that they have very low stochastic volatility in the vicinity of the
level-3 mean. The level-2 residual variance-covariance (VC) are
set to 0.300, 0.500, and 0.075. The explanatory variables X andW
are drawn from N (0.25, 1) and N (0.5, 1), respectively.

The posterior distribution in the Bayesian framework can be
obtained by connecting with the likelihood function (sample
information) and prior distribution (prior information). In
general, the two kinds of information have important influence
on the posterior distribution. In large scale educational
assessment, the number of examinees is often very large, for
example, in our real data study, the number of examinees
and items, respectively, reach 2000 and 124. Therefore, the
likelihood information plays a dominant role, and the selection
of different priors (informative or non-informative) has no
significant influence on the posterior inferences. As a result,
the non-informative priors are often used in many educational
measurement studies, e.g., van der Linden (2007) and Wang
et al. (2018). In this paper, the prior specification will be
uninformative enough for the data to dominate the prior, so
that the influence of the prior on the results will be minimal.
Next, we give the prior distributions of parameters involved in
the simulation 1. The priors of the discrimination parameters
and difficulty parameters are set as the non-informative priors
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ak ∼ N

((
0
0

)
,

(
100 0
0 100

))
I (ak |ak1 > 0, ak2 > 0 )

and N (0, 100). The fixed effect γ follows a uniform distribution
U (−2, 2). The prior to the VC matrix of the level-2 ability
dimensions is a 2-by-2 identity matrix. As used in many
educational and psychological research studies (see Fox and Glas,
2001; Kim, 2001; Sheng, 2010), the priors to the VC matrices of
the level-3, T1 and T2, are set to the non-informative priors based
on Fox and Glas (2001)’s paper (see Fox and Glas, 2001), where
p
(
Tq

)
∝ 1, q = 1, 2.

The convergence of Gibbs sampler is checked by monitoring
the trace plots of the parameters for consecutive sequences of
20,000 iterations. The trace plots of two items randomly selected,
fixed-effect parameters, level-2 residual variance-covariance
component parameters and level-3 residual variance-covariance
component parameters are shown in Supplementary Material.
The trace plots show that all parameter estimates stabilize after
5,000 iterations and then converge quickly. Thus, we set the
first 5,000 iterations as the burn-in period. In addition, the
Brook-Gelman ratio diagnostic Brooks and Gelman (1998) (̂R; as
updated Gelman-Rubin statistic) plots are used to monitor the
convergence and stability. Four chains started at overdispersed
starting values are run for monitoring the convergence. Our
Brook-Gelman ratios are close to 1.2. The true values, the
expected a priori (EAP) estimation and the 95% highest posterior
density intervals (HPDIs) for item parameters are shown in
Table 1. Table 2 presents the true values and the estimated values
of fixed effects γ , level-2 covariance components, and level-3
variance components T1 and T2.

The accuracy of the parameter estimates is measured by two
evaluation indexes, namely, Bias and root mean squared error
(RMSE). The recovery results are based on 100 times MCMC
repeated iterations. That is, 100 replicas are generated. The
results of the accuracy of the parameter estimates are displayed
in Tables 3, 4. From Tables 3, 4, we see that Gibbs sampling
algorithm provides accurate estimates of the item parameters and
multilevel structure parameters in the sense of having small Bias
and RMSE values.

4.2. Simulation 2
The purpose of this simulation study is to verify whether
the Gibbs sampling algorithm can guarantee the accuracy of
parameters estimation when the dimensions of latent ability
increase so that it can be used to guide real data analysis later.
The simulation design is as follows.

The number of dimensions is fixed at 4. Themultidimensional
normal ogive IRT model is used to generate responses. Two
factors and their varied conditions are considered: (a) number
of individuals, N = 1,000, 2,000, or 3,000; (b) number of
items, K = 40, 100, or 200, and for per subtest number
of itmes, 10, 25, or 50. Fully crossing the different levels of
these two factors yield 9 conditions. Individuals (N = 1,000,
2,000, 3,000) are equally distributed to 10 schools (J =
10). True values of item parameters and priors of all of
parameters are generated by the same in simulation 1. The
true values of the fixed effects are, respectively, 1.000

(
γ00q

)
,

0.300
(
γ01q

)
, 0.500

(
γ10q

)
and 0.350

(
γ11q

)
, q = 1, 2, 3, 4, and

the level-2 variance are 0.300
(
σ 2
e1

)
, 0.500

(
σ 2
e2

)
, 0.750

(
σ 2
e3

)
, and

1.000
(
σ 2
e4

)
, and the covariance are set to 0.075. The level-

3 variance are 0.1
(
τ00q, τ11q

)
, and the covariance are 0(

τ01q, τ10q
)
. The multilevel structural models (Equations 2.2 and

2.3) in simulation study 1 are used, but the dimensions are
fixed at 4.

The accuracy of the parameter estimates is measured by
two evaluation indexes, namely, Bias and RMSE. The recovery
results are based on the MCMC iterations repeated 100 times.
The detail results of the accuracy of the parameter estimates
under nine conditions are display in Table 5. The Biases are
−0.089∼0.094 for the fixed effect parameters, −0.063∼0.117
for the level-2 variance-covariance component parameters,
−0.069∼0.105 for the level-3 variance-covariance component
parameters. The RMSEs are 0.152∼0.311 for the fixed effect
parameters, 0.147∼0.438 for the level-2 variance-covariance
component parameters, 0.132∼0.382 for the level-3 variance-
covariance component parameters. Furthermore, the Bias and
RMSE have a smaller trend with the increase in the number of
individuals and items; in other words, increasing the number of
individuals and items helps to improve the estimation accuracy
of the structural parameters. In summary, the Gibbs sampling
algorithm is effective for various numbers of individuals and
items, and it can be used to guide practices.

5. REAL DATA ANALYSIS−EXAMINING THE
CORRELATION BETWEEN DIFFERENT
ABILITY DIMENSIONS AND COVARIATES

To illustrate the applicability of the multidimensional two-
parameter normal ogive model in operational large-scale
assessments, we consider a data set about students’ English
achievement test for junior middle schools conducted by NENU
Branch, Collaborative Innovation Center of Assessment toward
Basic Education Quality at Beijing Normal University. The
analysis of the test data will help us to gain a better understanding
of the practical situation of students’ English academic latent
traits and to explore the factors that affect their English academic
latent traits. The results of this analysis will be potentially
very valuable for development and improvement of educational
quality monitoring mechanism in China.

5.1. Data Description
The data contain a two-stage cluster sample of 2,029 students
in grade 7. These students are from 16 schools, with 121–
134 students in each school. In the first stage, the sampling
population is classified according to district, and schools are
selected at random. In the second stage, students in grade 7
are selected at random from each school. The English test is a
test battery consisting of four subscales: vocabulary (40 items),
grammar (24 items), comprehensive reading (40 items), and table
computing (20 items). All 124 multiple-choice items are scored
using a dichotomous format. The Cronbach’s alpha coefficients
for vocabulary, grammar, reading comprehension and table
computing items are 0.942, 0.875, 0.843, and 0.816, respectively.
Level-2 and level-3 background covariates of individuals, teacher
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TABLE 3 | Evaluating the accuracy of item parameter estimation.

ak1 ak2 bk

Item True Bias RMSE True Bias RMSE True Bias RMSE

1 1* 0 0 0* 0 0 0* 0 0

2 0* 0 0 1* 0 0 0* 0 0

3 0.914 −0.037 0.114 0.686 −0.014 0.090 −1.182 0.028 0.144

4 1.102 0.025 0.098 1.468 0.017 0.125 0.441 −0.015 0.093

5 2.055 −0.010 0.073 1.428 0.025 0.047 −1.197 −0.170 0.137

6 2.291 0.070 0.153 1.146 0.013 0.084 −2.536 0.012 0.126

7 2.131 0.054 0.119 0.758 0.002 0.035 1.782 −0.023 0.149

8 1.027 −0.018 0.159 1.720 0.016 0.140 0.152 0.007 0.094

9 0.569 −0.005 0.136 1.119 0.033 0.102 0.964 −0.037 0.072

10 0.578 −0.019 0.180 2.129 −0.035 0.185 1.462 0.023 0.103

11 0.795 0.002 0.088 1.445 0.021 0.137 0.619 −0.019 0.081

12 2.279 0.110 0.153 1.148 −0.016 0.098 −2.020 −0.008 0.053

13 0.714 −0.098 0.142 2.225 −0.015 0.053 0.602 −0.025 0.091

14 2.200 0.016 0.093 1.465 0.006 0.039 0.127 0.036 0.127

15 1.565 0.024 0.120 0.728 −0.017 0.092 −0.587 −0.018 0.116

16 2.419 0.020 0.162 2.408 −0.028 0.164 −0.218 −0.007 0.092

17 1.561 0.034 0.105 1.398 −0.010 0.072 0.830 −0.041 0.115

18 2.457 0.013 0.091 2.111 0.041 0.109 1.558 0.002 0.150

19 0.714 −0.028 0.155 0.918 −0.035 0.156 1.504 −0.017 0.197

20 2.447 0.035 0.198 1.704 0.050 0.143 0.126 −0.016 0.156

21 1.588 −0.026 0.185 2.170 0.007 0.124 −0.760 0.029 0.256

22 1.724 −0.003 0.147 1.590 −0.019 0.128 0.769 −0.098 0.153

23 2.273 −0.029 0.084 0.948 −0.031 0.060 0.265 −0.160 0.179

24 1.228 −0.030 0.189 2.782 −0.027 0.194 −1.398 −0.031 0.132

25 0.687 −0.013 0.075 2.261 0.014 0.107 1.802 0.024 0.193

26 1.665 0.001 0.120 0.572 −0.004 0.068 0.033 −0.012 0.090

27 2.383 0.017 0.148 1.871 0.015 0.095 1.307 0.022 0.158

28 1.778 −0.008 0.113 2.326 −0.021 0.140 −0.871 −0.004 0.083

29 1.522 0.019 0.096 2.909 0.025 0.163 0.241 0.009 0.127

30 1.173 0.005 0.181 1.703 0.007 0.098 0.397 −0.034 0.221

*indicates the constraints for model identification. RMSE denotes the root mean squared error.

satisfaction, and school climate (teachers and schools constitute
level 3) are measured. At the individual level, gender (0=male,
1=female) and socioeconomic statuses are measured; the latter
is measured by the average of two indicators: the father’s and
mother’s education, which are five-point Likert items; scores
range from 0 to 8. At the teacher and school levels, teacher
satisfaction is measured by 20 five-point Likert items, and school
environment from the principal’s perspective is measured by 23
five-point Likert items.

5.1.1. Prior Distributions
Based on the setting of priors in the simulation 1,
we give the prior distributions of parameters involved
in following the real data analysis. The priors of the
difficulty parameters and discrimination parameters are

set from bk ∼ N (0, 1) and ak = (ak1, ak2, ak3, ak4)
′ ∼

N (0, 100I4×4) I (ak |ak1 > 0, ak2 > 0, ak3 > 0, ak4 > 0 ) , j =
1, 2, . . . ,124, where I4×4 is 4-by-4 identity matrix. The fixed

effect γ follows a uniform distribution U (−2, 2). The prior to
the variance-covariance matrix of the level-2 ability dimensions
is a 4-by-4 identity matrix. The prior to the variance-covariance
matrix of the level-3 T1, T2, T3, and T2 are set to non-
informative priors based on Fox and Glas (2001)’s paper, where
p
(
Tq

)
∝constant, q = 1, 2, 3, 4.

5.1.2. Convergence Diagnosis
The full conditional distribution of Gibbs sampling is run for
20,000 iterations using real data. The trace plots of parameters
stabilize after 5,000 iterations. Thus, the first 5,000 iterations
are set as the burn-in period. The average over the drawn
parameters is calculated after the burn-in period. Moreover,
Four chains started at overdispersed starting values are run for
monitoring the convergence. The Brook-Gelman ratios are close
to 1.2. Therefore, it can be inferred that the estimated parameters
are convergent.
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TABLE 4 | Evaluating the accuracy of the two-dimensional fixed effects and variance-covariance components.

Fixed effect True Bias RMSE Fixed effect True Bias RMSE

γ001 1.000 −0.018 0.082 γ002 −0.350 −0.027 0.169

γ011 0.300 0.026 0.156 γ012 0.300 −0.019 0.096

γ101 0.500 0.021 0.148 γ102 0.500 0.022 0.147

γ111 0.350 −0.025 0.173 γ112 −1.000 0.014 0.121

Level-2 random effect True Bias RMSE

σ 2
e1

0.300 0.023 0.098

σe1e2 0.075 0.018 0.163

σe2e1 0.075 0.018 0.163

σ 2
e2

0.500 0.029 0.117

Level-3 T1 True Bias RMSE Level-3 T2 True Bias RMSE

τ001 0.100 0.015 0.164 τ002 0.100 −0.029 0.143

τ011 0 0.013 0.182 τ012 0 0.017 0.187

τ101 0 0.013 0.182 τ102 0 0.017 0.187

τ111 0.100 −0.026 0.139 τ112 0.100 0.019 0.167

TABLE 5 | Evaluating the accuracy of the structure parameters in the simulation 2.

Number of Number of Fixed effect γ Level-2 VC 6e Level-3 VC T

individuals items Bias RMSE Bias RMSE Bias RMSE

40 −0.089 0.031 0.046 0.438 0.064 0.038

1000 100 0.073 0.191 0.078 0.195 −0.037 0.203

200 0.094 0.174 −0.063 0.160 0.081 0.198

40 0.056 0.206 0.117 0.319 0.105 0.207

2000 100 0.028 0.167 0.064 0.177 −0.069 0.189

200 −0.041 0.152 −0.037 0.154 0.021 0.156

40 0.039 0.231 0.055 0.213 0.032 0.195

3000 100 −0.035 0.189 0.082 0.246 −0.058 0.145

200 0.017 0.159 0.041 0.147 0.045 0.132

The VC stands for the abbreviation of variance-covariance.

5.2. Model Selection in Real Data
In the real data example, we consider four dimensions of ability:
vocabulary cognitive ability, grammar structure diagnosing
ability, reading comprehension ability, and table computing
ability. These abilities are affected by individual covariates such
as socioeconomic status and gender. The individual can be
nested into higher group levels (school), which are affected
by group covariates such as teacher satisfactions and school
climate from the teachers’ perspective. In this current study,
we only focus on the specific abilities of four dimensions
without the general ability, which is different from Huang
and Wang (2014, p. 497, Equation 3)’s ability model with
hierarchical structure. According to the above-mentioned DIC
model selection method, three models are considered in
fitting the real data, in which the DIC can be formulated
to choose between models that differ in the fixed and/or
random part of the structural model to combine with the
measurement model. The multidimensional IRT measurement

model is identical to the three candidate models. The structural
multilevel model 1 consists of the two level-2 background
variables SES and Gender and the level-2 random intercept.
The effects of the level-2 background variables SES and Gender
are fixed across schools. The structural multilevel part is
given by

Model 1





θijq = β0jq + SESijβ1jq + Genderijβ2jq + eijq,
β0jq = γ00q + u0jq,
β1jq = γ10q,
β2jq = γ20q.

(5.1)
Model 2 is extended by including two latent predictors
at level 3, Satisfaction and Climate. The effects of
the level-2 background variable SES are allowed to
vary across schools. The structural multilevel part is
given by
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TABLE 6 | Estimated DIC values for the three models fitted to the English test

data.

PD D DIC

Model 1 134,470 1,010,030 1,144,500

Model 2 79,065 891,425 970,490

Model 3 81,607 895,073 976,680

Model 2





θijq = β0jq + SESijβ1jq + Genderijβ2jq + eijq,
β0jq = γ00q+Satisfactionjγ01q+Climatejγ02q+u0jq,
β1jq = γ10q + u1jq,
β2jq = γ20q.

(5.2)
Model 3 captures the effects of the level-2 background
variables SES and Gender, which are allowed to
vary across schools. The structural multilevel part is
given by

Model 3





θijq = β0jq + SESijβ1jq + Genderijβ2jq + eijq,

β0jq = γ00q + Satisfactionjγ01q + Climatejγ02q + u0jq,

β1jq = γ10q + u1jq,

β2jq = γ20q + u2jq.

(5.3)

Question (1): According to the model selection results, which
model is the best to fit the data and how can judge the
individual-level regression coefficients be judged as fixed effect
or random effect?

The estimated DIC values are presented in Table 6. Model 2
shows that the smallest effective number of model parameters
among the three models, which is preferred given the DIC
values of the three models. The DIC values of models 2 and
3 are smaller than those of model 1, which can be attributed
to the additional latent predictors at level 3, i.e., Satisfaction
and Climate. Note that in model 2, the individual random-effect
parameters are modeled as group-specific random effects (level-3
Satisfaction and Climate latent predictors), leading to a serious
reduction in the effective number of model parameters, which
can be inferred from the PD value in Table 6. The DIC value of
model 2 is smaller than that of model 3. The residual u2jq of the
random effect β2jq is estimated equal to 0, which is equivalent
to fixing the effect of the level-2 background variable Gender
across schools.

5.3. Structural Parameter Analysis
Over the past 40 years, a large number of studies have shown
that there is a direct relationship between the individuals’
language learning ability and the parents’ education. For
example, Teachman (1987) made use of high school survey
data in the United States to explore the influence of family
background on childhood education. The results of this
study indicated that the parents’ occupations, incomes, and
educations have a very important impact on children language
academic achievement. Moreover, Stern (1983) shows that
language is a social mechanism, which needs to be learned

TABLE 7 | Parameter estimation of the multilevel multidimensional IRT model for

vocabulary cognitive ability.

Vocabulary cognitive ability

Fixed effects EAP SD HPDI

γ001 0.760 0.186 [0.391, 1.137]

γ011
(
ST
)

0.502 0.143 [0.223, 0.788]

γ021
(
CT
)

0.225 0.149 [−0.068, 0.520]

γ101
(
SES

)
0.642 0.128 [0.390, 0.893]

γ201
(
GD

)
0.339 0.160 [0.025, 0.657]

Random effects EAP SD HPDI

τ 2
001 0.537 0.124 [0.227, 1.200]

τ 2
011 0.004 0.126 [−0.228, 0.241]

τ 2
021 −0.006 0.164 [−0.344, 0.383]

τ 2
111

(
SES

)
0.247 0.134 [0.112, 0.541]

τ 2
121 −0.064 0.112 [−0.292, 0.110]

τ 2
221

(
GD

)
0.030 0.191 [0.015, 0.043]

ST, teacher satisfaction; CT, climate; SES, socioeconomic-status; GD, gender. EAP

denotes the expected a posteriori estimation. SD denotes the standard deviation. HPDI

is the 95% highest posterior density interval.

TABLE 8 | Parameter estimation of the multilevel multidimensional IRT model for

diagnosing ability of grammar structure.

Vocabulary cognitive ability

Fixed effects EAP SD HPDI

γ001 0.760 0.186 [0.391, 1.137]

γ011
(
ST
)

0.502 0.143 [0.223, 0.788]

γ021
(
CT
)

0.225 0.149 [−0.068, 0.520]

γ101
(
SES

)
0.642 0.128 [0.390, 0.893]

γ201
(
GD

)
0.339 0.160 [0.025, 0.657]

Random effects EAP SD HPDI

τ 2
001 0.537 0.124 [0.227, 1.200]

τ 2
011 0.004 0.126 [−0.228, 0.241]

τ 2
021 −0.006 0.164 [−0.344, 0.383]

τ 2
111

(
SES

)
0.247 0.134 [0.112, 0.541]

τ 2
121 −0.064 0.112 [−0.292, 0.110]

τ 2
221

(
GD

)
0.030 0.191 [0.015, 0.043]

ST, teacher satisfaction; CT, climate; SES, socioeconomic-status; GD, gender. EAP

denotes the expected a posteriori estimation. SD denotes the standard deviation. HPDI

is the 95% highest posterior density interval.

in the social environment, even in the biological basis
play an important role of mother tongue acquisition, social
factors related to children and their parents also play an
important role. However, in our study, whether the parents’
educational level (SES) has influence on the four kinds
of abilities in English learning; the following question will
be considered:

Question (2): How will students from different ends of the
socioeconomic-status (SES) score in English performance as
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TABLE 9 | Parameter estimation of the multilevel multidimensional IRT model for

reading comprehension ability.

Reading comprehension ability

Fixed effects EAP SD HPDI

γ003 0.919 0.187 [0.548, 1.293]

γ013
(
ST
)

0.332 0.148 [0.041, 0.624]

γ023
(
CT
)

0.081 0.168 [−0.249, 0.417]

γ103
(
SES

)
0.542 0.118 [0.308, 0.780]

γ203
(
GD

)
0.232 0.155 [−0.070, 0.544]

Random effects EAP SD HPDI

τ 2
003 0.535 0.111 [0.223, 1.220]

τ 2
013 0.040 0.198 [−0.156, 0.275]

τ 2
023 −0.024 0.153 [−0.342, 0.264]

τ 2
113

(
SES

)
0.207 0.133 [0.091, 0.456]

τ 2
123 0.004 0.089 [−0.170, 0.182]

τ 2
223

(
GD

)
0.037 0.177 [0.027, 0.052]

ST, teacher satisfaction; CT, climate; SES, socioeconomic-status; GD, gender. EAP

denotes the expected a posteriori estimation. SD denotes the standard deviation. HPDI

is the 95% highest posterior density interval.

TABLE 10 | Parameter estimation of the multilevel multidimensional IRT model for

table computing ability.

Table computing ability

Fixed effects EAP SD HPDI

γ004 0.255 0.130 [−0.003, 0.514]

γ014
(
ST
)

0.039 0.104 [−0.165, 0.246]

γ024
(
CT
)

0.295 0.101 [0.099, 0.498]

γ104
(
SES

)
0.596 0.126 [0.351, 0.849]

γ204
(
GD

)
−0.266 0.120 [−0.506, -0.026]

Random effects EAP SD HPDI

τ 2
004 0.447 0.144 [0.201, 0.970]

τ 2
014 0.082 0.084 [−0.043, 0.269]

τ 2
024 −0.041 0.100 [−0.223, 0.098]

τ 2
114

(
SES

)
0.226 0.106 [0.101, 0.485]

τ 2
124 −0.014 0.069 [−0.160, 0.114]

τ 2
224

(
GD

)
0.022 0.102 [0.015, 0.035]

ST, teacher satisfaction; CT, climate; SES, socioeconomic-status; GD, gender. EAP

denotes the expected a posteriori estimation. SD denotes the standard deviation. HPDI

is the 95% highest posterior density interval.

tested in four types of latent abilities, based on the level-2 gender
(GD), level-3 teacher satisfaction (ST) and school climate (CT).

From Tables 7–10, we can find that the estimated fixed
effects γ10q(SES) are 0.642, 0.312, 0.542, and 0.596 for q =
1, 2, 3, 4, respectively. It can be observed that students with
high SES scores perform better than students with low SES
scores, where performance is measured by four types of latent
abilities when controlling for the level-2 GD individual covariates
and the level-3 ST and CT school covariates. That is, their
parents’ educational level differs by one unit for the male
students from the same class and school. In English learning,

vocabulary cognitive ability, the ability to diagnose grammar
structure, reading comprehension ability and table computing
ability have the differences of 0.642, 0312, 0.542, and 0.596,
respectively. The rate of increase in grammatical diagnostic
ability (0.312) is markedly smaller than that of the other three
kinds of abilities. In addition, compared to male students, the
differences in the four dimensions of ability are 0.981, 0.706,
0.874, and 0.330 for female students, respectively. In summary,
the education of parents (SES) is responsible for students’ English
learning abilities. The parents with a high SES values have more
prospective awareness in English learning based on their own
learning experiences, providemore diversified learning ways, and
know how to create a better English learning environment for
students. In addition, parents with better education can provide
more important learning guidance in English. In general, the
better the parents’ education, the better they will able to tutor
student’s English learning.

Etaugh and Bridges (2003), Li (2005), and Burstall (1975)
found that females were better thanmales inmost of the language
tasks (vocabulary, reading, grammar, spelling and writing), and
the difference in language ability appeared earlier than other
cognitive abilities. In infancy, females show more linguistic
advantages than males, and they speak more fluently, and have a
richer vocabulary. To about 11 years old, they are not only good at
simple spelling, but also are able to do more complicated writing
tasks. In schools, teachers have found that females do better in
reading comprehension, and they are less likely to have reading
problems, including reading barriers. However, whether or not
have the above conclusions in this study, next the following issues
will be considered:

Question (3): What relationship exists between males and
females’ performances in different latent abilities by controlling
for SES, ST and CT?

Results from Tables 7–10 show that for male and female
students from the same class and school with the same SES
scores, female students’ performances of vocabulary cognitive
ability, the ability to diagnose grammar structure and reading
comprehension ability are higher than those of male students
0.339, 0.394, 0.232. However, male students have a 0.266
advantage over female students in table computing ability. This
empirical study yields almost identical conclusions for Etaugh
and Bridges (2003). That is, male and female students, who have
the same SES scores in the same class and school, have a great
difference in the acquisition of English proficiency. Moreover, in
terms of vocabulary cognition, grammatical structure analysis,
reading comprehension it can be seen that females are better
than males at vivid memory and mechanical memory is stronger
than males. However, compared to females, males are markedly
better than females at logical reasoning, deductive induction, and
computing ability. In addition, according to gender difference
in English learning of middle school students, the improving
measure of learning from others’ strong points to offset one’
own weakness mainly covers: first, either teachers of students
should properly understand the gender difference; second, to
strengthen female students’ training of logical thinking; third,
to widen female students’ reasoning computing ability; fourth,
for the male students, to develop their vivid memory through a
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FIGURE 1 | Parameters of estimation ak1, ak2, ak3, and ak4 for subscale 1 (items 1–40), subscale 2 (items 41–64), subscale 3 (items 65–104), and subscale 4

(items 105–124).

variety of teaching methods. These four points should be parallel
in structure.

Question (4): What effects, if any, are seen with different
teachers’ or schools’ effects (covariates)?

For male students who have the same SES scores from
different schools, if the difference in teacher satisfaction is a
unit, the difference in vocabulary cognitive ability, the ability
to diagnose grammar structure and reading comprehension
ability are 0.502, 0.335, and 0.331, respectively. However, the
difference in the table computing ability is very small for
0.039. Teachers’ factor has an important effect on students’
cognitive ability, the ability to diagnose grammar structure and
reading ability. On the contrary, the table computing ability has
little impact.

This study indicates that the middle school teachers with
high teacher satisfactions have a strong sense of responsibility,
can be filled with enthusiasm in the work of education and
teaching, and inspire students’ learning motivation. This results
in a great improvement in the students’ vocabulary cognitive
ability, the ability to analyze grammatical structure and reading
comprehension ability owing to teachers’ teaching attitude and
responsibility. However, the margin of the improvement for
the table computing ability is small. It is possible to play a
decisive role in the students’ internal factors as compared with
the teachers’ external factors.

As we know, people are the product of the environment.
The environment has a great impact on cognition, emotion
and behavior intention. Different people live in different
environments so that there is a huge difference in cognition,
emotion and behavior intention. Similarly, in English teaching,
are whether or not the performances identical for different
schools’ effects (school climate)? If not, what are the effects?

The estimated results for school climate effects γ02q are 0.225,
0.081, 0.086, and 0.295 for q = 1, 2, 3, 4, respectively. The
performances associated with vocabulary cognitive ability and

table computing ability are markedly affected by the level-3 CT
covariates, whereas the ability to diagnose grammar structure
and reading comprehension ability are not markedly affected
when controlling for the level-2 SES andGD individual covariates
and the level-3 ST school covariates. Analysis of the level-3
variance components reveals that the values of τ 211q(SES) are

markedly different from 0, and their estimates are 0.247, 0.272,
0.207, and 0.226 for q = 1, 2, 3, 4, respectively. This result
illustrates that the effect of SES varies from school to school. In
addition, the τ 222q(GD) values are not markedly different from

0. In addition, according to the DIC model selection results,
model 2 shows the best fit to the real data when β2jq are
defined as fixed effects. The estimation results show that the
proportion of females to males does not vary among schools.
The estimation covariance between the random effects τ 201q,

τ 202q, and τ 212q are all not markedly different from 0. It can be

concluded that the random effects are independent of each other
for each type of ability. All estimated parameters are shown
in Tables 7–10.

5.4. Item Test Dimension Evaluation
Question (5): Is it possible to use a measurement tool to
determine whether items’ factor patterns correlate to the
subscales of the test battery? In particular, will the four subtests
of the test battery be discernable according to the discrimination
parameters on the four dimensions?

A test battery contains four subtests, which consist of items of
measuring four dimensional abilities, and a type of latent ability
can be measured mainly by a subtest. It can be observed that the
EAP estimates of the discrimination parameters are plotted to
determine whether the items’ factor patterns reflect the subtest
of the test battery in Figure 1. In the left-hand panel of Figure 1,
the discrimination parameters of the first two dimensions are
plotted for subtest 1 (items marked by a dot) and subtest 2 (items
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marked by a star), and the other items are marked by a diamond.
It can be observed that the items of subtest 1 (1–40 item) have
a high factor loading on the first dimension and a low factor
loading on the second dimension, and the items of subtest 2 (41–
64 item) have a high factor loading on the second dimension
and a low factor loading on the first dimension. The other items
do not vary appreciably between the two dimensions. The right-
hand panel of Figure 1 shows the pattern of the discrimination
parameters of the third and fourth subtests on the third and
fourth dimensions. The items of subtest 3 (65–104 item) have
a high factor loading on the third dimension and a low factor
loading on the fourth dimension, and the items of subtest 4 (105–
124 item) have a high factor loading on the fourth dimension
and a low factor loading on the third dimension. The overall
pattern of the discrimination parameters fit the test battery quite
well, demonstrating that each dimension is identified by items of
one subtest.

6. CONCLUDING REMARKS

In this study, we mainly focus on constructing a multilevel
multidimensional model to fit the hierarchical dataset about
a large-scale English achievement test. Particular attention
is given to assessing the correlation between multiple latent
abilities and covariates.

In view of the characteristics of the test structure (i.e.,
(1) the students are nested within classes or schools; (2) the
binary response consists of several subtests and each subtest
measures a distinct latent trait), we extend the measurement
model developed by Fox and Glas (2001) and Kamata (2001)
to the multidimensional case by replacing their unidimensional
IRT model with a multidimensional normal ogive model. The
numerical results show that the multidimensional IRT model
is appropriate for modeling the measurement model. It can
accurately model the item/person interaction and utilize the
correlations between subtests to increase the measurement
precision of each subtest.

From what has been using the above empirical data, we
may safely draw valuable conclusions to provide guidance for
the future English teaching. Socioeconomic status (SES) has a
positive impact on the abilities of four dimensions. That is,
the higher families’ SESs, the better performances in the four
dimensional abilities. In addition, the study also found that
students of different genders do not demonstrate the same level
of expertise in English skills are expert in the English skills are
not the same. Female students are good at the items related
to the memory of the image and mechanical memory, such
as the vocabulary, grammar and reading comprehension; but
the male students have the advantage in reasoning calculation.
Therefore, teachers should adjust the teaching methods based
on the gender differences so that he or she can acquire the
ability to overcome their own deficiency. Teachers’ satisfaction
as level 3 teacher covariate markedly impacts English table
computing ability. It is possible to play a decisive role in
the students’ internal factors as compared with the teachers’
external factors. Finally, the impact of the school climate

factor on students’ grammatical structure analysis and reading
comprehension is not very obvious, and the specific reasons are
to be studied later.

In the future studies, the correlations between schools at
the level-3 should be taken into consideration. For example,
the different secondary schools which are located in the same
district may share a common education resources. In addition,
the measurement model can be improved by considering
polytomous item response theory model to analyze ordinal
response data with more information. As an extension of this
paper, the polytomous response model associated with the
multilevel models can be used to help evaluate the multiple latent
abilities, which may be more suitable for the current complex
situation of educational and psychological research. In the field
of estimation method, Bayesian estimation method will face
serious challenges when the number of examinees or the number
of items, or MCMC sample size are substantially increased.
Therefore, the proposal of efficient Bayesian algorithm and the
development of easy-to-use software package are also important
research focus in the later period.
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Alcohol Use Disorder (AUD) entails chronic effects on brain structure. Neurodegeneration 
due to alcohol toxicity is a neural signature of executive impairment typically observed in 
AUD, previously related to both gray-matter volume/density and white-matter abnormalities. 
Recent studies highlighted the role of meso-cortico-limbic structures supporting the 
salience and executive networks, in which the extent of neurostructural damage is 
significantly related to patients’ executive performance. Here we aim to integrate multimodal 
information on gray-matter and white-matter features with a multivariate data-driven 
approach (joint Independent Component Analysis, jICA), and to assess the relationship 
between the extent of damage in the resulting neurostructural superordinate components 
and executive profile in AUD. Twenty-two AUD patients and 18 matched healthy controls 
(HC) underwent a Magnetic Resonance Imaging (MRI) protocol, alongside clinical and 
neuropsychological examinations. We ran jICA on five neurostructural features, including 
gray-matter density and different diffusion tensor imaging metrics. We extracted 12 
Independent Components (ICs) and compared the resulting mixing coefficients in patients 
vs. HC. Finally, we correlated significant ICs with executive and clinical variables. One out 
of 12 ICs (IC11) discriminated patients from healthy controls and correlated positively 
both with executive performance in all subjects, and with lifetime duration of alcohol abuse 
in patients. In line with previous related evidence, this component involved widespread 
gray-matter and white-matter patterns including key nodes and fiber tracts of salience, 
default-mode and central executive networks. These findings highlighted the role of 
multivariate data integration as a valuable approach revealing superordinate hallmarks of 
neural changes related to cognition in neurological and psychiatric populations.

Keywords: alcohol use disorder, alcohol chronic consumption, voxel-based morphometry, diffusion tensor MRI, 
joint independent component analysis, large-scale brain network, rehabilitative applications
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INTRODUCTION

Alcohol Use Disorder (AUD) is characterized by prolonged 
and excessive alcohol consumption, as well as constant concerns 
about alcoholic drinks despite adverse consequences. This 
condition can produce relevant alterations at different levels of 
analysis, from social maladaptation and cognitive impairment 
(Center for Behavioral Health Statistics and Quality, 2016) to 
pathological changes affecting anatomo-functional brain regions 
and networks (De La Monte and Kril, 2014; Fritz et  al., 2019). 
Neuroimaging studies have shown both gray-matter (GM) and 
white-matter (WM) alterations in AUD (Bühler and Mann, 
2011; Yang et  al., 2016; Zahr and Pfefferbaum, 2017). Such 
alcohol-related neurostructural effects involve both decreased 
GM and WM volume and/or density (Jansen et  al., 2015; Xiao 
et al., 2015; Galandra et al., 2018b), and altered microstructural 
features (e.g., fractional anisotropy decrease, mean diffusivity 
increase) in main fiber tracts (Fortier et  al., 2014; Chumin 
et  al., 2019). Importantly, neuroimaging studies provided 
converging evidence about the topological distribution of 
neurostructural alterations in AUD, showing a diffuse damage 
pattern that mostly involves fronto-striatal networks alongside 
frontal WM (De La Monte and Kril, 2014; Suckling and Nestor, 
2017). These alterations may represent a neurostructural marker 
of core cognitive deficits in AUD, including impulsivity and 
abnormal reward-based choice behavior (see Galandra et  al., 
2018a). Indeed, major theories proposed to explain cognitive 
impairment in addiction are related to the dysregulation of 
either impulsive vs. reflective brain systems – the Control-related 
deficit theory (Bechara and Damasio, 2005) – or the reward 
vs. stress systems – the Reward-related deficit theory (Koob, 
2013). While the latter is more focused on the emotional states 
associated to craving, seen as a result of the down-regulation 
of the reward system in favor of the up-regulation of the stress 
system, the former attributes the emergence of craving to the 
failure of attention control resources that facilitate impulsive 
behaviors. Such a view is in line with neuropsychological literature 
in AUD highlighting the involvement of basic cognitive skills 
such as memory (Trivedi et  al., 2013), processing speed (Sorg 
et  al., 2015), and, more generally, executive functions (Bates 
et  al., 2002; Glass et  al., 2009; Le Berre et  al., 2017). It is still 
unknown, however, whether impaired executive profile in AUD 
reflects a multimodal pattern of neurostructural damage 
transcending single MRI metrics. Preliminary attempts toward 
this goal have been pursued by distinct studies relating a global 
proxy of basic executive functioning (involving psychomotor 
speed, attention and working memory performances) to the 
degree of GM atrophy in meso-cortico-limbic structures (Galandra 
et  al., 2018b), and altered functional connectivity in fronto-
striatal-limbic networks (Galandra et  al., 2019). In line with 
this evidence, other studies reported an association between 
attentional/executive deficits and glucose metabolism in the 
anterior cingulate cortex (ACC) in alcoholics (Goldstein et  al., 
2004). Altogether, the aforementioned findings consistently suggest 
that AUD patients’ executive impairment might reflect anatomo-
functional alterations involving the salience network (SN) 
(Galandra et  al., 2018b, 2019). The latter, indeed, underpins 

the switch from automatic to controlled effortful processing, 
associated with the activity of the default-mode network (DMN) 
and central executive network (CEN), respectively, when relevant 
stimuli are detected (Smith et al., 2009; Menon and Uddin, 2010;  
Goulden et  al., 2014).

On this ground, we aimed to integrate multimodal information 
on GM and WM features in AUD via a multivariate data-
driven approach – joint Independent Component Analysis 
(jICA) – suitable to identify superordinate patterns at the 
network level (Calhoun, 2018). While this method has been 
successfully applied to other neurological and psychiatric 
conditions (Guo et  al., 2012; Sui et  al., 2013; Teipel et  al., 
2014; Kim et  al., 2015), to the best of our knowledge no 
previous research has taken a comparable multivariate approach 
to investigate the ICs discriminating AUD patients from healthy 
controls (HC), and to assess their relationship with a 
superordinate proxy of impaired executive profile.

We expected to reconcile separate single-modality findings 
(Galandra et al., 2018b, 2019) into a unique consistent framework 
in which the ICs differentiating AUD patients from HC reflect 
neurostructural alterations of nodes and connections involving 
the salience network, with their mixing coefficient reflecting 
the degree of patients’ executive impairment.

MATERIALS AND METHODS

Participants
Twenty-two AUD patients and 18 HC took part in the study, 
including a semi-structured interview about alcohol and nicotine 
use habits, a neuropsychological assessment, and a multimodal 
Magnetic Resonance Imaging (MRI) session. AUD patients 
were consecutively enrolled from the Functional Rehabilitation 
Unit of ICS Maugeri-Pavia (Italy), while HC were recruited 
via local advertisement. HC were matched for age and education 
to AUD patients, and groups were also balanced for gender 
(see Table 1 for details).

Inclusion criteria for AUD subjects were age between 20 
and 60 years and a diagnosis of alcohol dependence according 
to DSM-V criteria. We  excluded HC in the presence and/
or history of alcohol abuse. Exclusion criteria for both 

TABLE 1  |  Demographics and clinical information about substance habits.

AUD (n = 22) HC (n = 18) p

Age (years; mean ± SD) 45.56 ± 7.99 45.11 ± 8.69 0.426
Education (years; mean ± SD) 9.91 ± 2.65 10.11 ± 2.78 0.405
Gender (m:f) 13:9 11:7 0.890
Smoking status (yes:no) 18/4 6/12 0.184
Duration of alcohol use (years; 
range, mean ± SD)

1–26 
(10.11 ± 6.56)

— —

Average daily alcohol dose (UA; 
range, mean ± SD)

5–32 
(14.34 ± 6.66)

— —

AUD, AUD patients; HC, healthy controls; Daily UA, units of alcohol.
The table reports demographic data related to age, education, gender and smoking 
status of AUD patients and healthy controls, alongside clinical information about alcohol 
use history and daily dose, and nicotine consumption, of AUD patients.

24

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Crespi et al.	 Large-Scale Brain Networks in AUD

Frontiers in Psychology | www.frontiersin.org	 3	 November 2019 | Volume 10 | Article 2479

groups were the presence and/or history of neurological/
psychiatric disorders other than AUDs, or any comorbid 
disorder except for smoking dependence, family history of 
neurological/psychiatric disorders, major medical disorders 
(e.g., kidney or liver diseases, severe diabetes and/or 
malnutrition), current use of any psychotropic substance/
medication, past brain injury or loss of consciousness, 
inability to complete the neuropsychological assessment, and 
presence of contraindications to MRI.

AUD patients were enrolled after being detoxified for at 
least 10  days by means of medically supported standard 
treatments. However, they underwent MRI protocol only after 
at least 8  days without benzodiazepine treatment. HC were 
asked to be  abstinent at least 10  days before the scanning 
day. We ascertained the abstinence of HC via a semi-structured 
interview about the consumption of alcoholic drinks covering 
that time. None of the participants received financial incentives 
to join the research protocol. Each enrolled subject had signed 
informed consent to the experimental protocol, which was 
approved by the Ethical Committee of ICS Maugeri (Pavia, 
Italy). The investigation was conducted in accordance with the 
latest version of the Declaration of Helsinki.

Clinical Interview, Neuropsychological 
Evaluation, and Data Analysis
AUD patients underwent a semi-structured interview 
conducted by an expert clinician about their drinking history, 
including the type, the amount, and lifetime duration of 
alcohol use. We  used the average number of standard units 
of alcohol (UA) per day (1 UA  =  330  ml beer, 125  ml wine, 
or 40  ml hard liquor  =  12  g of ethanol) as a proxy of 
alcohol consumption (Table 1).

Neuropsychological assessment was performed using the 
Brief neuropsychological examination (ENB-2, Mondini, 2011), 
encompassing 15 tests assessing attention (trail making test, 
i.e., TMT-A and TMT-B), verbal short-term (digit span) and 
long-term memory (immediate and delayed prose memory), 
working memory (10″ and 30″ interference memory), executive 
functions (TMT-B, cognitive estimation, abstract reasoning, 
phonemic fluency, clock drawing, overlapping pictures), 
perceptive and praxis skills (praxis abilities, spontaneous drawing, 
copy drawing task). The ENB returns a global score, as well 
as different sub-scores for each task. The analysis of the resulting 
neuropsychological data has been previously described by 
Galandra and colleagues (Galandra et  al., 2018b, 2019) and 
reported in Supplementary Table S1.

Magnetic Resonance Imaging Protocol 
and Data Acquisition
We use a 3 Tesla General Electrics Discovery MR750 scanner 
(GE Healthcare), equipped with a 16-channel phased array 
head coil, to run a multimodal MRI protocol including (1) a 
high-resolution 3D T1-weighted IR-prepared FSPGR (BRAVO) 
brain scan acquired along the AC-PC plane (152 slices, 
FOV  =  24  cm, reconstruction matrix  =  256 × 256, slice 
thickness = 1 mm); (2) a diffusion tensor imaging (DTI)  scan 

based on a single-shot echo planar sequence (TR/TE = 8,986/80; 
FOV  =  256  mm2; 56 sections; bandwidth  =  250.0, 2  mm 
isotropic resolution), with diffusion gradients applied along 81 
non-collinear directions (b  =  1,000  s/mm2), plus two 
non-diffusion weighted volumes. We also collected a T2-weighted 
image in order to explore any possible accidental diagnosis.

Voxel-Based Morphometry Data  
Pre-Processing
The pre-processing and statistical analysis of T1-weighted 
anatomical data were based on SPM121 and the CAT12 toolbox2. 
Pre-processing included bias-field inhomogeneities correction; 
spatial normalization using the DARTEL algorithm (Ashburner, 
2007); and segmentation into GM, WM, and cerebrospinal fluid 
(CFS) (Ashburner and Friston, 2005). We  did not apply the 
Jacobian modulation of segmented GM images, which corrects 
for volume change during spatial normalization, since this procedure 
has been shown to decrease the sensitivity to morphometric 
abnormalities (Radua et  al., 2014). Our results thus involve GM 
density, i.e., GM volume relative to WM and CSF volume. Finally, 
a smoothing kernel of 8  mm (FWHM) was applied to the 
normalized segmented GM images. The resulting smoothed 
normalized GM images were fed into joint ICA.

DTI Data Pre-Processing
We performed the pre-processing of DTI data with the FMRIB 
Software Library tools (FSL; http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/). 
Single-subject datasets were first corrected for eddy current 
distortions and motion artifacts, skull-stripped, and finally, 
as a result of the fitting of the diffusion tensor model at 
each voxel, maps of diffusion scalar indices were generated. 
We  then carried out DTI group analyses with Tract-Based 
Spatial Statistics (TBSS) (Smith et  al., 2006), involving a 
voxelwise non-linear registration of all participants’ fractional 
anisotropy (FA) maps that, once aligned, are affine-transformed 
on a standard space (1  mm × 1  mm × 1  mm MNI152). 
After co-registration, FA maps are averaged to create a mean 
FA image, and then used to generate a mean FA tract skeleton, 
representing all common tracts across subjects. We  applied 
to the mean FA skeleton image a threshold of 0.20 to exclude 
from further analyses those parts of the skeleton that could 
not ensure a good correspondence across subjects. Finally, to 
account for residual misalignments after the initial non-linear 
registration, all subjects’ FA data were projected onto the 
thresholded mean FA skeleton, creating a 4D dataset of all 
subjects’ FA skeletonized data. In addition, we ran the non-FA 
TBSS script on maps of mean (MD), radial (RD), and axial 
(AD) diffusivities. The resulting skeletonized data were then 
fed into joint ICA.

Joint Independent Component Analysis
We used jICA – a multivariate approach integrating data from 
different neuroimaging modalities (i.e., features) unveiling 

1�http://www.fil.ion.ucl.ac.uk/spm
2�http://www.neuro.uni-jena.de/cat/
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covariance patterns of signal change across the brain – to 
estimate maximally independent components (ICs) at the 
topological level (i.e., spatial maps) for single features, which 
are then combined by a shared loading (mixing) parameter 
(Calhoun et  al., 2006).

Shared information from GM density and DTI-invariant 
skeletonized (i.e., FA, AD, MD, RD) images were obtained 
using the Fusion ICA Toolbox (FIT v2.0c; http://icatb.sourceforge.
net). Specific methodological details on this approach have 
been already described (Calhoun et  al., 2006). Briefly, each 
participant’s GM and DTI-invariant skeletonized images were 
first separately converted into a one-dimensional row vector. 
The initial data matrix was thus formed by arraying 22 GM, 
FA, AD, MD, and RD vectors of AUD patients and 18 GM, 
FA, AD, MD, and RD vectors of HC into a 40-row subjects-
by-voxels matrix. Each feature dataset was then combined into 
a single data (participant × feature) matrix. All feature maps 
were normalized, resulting in the same average sum-of-square 
(computed across all voxels and subjects for each modality) 
and thus in equal data ranges. We  used standard PCA to 
reduce the dimensionality of the data to 12 ICs, with this 
value being estimated for each feature using the minimum 
description length (MDL) criterion (Li et al., 2007). The Infomax 
algorithm (Bell and Sejnowski, 1995) was then used to decompose 
the reduced feature-matrix to maximally independent component 
images and subject-specific mixing (loading) coefficients. This 
jICA approach was repeated 50 times in Icasso3. The resulting 
12 ICs were clustered to ensure the consistency and reliability 
of the decomposition, which are quantified using a quality 
index (QI) ranging from 0 to 1, reflecting the difference between 
intra-cluster and extra-cluster similarity (Himberg et al., 2004).

Mixing coefficients, reflecting how strongly each participant 
contributes to the relationship described in a given IC, were 
fed into a two-sample t-test assessing a significant difference 
between AUD patients and HC. Only significant components 
reflecting neurostructural changes in AUD patients (i.e., mixing 
coefficients AUD  >  mixing coefficients HC) were considered 
in subsequent analyses.

On this basis, we  aimed to investigate whether ICs 
differentiating patients from HC additionally confirmed the 
involvement of salience network regions as neurostructural 
markers of the neuro-cognitive impairment associated with 
AUD (Galandra et al., 2018b, 2019). To this purpose, we finally 
correlated mixing coefficients with (1) a measure of each 
participant’s executive profile, obtained via a multivariate data 
reduction approach (see Galandra et  al., 2018b for detailed 
information about the statistical procedure) and (2) clinical 
variables (i.e., lifetime duration of alcohol abuse and daily 
alcohol consumption) in AUD patients.

The anatomical localization of significant clusters was performed 
with the JHU White-Matter Tractography Atlas and the JHU 
ICBM-DTI-81 White-Matter Labels (Wakana et  al., 2007; Hua 
et  al., 2008) for DTI features, while the SPM Anatomy toolbox 
(Eickhoff et  al., 2005) was used to localize gray-matter features.

3�http://research.ics.aalto.fi/ica/icasso/

RESULTS

Joint Components of Neurostructural 
Change in Alcohol Use Disorder Patients 
Vs. Healthy Controls
We found significantly different mixing coefficients, in AUD 
patients vs. HC, in three out of 12 joint ICs (IC06, IC08, 
IC11), with p = 0.004 as adjusted significance threshold applied 
to control for multiple comparisons (Bonferroni correction). 
All these ICs were associated with a quality index >0.95, 
indicating a highly stable ICA decomposition. While mixing 
coefficients of IC06 and IC11 were higher in patients compared 
with controls [IC06: t(38) = −5.69, p < 0.001; IC11: t(38) = −3.82, 
p  <  0.001], IC08 displayed the opposite pattern [IC08: 
t(38)  =  5.17, p  <  0.001]. IC06 involved a widespread GM 
pattern encompassing the sensorimotor cortex and supplementary 
motor area, cingulate cortex, and precuneus, subcortical nuclei 
(bilateral thalamus, left caudate), plus an extensive sector of 
the occipital cortex (calcarine cortex, cuneus, lingual gyrus), 
and bilateral cerebellum (crus II). The distribution of DTI 
indices for this component involved commissural (body of 
corpus callosum and forceps major), projections (bilateral 
anterior thalamic radiation and superior corona radiata, as 
well as the right cerebral peduncle), and associative (fornix 
plus stria terminalis, as well as the posterior sectors of bilateral 
superior and inferior longitudinal fasciculi, inferior fronto-
occipital fasciculus and cingulum bundle) fibers (Figure 1). 
IC08 was represented by a subcortical GM pattern including 
bilateral amygdala and left hippocampus, and by a widespread 
DTI pattern primarily involving all sectors of corpus callosum 
(genu, body, and splenium), forceps minor and forceps major, 
anterior thalamic radiations and cerebral peduncles, the anterior 
limb of internal capsule and the fornix (body and column) 
(Figure 2). IC11 involved bilaterally the middle frontal gyrus, 
insula, anterior and posterior sectors of the cingulate cortex, 
distinct sectors of the temporal (superior and middle temporal 
gyri, supramarginal gyrus), parietal (precuneus, angular gyrus) 
and occipital (lingual and fusiform gyri) lobes, plus the left 
hippocampus and the cerebellum (crus I). Here, the overall 
DTI pattern encompassed commissural (genu and body of 
corpus callosum, forceps major and forceps minor), projection 
(anterior limb of internal capsule and thalamic radiations, as 
well as superior corona radiata), and associative (both fornix 
body and column, along with superior and inferior longitudinal 
fasciculi, inferior fronto-occipital fasciculus and cingulum bundle, 
with a right hemispheric prevalence) fibers (Figure 3). Detailed 
information about localization of significant ICs is reported 
in Supplementary Tables S2–S4.

Relationship Between Independent 
Components and Executive/Clinical 
Variables
Among the three ICs differentiating AUD patients from HC, 
only IC6 and IC11 mixing coefficients presented a difference 
pattern (i.e., AUD  >  HC) suggesting a stronger contribution 
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of signal covariance in patients than HC, and thus reflecting 
a possible neurostructural alteration characterizing AUD. 
However, the IC11, but not IC06 mixing coefficients (r = −0.23, 
p  =  0.159), were significantly correlated with participants’ 
executive profile (r  =  −0.54, p  <  0.001).

Correlation analyses in the patient group highlighted a 
significant positive correlation between lifetime duration of 
alcohol abuse and IC11 (r  =  0.51, p  =  0.016), but not with 
IC6 mixing coefficients (r  =  0.37, p  =  0.09). No significant 
correlations with daily alcohol consumption was observed 
neither in IC6 (r  =  −0.002, p  =  0.994) nor in IC11 mixing 
coefficients (r = −0.05, p = 0.499). Scatterplots of all correlations 
are reported in Supplementary Figures S1–S6.

DISCUSSION

We used jICA to investigate supramodal patterns of covariance 
(ICs) reflecting shared information across several neurostructural 
features including GM density and distinct WM microstructural 
properties. We  then explored the relationship between the ICs 
discriminating AUD patients from HC and the overall executive 
profile highlighted by a multivariate analysis of performance 
in several neuropsychological tasks (Galandra et  al., 2018b). 
This approach aimed to investigate the connection between a 
superordinate proxy of AUD patients’ cognitive impairment 
transcending single tasks, and spatial maps integrating multimodal 
MRI information on the underlying neuro-anatomical alterations. 

FIGURE 1  |  IC06 Pattern. The figure depicts the covariance pattern of IC06 emerging from joint ICA. Statistical maps are thresholded at z = 2.5 for visualization 
purposes. Gray-matter clusters and white-matter clusters including all DTI metrics (i.e., FA, MD, AD, RD) are shown in blue-green and red-yellow colors, respectively.
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As far as we  know, this is the first research combining two 
parallel data-driven multivariate analyses of neurostructural 
and behavioral data, and their relationship, in AUD. The resulting 
evidence confirmed previous reports, from univariate analyses 
of single MRI modalities, of a defective interplay, in AUD, 
between large-scale brain networks underlying the salience-
based switch from automatic to controlled cognition and behavior 
(e.g., Galandra et  al., 2018b, 2019).

First, three out of the 12 extracted ICs (IC06, IC08, IC11) 
differentiated AUD patients from HC. The mixing coefficients 
of IC06 and IC11 were significantly higher in AUD patients 
compared to controls, while we  found the opposite pattern 
for IC08. Higher mixing coefficients in a given IC are suggestive 
of a greater contribution to the original features by its constituting 
regions (Calhoun et  al., 2006; Kim et  al., 2015). The present 
evidence seems thus to indicate that the regions included in 
IC06 and IC11 are more tightly related to neural changes 
associated with chronic alcohol consumption than IC08. 
Importantly, IC11 mixing coefficients were also significantly 
related to executive performance in the whole sample, and to 
lifetime duration of alcohol abuse in AUD patients.

This component encompassed a set of GM regions including 
the insula bilaterally and both the anterior (ACC) and posterior 
(PCC) cingulate cortex, alongside commissural (corpus 

callosum) and major associative fiber tracts (superior and 
inferior longitudinal fasciculi, inferior fronto-occipital fasciculus 
and cingulum bundle). The fronto-insular cortex and the 
anterior cingulate cortex (ACC) are two interconnected key 
components of the salience network (SN), typically co-activated 
by behaviorally relevant stimuli (Seeley et  al., 2007; Goulden 
et  al., 2014). Both these regions are connected with sensory 
and motor areas, and their activation is considered to underpin 
the switch between default-mode and central executive networks 
(Goulden et  al., 2014). Such a general-purpose function fits 
with the insula role as a site of multimodal convergence of 
signals concerning sensory and affective processing (Uddin 
et  al., 2014), likely supporting salience-related top-down 
mechanisms such as impulse control and self-regulation (see 
Sullivan et al., 2013). Therefore, it is not surprising to observe 
neurostructural alterations in a portion of the insula previously 
associated with abnormal network efficiency and functional 
connectivity (Wang et  al., 2018), hypo-connectivity with 
precuneus, SMA, postcentral, lingual/vermis, and fusiform 
gyri (Vergara et  al., 2017), and a perfusion deficit (Sullivan 
et al., 2013), in AUD patients. The possible relationship between 
such insular dysfunction and a defective interplay among 
salience, default mode, and executive control networks in 
AUD (Sullivan et  al., 2013) is indirectly supported by the 

FIGURE 2  |  IC08 Pattern. The figure depicts the covariance pattern of IC08 resulting from joint ICA. Statistical maps are thresholded at z = 2.5 for visualization 
purposes. Gray-matter clusters and white-matter clusters including all DTI metrics (i.e., FA, MD, AD, RD) are shown in blue-green and red-yellow colors, respectively.
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present evidence of co-occurrent structural and functional 
alterations in the ACC (Müller-Oehring et al., 2015; Galandra 
et  al., 2018b). The latter is a key node of the reward pathway 
(Haber and Knutson, 2010), in which neural mechanisms of 
performance monitoring signal to the fronto-parietal executive 
network the need of behavioral adjustments (Ridderinkhof 
et al., 2004). Thus the ACC is a well-suited region to promote 
salience-based behavioral adaptations, which require to switch 
from default to controlled processing. Therefore, the impairment 
of both these networks in AUD (Chanraud et al., 2011; Sullivan 
et  al., 2013; Galandra et  al., 2018b, 2019) fits with previous 
evidence of a connection between altered ACC activity and 
craving, likely promoting relapses (Koob and Le Moal, 2008). 
Further evidence of an altered interplay between salience and 

default mode networks in AUD is represented by IC11 including 
the posterior cingulate cortex, a key node of default mode 
network (Greicius et  al., 2009) in which decreased coherence 
of the spontaneous BOLD fluctuations has long been known 
as a neural marker of impaired functional connectivity 
(Chanraud et  al., 2011).

Several evidences support the relationship between such 
alterations and impaired executive functioning. On the one 
hand, GM atrophy in the insular and anterior cingulate cortex 
predicts executive deficits, mainly involving attention and working-
memory, in AUD patients (Galandra et  al., 2018b). Moreover, 
abstinence seems to reverse alcohol-related morphological 
alterations in these regions (Fritz et  al., 2019) and restore 
connectivity within and between the salience and executive 

FIGURE 3  |  IC11 Pattern. The figure depicts the covariance pattern of IC11 highlighted by joint ICA. Statistical maps are thresholded at z = 2.5 for visualization 
purposes. Gray-matter clusters and white-matter clusters including all DTI metrics (i.e., FA, MD, AD, RD) are shown in blue-green and red-yellow colors, respectively.
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networks (Kohno et  al., 2017), with these changes paralleling 
an improvement of executive skills (Le Berre et  al., 2017).

While the present findings support previous data on the 
relationship between AUD patients’ executive impairment and 
GM nodes within the salience network, our analytic approach 
allowed to extend this evidence to WM connections. In particular, 
the corpus callosum (genu) and the cingulum bundle included 
in IC11 connect the key nodes of large-scale functional networks 
(Van Den Heuvel et  al., 2009) in which functional alterations 
have been ascribed both to GM loss in crucial nodes, and to 
macro- and/or micro-structural impairments in WM tracts 
connecting them (Peer et  al., 2017). It is noteworthy that the 
genual fibers interconnect homologous prefrontal regions such 
as the dorsolateral prefrontal cortex (DLPFC) (Voineskos et al., 
2010) – an important hub of the central executive network 
(e.g., Seeley et  al., 2007; Chen et  al., 2013; Marstaller et  al., 
2015) – and the ACC (van der Knaap and van der Ham, 
2011), and that both the genu microstructure and the DLPFC 
function have been associated to executive performance (Zahr 
et  al., 2009). All these data converge to suggest that the well-
established damage of genual fibers in AUD (Pfefferbaum et al., 
2006), via DLPFC dysfunction, can decrease the efficiency of 
the central executive network.

A limitation of our work concerns the small-to-moderate 
sample size, due to the strictness of inclusion criteria and 
the accurate control of possible nuisance variables, which 
highlights the need of confirmatory studies before strong 
conclusions can be  drawn on the multimodal neural bases 
of executive deficits in AUD. Moreover, the lack of information 
about brain activity limits our conclusions to the neurostructural 
level, thus preventing inferences about possible consequences 
of structural damage in terms of impaired functional connectivity 
and/or compensatory mechanisms. Future studies might fill 
these gaps by addressing a more comprehensive view integrating 
functional and structural connectivity measures in larger 
samples. Importantly, however, the present results pave the 
way for such further investigations by starting to unveil the 
relationship among cognitive impairment in AUD and the 
topographic properties of multimodal “neurostructural” ICs 
differentiating AUD patients from HC. Building on the present 
evidence, longitudinal studies might also benefit from the 
application of multivariate analytic approaches to explore 
multimodal changes and their association with cognitive status, 
in relation to abstinence and relapses, or as a result of 
rehabilitative interventions.

In conclusion, the present findings confirm and integrate 
into a coherent framework previously scattered evidence about 
the involvement of key nodes of salience, default mode, and 
central executive networks, and their structural connections, 

as reliable neuroimaging markers of executive impairment in 
AUD. The relevance of IC11  in discriminating AUD patients 
from HC and its uniqueness in synthesizing different facets 
of the neurostructural damage in AUD are further supported 
by the positive relationship between its associated GM and 
WM patterns and lifetime duration of alcohol abuse. From 
the methodological standpoint, the present data confirm the 
consistency between the outputs of multivariate jICA and 
standard univariate analyses (see Galandra et  al., 2018b), thus 
supporting the notion that jICA can capture the complexity 
of the neurostructural impairment in AUD based on unique 
coefficients expressing covariance patterns of morphometric 
GM and microstructural WM data.
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Three measures of internal consistency – Kuder-Richardson Formula 20 (KR20),
Cronbach’s alpha (α), and person separation reliability (R) – are considered. KR20 and
α are common measures in classical test theory, whereas R is developed in modern
test theory and, more precisely, in Rasch measurement. These three measures specify
the observed variance as the sum of true variance and error variance. However, they
differ for the way in which these quantities are obtained. KR20 uses the error variance
of an “average” respondent from the sample, which overestimates the error variance
of respondents with high or low scores. Conversely, R uses the actual average error
variance of the sample. KR20 and α use respondents’ test scores in calculating the
observed variance. This is potentially misleading because test scores are not linear
representations of the underlying variable, whereas calculation of variance requires
linearity. Contrariwise, if the data fit the Rasch model, the measures estimated for
each respondent are on a linear scale, thus being numerically suitable for calculating
the observed variance. Given these differences, R is expected to be a better index of
internal consistency than KR20 and α. The present work compares the three measures
on simulated data sets with dichotomous and polytomous items. It is shown that all the
estimates of internal consistency decrease with the increasing of the skewness of the
score distribution, with R decreasing to a larger extent. Thus, R is more conservative
than KR20 and α, and prevents test users from believing a test has better measurement
characteristics than it actually has. In addition, it is shown that Rasch-based infit and
outfit person statistics can be used for handling data sets with random responses. Two
options are described. The first one implies computing a more conservative estimate
of internal consistency. The second one implies detecting individuals with random
responses. When there are a few individuals with a consistent number of random
responses, infit and outfit allow for correctly detecting almost all of them. Once these
individuals are removed, a “cleaned” data set is obtained that can be used for computing
a less biased estimate of internal consistency.
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INTRODUCTION

The present work deals with internal consistency, which
expresses the degree to which the items of a test produce
similar scores. Three measures of internal consistency are
considered, namely Kuder-Richardson Formula 20 (KR20; Kuder
and Richardson, 1937), Cronbach’s α (Cronbach, 1951), and
person separation reliability (R; Wright and Masters, 1982).

KR20 and α are well-known measures in classical test
theory, where they are widely used to evaluate the internal
consistency of cognitive and personality tests. The derivations of
KR20 and α used continuous random variables for item scores
(Sijtsma, 2009). As such, they include dichotomous scoring (e.g.,
correct/incorrect; yes/no) and ordered polytomous scoring (e.g.,
never/sometimes/often/always; very difficult/difficult/easy/very
easy) as special cases. The formula for the computation of KR20 is
suitable for items with dichotomous scores, whereas the formula
for the computation of α is suitable for items with dichotomous
scores and items with polytomous scores. When all items are
scored 1 or 0, the formula for KR20 reduces to that for α

(Cronbach, 1951).
Less known than KR20 and α, R develops within modern

test theory and, more precisely, within Rasch models. There are
several applications of these models to the development and
validation of measurement instruments (see, e.g., Duncan et al.,
2003; Cole et al., 2004; Vidotto et al., 2006, 2007, 2010; Pallant and
Tennant, 2007; Shea et al., 2009; Anselmi et al., 2011, 2013a,b,
2015; Da Dalt et al., 2013, 2015, 2017; Balsamo et al., 2014;
Liu et al., 2017; Rossi Ferrario et al., 2019; Sotgiu et al., 2019).
Rasch models characterize the responses of persons to items as a
function of person and item measures (in the Rasch framework,
the terms “person measure” and “item measure” are used to
denote the values of the person parameter and item parameter,
respectively). These measures pertain to the level of a quantitative
latent trait possessed by a person or item, and their specific
meaning relies on the subject of the assessment. In educational
assessments, for instance, person measures indicate the ability of
persons, and item measures indicate the difficulty of items. In
health status assessments, person measures indicate the health
of persons, and item measures indicate the severity of items.
The Rasch model for dichotomous items is the simple logistic
model (SLM; Rasch, 1960). This model allows for estimating
a measure for each person and a measure for each item. An
extension of the SLM to polytomous items is the rating scale
model (RSM; Andrich, 1978). In addition to the measures
estimated by the SLM, the RSM also estimates measures that
describe the functioning of the response scale. These measures,
called thresholds, represent the point on the latent variable
where adjacent response categories are equally probable. If the
thresholds are increasingly ordered, then the response scale
functions as expected (i.e., increasing levels of the latent variable
in a respondent correspond to increasing probabilities that the
respondent will choose the higher response categories; Linacre,
2002a; Tennant, 2004). R can be computed both for the person
measures estimated on dichotomous data and for the person
measures estimated on polytomous data.

KR20, α, and R are based on the essentially tau-equivalent
measurement model, a measurement model that requires a
number of assumptions to be met for the estimate to accurately
reflect the true reliability. Essential tau-equivalence assumes that
each item measures the same latent variable (unidimensionality),
on the same scale (similar variances), but with possibly different
degrees of precision (different means; Raykov, 1997). Within
the framework of factor analysis, essential tau-equivalence is
represented by all items having equal factor loadings on a
single underlying factor (McDonald, 1999). Graham (2006)
provides a nice example to describe this measurement model.
The author considers a test designed to measure depression
in which each item is measured on a five-point Likert scale
from “strongly disagree” to “strongly agree.” Responses to
items like “I feel sad sometimes” and “I almost always feel
sad” are likely to have similar distributions, but with different
modes. This might be due to the fact that, though both items
measure the same latent variable on the same scale, the second
one is worded more strongly than the first. As long as the
variances of these items are similar across respondents, they
are both measuring depression in the same scale, but with
different precision.

KR20, α, and R are all estimates of the ratio between
true variance and observed variance, and specify the observed
variance as the sum of true and error variance. However, they
differ for the way in which these quantities are obtained. Let us
consider, for instance, a cognitive test with correct and incorrect
item responses. In KR20, the error variance is computed as the
sum of the variances of the items. In particular, with pi denoting
the proportion of correct responses to item i = 1, 2, . . . , I, the
error variance is

∑I
i=1 pi(1− pi). For dichotomous responses,

pi corresponds to the sample mean of the responses to item i.
Thus, it represents what is expected from an “average” respondent
from the sample on item i (Wright and Stone, 1999). When
the variances pi

(
1− pi

)
are summed across the items, an error

variance is obtained that represents the error variance of an
“average” respondent from the sample. Respondents with high or
low scores have less error variance than “average” respondents.
Thus, the error variance of an “average” respondent used in KR20
overestimates the error variance of respondents with high or low
scores. Furthermore, such an error variance is not the same as
an average of the error variances of individual respondents. If
the score distribution is not symmetric, the two quantities are
different (Wright and Stone, 1999). Rasch measurement provides,
for each estimate of a respondent’s trait level, an accompanying
estimate of the precision of the measure, called standard error
(SE). The lower the SE, the higher the precision of trait level
estimate. These individual SEs are used to compute the average
error variance of the sample. In particular, with SEn denoting
the standard error associated with the trait level estimate of
respondent n = 1, 2, . . ., N, the average error variance of the

sample is given by
∑N

n=1 SE2
n

N .
KR20 and α use respondents’ test scores (each of which

being the sum of the responses over all items) in calculating the
observed variance. This is potentially misleading. On the one
hand, test scores are not linear representations of the variable they
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are intended to represent. For instance, a compression of the scale
is bound to occur near the lower and upper boundaries of the
score domain (“floor” and “ceiling” effects, respectively; Fischer,
2003). On the other hand, calculation of mean and variance
necessary to obtain the observed variance assumes linearity in
the numbers that are used (Wright and Stone, 1999). Thus, the
observed variance computed from test scores might be incorrect
to some degree. Contrariwise, if the data fit the Rasch model, the
measures estimated for each respondent are on a linear scale, thus
being numerically suitable for calculating the observed variance
(Wright and Stone, 1999; Smith, 2001).

Given the aforementioned differences, classical and modern
estimates of internal consistency might differ to some extent.
Compared with KR20 and α, R is expected to be a better index of
internal consistency as the numerical values are linear rather than
non-linear, and the actual average error variance of the sample is
used instead on the error variance of an “average” respondent.

The estimates of internal consistency might be affected
by particular response behaviors. For instance, Pastore and
Lombardi (2013) observed that α decreases with the increasing
of the proportion of fake-good responses (i.e., responses aimed
at providing a positive self-description) in the data set. The
estimates of internal consistency might also be affected by
random responding, that is a response set where individuals
do not consider the content of the items and randomly
choose all response options one by one. Random responding
is not uncommon when respondents do not have an intrinsic
interest in the investigation, the test is long, and the setting is
uncontrolled (such as, e.g., in interned-based surveys; Johnson,
2005; Meade and Craig, 2012).

A method for identifying random responding requires the
use of special items and scales. Examples include bogus items
(e.g., “the water is wet”), instructed response items (e.g., “respond
with a 2 for this item”), lie scales (e.g., MMPI-2 Lie scale), and
scales for assessing inconsistent responding (e.g., MMPI-2 VRIN
and TRIN scales). A drawback of this method is that testing
time is lengthened.

Rasch framework provides methods and procedures for
identifying and handling unexpected response behaviors. Mean-
square fit statistics are computed for each individual and each
item. Their expected value is 1. Values greater than 1 indicate
underfit to the model (i.e., the responses are less predictable
than the Rasch model expects), whereas values smaller than 1
indicate overfit (i.e., the responses are more predictable than the
model expects; Linacre, 2002b). There are two types of mean-
square fit statistics: outfit and infit. Outfit is mostly influenced
by unexpected responses of high entity, whereas infit is mostly
influenced by unexpected responses of small entity. An example
of unexpected response is an incorrect response to an item for
which a correct response is expected (i.e., an item for which,
according to the Rasch model, the probability of a correct
response is larger than that of an incorrect response). If the
probability of the correct response is much larger than that of the
incorrect response, the unexpected response mainly influences
outfit. If the probability of the correct response is slightly larger
than that of the incorrect response, the unexpected response
mainly influences infit.

Infit and outfit allow for detecting individuals with unexpected
response behaviors. For instance, they have been used to identify
possible fakers to self-report personality tests (Vidotto et al.,
2018) and to identify individuals who miss responses to items
they are not capable of solving (Anselmi et al., 2018). In the
present work, infit and oufit are used for handling random
responses in the estimation of internal consistency. Two options
are available. The first option implies taking into account random
responses in order to compute a more conservative estimate of
internal consistency. In the Rasch framework, this is done by
enlarging the SE of latent trait estimates of those individuals with
infit statistic larger than 1. With SEn denoting the standard error
associated with the trait level estimate of respondent n = 1, 2, . . .,
N, and infitn denoting his/her infit statistic, the new infit-inflated
standard error is given by SEn ×max(1, infitn) (see, e.g., Linacre,
1997). Then, this new standard error is used in place of SEn to
compute the average error variance of the sample. In the present
work, a modification of this procedure is presented, in which
an outfit-inflated standard error is computed as SEn × max(1,
outfitn). The larger the percentage of random responses, the
larger the infit/outfit-inflated standard errors and the lower the
estimate of internal consistency.

The second option implies “cleaning” the data set before
estimating internal consistency. To this aim, individuals with infit
or outfit above a certain, appropriately chosen cut-off are flagged
as possible respondents with random responses and removed.
A conservative choice for the cut-off is 1.3 (Wright and Linacre,
1994). Such a value indicates that, in the response pattern,
there is 30% more randomness than expected by the Rasch
models. If most individuals with random responses are correctly
identified and removed, the internal consistency estimated on the
“cleaned” data set should be less biased than that estimated on the
“uncleaned” data set.

The aim of the present work is twofold. Firstly, it attempts
to show the conditions in which classical and modern estimates
of internal consistency are similar and those in which they
are not. To this aim, data sets are simulated that differ for
the distribution of test scores. Secondly, it investigates the
use of respondents’ infit and outfit statistics to compute more
conservative estimates of internal consistency or to detect
individuals with random responses. To this aim, data sets
are simulated that include different percentages of random
responses. Tests with dichotomous items and tests with
polytomous items are considered.

STUDY 1 – EFFECTS OF SCORE
DISTRIBUTION ON INTERNAL
CONSISTENCY MEASURES

The present study aims at investigating the effects of score
distribution on classical and modern estimates of internal
consistency. Data sets are simulated that differ for the skewness
of the score distribution. Classical and modern measures are
expected to be substantially the same when the score distribution
is symmetric, whereas they are expected to differ more and more
with the increasing of the skewness of the score distribution. This
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study largely resembles that described by Linacre (1997). The
author has only dealt with the dichotomous case and generated a
single data set for each skewness condition. In the present study,
both the dichotomous and polytomous cases are considered, and
multiple data sets are generated for each skewness condition.

Data Simulation
All the data sets simulated in this study consist of the responses of
100 individuals to tests with 30 items. The polytomous data sets
were simulated considering items with four response categories.
Different skewed score distributions were obtained using the
following three-step procedure:

1. A total of 30 true item measures were randomly drawn
from a uniform distribution defined on the interval
[−3, 3]. When simulating the polytomous data, three true
thresholds were randomly simulated (i.e., the threshold
between responses 1 and 2, that between 2 and 3, and
that between 3 and 4) that were increasingly ordered
and equally distant from each other. A total of 100 true
person measures were randomly drawn from a standard
normal distribution. This construction results in a sample
of simulated respondents that is targeted on the test. This
condition is denoted with offset = 0.

2. Four mistargeted samples were obtained by adding one,
two, three, or four logits to the true person measures drawn
in Step 1 (the logits are the measurement units constructed
by Rasch models; Wright, 1993). These conditions are
denoted with offset = 1, 2, 3, and 4.

3. Data sets were simulated for each of the five offset
conditions. The dichotomous data sets were simulated
using the SLM (Rasch, 1960), whereas the polytomous data
sets were simulated using the RSM (Andrich, 1978).

It is noted in passing that the use of a uniform distribution
for the item measures is a common choice (Linacre, 2007), and
depicts the condition of tests measuring the different latent trait
levels with the same precision. The use of thresholds that are
increasingly ordered and equally distant depicts the condition
of a well-functioning response scale (i.e., the response options
are equally relevant and their choice appropriately reflects
respondents’ latent trait levels).

The aforementioned three-step procedure was repeated 100
times. Thus, 100 data sets were simulated for each of five
offset conditions.

Results
Results considering the tests with dichotomous items are
considered first. For each of the five offset conditions, Figure 1
displays the score distribution, averaged across the 100 data sets
simulated for that condition. When offset = 0 (i.e., the sample
is targeted on the test), the score distribution resembles the
distribution of person measures. Contrariwise, as offset increases
(i.e., the samples are less and less targeted on the tests), the
score distributions are more skewed, with high scores becoming
more and more frequent. Ceiling effects are observed when offset
is 3 or 4. It is worth noting that, in the five offset conditions,

the underlying distribution of person measures is always the
normal distribution.

Figure 2 plots average internal consistency (and standard
deviation) for each of the five offset conditions. There are three
lines in the figure. The solid line and the dashed line represent
KR20 and R, respectively. The dotted line represents the true-
measure-based internal consistency (TMBIC), which is a Rasch
measure of internal consistency computed directly from the true
person and item measures, without data. In the computation
of TMBIC, the true variance is the variance of the true person
measures, whereas the SEs that are necessary to obtain the error
variance are derived from the true person and item measures).
TMBIC is taken to be the maximum possible internal consistency
under the Rasch model (Linacre, 1997).

When offset = 0, KR20 and R are virtually the same
(MKR20 = MR = 0.81; SDKR20 = SDR = 0.03). Both the measures of
internal consistency decrease with the increasing of offset, with R
decreasing to a larger extent. With offset = 3, KR20 suggests that
internal consistency is acceptable (M = 0.71, SD = 0.04), whereas
R does not (M = 0.55, SD = 0.05). KR20 is larger than TMBIC,
whereas R is smaller.

Also in the tests with polytomous items, the score distributions
become more and more skewed with the increasing of offset.
Figure 3 plots α (solid line), R (dashed line), and TMBIC (dotted
line) against the five offset conditions. As for the dichotomous
tests, the two measures of internal consistency decrease with
the increasing of offset. The two measures are largely the same
when offset ≤ 2, whereas they differ when offset is 3 or 4.
When offset = 4, α suggests that internal consistency is acceptable
(M = 0.79, SD = 0.05), whereas R does not (M = 0.51, SD = 0.08).
In addition, α is larger than TMBIC, whereas R is smaller.
Offset being the same, internal consistency is larger in the
polytomous tests than in the dichotomous tests. This result is
due to the fact that, the number items being equal, internal
consistency increases with the number of response categories
(Lozano et al., 2008).

Brief Discussion
When the score distributions are substantially symmetric,
classical and modern estimates of internal consistency are largely
the same. In the case of a symmetric score distribution, the
error variance estimated by KR20 and α largely resembles that
resulting from R. Moreover, in the middle of the score domain,
the relationship between scores and measures is approximately
linear. Thus, when the largest part of the scores belongs to
this central region (as it is in a symmetric score distribution),
the observed variance obtained from scores is similar to that
obtained from measures.

In presence of skewed score distributions, classical and
modern estimates of internal consistency differ. Andrich (2016)
warns researchers that “distributions skewed artificially because
of floor or ceiling effects render the calculation of α essentially
meaningless” (Andrich, 2016, p. 29). It is worth noting that R is
more conservative than KR20 and α. In addition, R is lower than
TMBIC, whereas KR20 and α are larger. Thus, using R in place of
the classical measures reduces the changes of test users attributing
the test better measurement characteristics than it actually has.
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FIGURE 1 | Score distributions for each of the five offset conditions in the tests with dichotomous items.

The dichotomous and polytomous tests are not directly
comparable, even if they contain the same number of items.
This is due to the fact that internal consistency increases not
only with the number of items but also with the number of
response categories (Lozano et al., 2008). To this respect, a test
with 30 polytomous items each having four response categories
is analogous to a test with 90 dichotomous items. Similarly, a test
with 30 dichotomous items is analogous to a test with 10 items

FIGURE 2 | Average internal consistency (and standard deviation) for each of
the five offset conditions in the tests with dichotomous items. The solid line
represents KR20, the dashed line represents R, the dotted line represents the
true-measure-based internal consistency (TMBIC).

each having four response categories. This explains why, offset
being the same, internal consistency was larger in the polytomous
tests than in the dichotomous tests.

STUDY 2 – HANDLING UNEXPECTED
RESPONSE BEHAVIORS WHEN
COMPUTING INTERNAL CONSISTENCY

The present study aims at investigating the use of infit and outfit
statistics to compute more conservative estimates of internal
consistency and to detect individuals with random responses.
Data sets are simulated that differ for (a) the percentage of
respondents with random responses, and (b) the percentage
of items with random responses. It is expected that, with the
increasing of the two percentages, internal consistency decreases.
Moreover, it is expected that, if the respondents with random
responses are correctly identified and removed, the internal
consistency computed on the cleaned data sets is similar to the
true internal consistency.

Data Simulation
All the data sets simulated in this study consist of the responses of
100 individuals to tests with 30 items. The polytomous data sets
were simulated considering items with four response categories.
The data sets were obtained using the following three-step
procedure:

1. A total of 30 true item measures were randomly drawn
from a uniform distribution defined on the interval [−3, 3].
When simulating the polytomous data, three true thresholds
were randomly simulated that were increasingly ordered
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FIGURE 3 | Average internal consistency (and standard deviation) for each of
the five offset conditions in the tests with polytomous items. The solid line
represents α, the dashed line represents R, the dotted line represents the
true-measure-based internal consistency (TMBIC).

and equally distant from each other. A total of 100 true
person measures were randomly drawn from a standard
normal distribution.

2. Data sets were simulated using the measures drawn in Step
1. The dichotomous data sets were simulated using the
SLM (Rasch, 1960), whereas the polytomous data sets were
simulated using the RSM (Andrich, 1978).

3. Twenty-five data sets with random responses were obtained
from the data sets simulated at Step 2. These data sets
differed for the proportion of simulees with random responses
(psim = 0.10, 0.20, 0.30, 0.40, 0.50), and for the proportion of
random item responses (presp = 0.10, 0.20, 0.30, 0.40, 0.50).
The condition with psim = 0.20 and presp = 0.30 indicates 30%
of random responses (i.e., 9 items) for 20% of simulees (i.e., 20
simulees). For each simulee, the items with random responses
were randomly selected, and the responses to these items were
set to be different to those in the original simulated data set.

The aforementioned three-step procedure was repeated 100
times. This resulted in 100 data sets without random responses,
and 100 × 25 data sets with random responses (denoted as
“uncleaned” data sets).

Results
Computing More Conservative Estimates of Internal
Consistency
Results concerning the tests with dichotomous items are
considered first. Figure 4 displays the average internal
consistency for the different proportions of simulees with
random responses and the different proportions of items with
random responses. There are four lines in each panel. The solid
line represents KR20, the (unmarked) dashed line represents R,
the +-marked dashed line represents infit-corrected R and the

o-marked dashed line represents the outfit-corrected R. Some
comments to the figure follows. In all the conditions, uncorrected
KR20 and R lead to the same measure of internal consistency
(the solid line substantially overlaps the unmarked dashed line).
As shown in Study 1, when the samples are well-targeted on
the tests (as it is in the case considered here), then KR20 and
R lead to virtually the same estimate of internal consistency. As
expected, all the internal consistency measures decrease with the
increasing of the proportion of simulees with random responses
and with the proportion of items in the patterns with random
responses. The two underfit-corrected R measures of internal
consistency (the two marked lines) are systematically lower than
the two uncorrected measures (the two unmarked lines). The
outfit-corrected R measure of internal consistency (the o-marked
dashed line) is systematically lower than the infit-corrected R
measure (the+-marked dashed line).

Figure 5 depicts the results concerning the tests with
polytomous items. Results are similar to those observed in the
dichotomous case. Given otherwise identical conditions, internal
consistency is systematically larger in the polytomous case than in
the dichotomous case. As discussed in Study 1, this result is due to
the fact that, the number items being equal, internal consistency
increases with the number of response categories.

Detection of Simulees With Random Responses
For each data set and each fit statistic (infit, outfit), sensitivity and
specificity of the cut-off at 1.3 were computed by creating a 2× 2
contingency matrix as follows:

Simulee type

With random
responses

Without random
responses

>1.3 a b a + b

≤1.3 c d c + d

a + c b + d

Fit statistic

Sensitivity refers to the capacity of correctly detecting simulees
with random responses. It is the proportion of simulees with
fit statistic larger than 1.3 among those simulees with random
responses, that is a/(a + c). Specificity refers to the capacity of
correctly ignoring simulees without random responses. It is the
proportion of simulees with fit statistic smaller than or equal
to 1.3 among those simulees without random responses, that
is d/(b+ d).

Table 1 shows sensitivity and specificity of infit and
outfit statistics in the tests with dichotomous items. Both
the proportion of simulees with random responses and the
proportion of random responses in the patterns affect sensitivity.
Overall, the lower the proportion of simulees with random
responses and the higher the proportion of random responses
in the patterns, the higher the sensitivity. A cut-off at 1.3 allows
for detecting only 13% (infit) or 30% (outfit) of simulees with
random responses when these simulees represent 50% of the
sample and the random responses concern 10% of the items.
Conversely, the same cut-off allows for detecting almost all
simulees with random responses when they represent 10% of
the sample and the random responses concern 50% of the
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FIGURE 4 | Average internal consistency for the different proportions of simulees with random responses and the different proportions of dichotomous items with
random responses. The solid line represents KR20, the unmarked dashed line represents R, the +-marked dashed line represents infit-corrected R, and the
o-marked dashed line represents the outfit-corrected R.

FIGURE 5 | Average internal consistency for the different proportions of simulees with random responses and the different proportions of polytomous items with
random responses. The solid line represents α, the unmarked dashed line represents R, the +-marked dashed line represents infit-corrected R, and the o-marked
dashed line represents the outfit-corrected R.

Frontiers in Psychology | www.frontiersin.org 7 December 2019 | Volume 10 | Article 271439

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-10-02714 December 2, 2019 Time: 13:50 # 8

Anselmi et al. Measures of Internal Consistency

TABLE 1 | Sensitivity and specificity of infit and outfit in the tests with
dichotomous items.

Infit Outfit

psim presp Sensitivity Specificity Sensitivity Specificity

0.10 0.10 0.30 0.93 0.51 0.86

0.10 0.20 0.58 0.95 0.76 0.88

0.10 0.30 0.84 0.96 0.90 0.90

0.10 0.40 0.93 0.97 0.97 0.92

0.10 0.50 0.98 0.98 0.99 0.94

0.20 0.10 0.25 0.95 0.46 0.88

0.20 0.20 0.50 0.98 0.66 0.93

0.20 0.30 0.69 0.99 0.80 0.95

0.20 0.40 0.84 0.99 0.90 0.97

0.20 0.50 0.92 1.00 0.96 0.98

0.30 0.10 0.21 0.97 0.41 0.91

0.30 0.20 0.37 0.99 0.56 0.95

0.30 0.30 0.52 1.00 0.67 0.97

0.30 0.40 0.65 1.00 0.76 0.99

0.30 0.50 0.73 1.00 0.83 1.00

0.40 0.10 0.17 0.98 0.35 0.92

0.40 0.20 0.24 0.99 0.44 0.97

0.40 0.30 0.34 1.00 0.50 0.99

0.40 0.40 0.39 1.00 0.53 1.00

0.40 0.50 0.42 1.00 0.55 1.00

0.50 0.10 0.13 0.98 0.30 0.94

0.50 0.20 0.16 1.00 0.33 0.98

0.50 0.30 0.18 1.00 0.32 1.00

0.50 0.40 0.16 1.00 0.28 1.00

0.50 0.50 0.11 1.00 0.20 1.00

psim = proportion of simulees with random responses; presp = proportion of
random item responses. Cut-off for infit and outfit = 1.3.

items (sensitivity = 0.98, 0.99 for infit and outfit, respectively).
Sensitivity of the cut-off on outfit is always larger than that
of the cut-off on infit. Specificity remains very high regardless
of the proportion of simulees with random responses and the
proportion of random responses in the patterns (specificity from
0.93 to 1 for infit; from 0.86 to 1 for outfit). Taken all together,
these results suggest that, when there are a few individuals with
a consistent number of random responses, a cut-off at 1.3 allows
for detecting almost all of them.

Figure 6 displays the average internal consistency for
the different proportions of simulees with random responses
and the different proportions of random responses in the
patterns. The solid lines represent KR20, the dashed lines
represent R. The unmarked lines represented the uncleaned
data sets. The +-marked lines represent the infit-cleaned data
sets. The o-marked lines represent the outfit-cleaned data sets.
When simulees with random responses represent 10% of the
sample, internal consistency obtained on the uncleaned data
sets decreases with the increasing of the proportion of random
responses in the patterns, whereas that obtained by removing
underfitting simulees does not change. Even if the cut-off
allows for identifying only a few of the simulees with random
responses on 10% of items (sensitivity = 0.30, 0.51 for infit

and outfit, respectively; see Table 1), the remaining simulees
represent a small part of the sample so that they do not affect
internal consistency too much. When the proportion of items
with random responses increases to 0.50 (so that the random
responses are a substantial threat for internal consistency),
almost all of the underfitting simulees are correctly identified
and removed (sensitivity = 0.98, 0.99 for infit and outfit,
respectively; see Table 1). Similar results are observed when
the proportion of simulees with random responses is 0.20 or
0.30. When this proportion is 0.40 or larger, the measures
of internal consistency obtained by removing the underfitting
simulees decrease with the increase with the proportion of
missing data in the patterns. This is due to the fact that, when
simulees with random responses become a consistent part of
the sample, the cut-off fails in identifying a large part of them
(with psim = 0.40, sensitivity ≤ 0.42, 0.55 for infit and outfit,
respectively; with psim = 0.50, sensitivity ≤ 0.18, 0.33 for infit
and outfit, respectively). Therefore, these simulees remain in
the sample and affect internal consistency. Since sensitivity is
larger for outfit than for infit, internal consistency obtained by
removing simulees on the basis of outfit is never lower than that
obtained by removing them on the basis of infit.

Similar results are obtained in the tests with polytomous items
(see Figure 7 and Table 2).

Brief Discussion
Internal consistency decreases with the increasing of random
responses in the data set. Two options for dealing with such
responses have been presented that are based on infit and
outfit statistics. The first option implies using infit and outfit
to compute more conservative estimates of internal consistency.
In the presented simulations, the measures based on outfit were
found to be more conservative than those based on infit.

The second option implies using infit and outfit to detect
individuals with random responses. These statistics are a
valid tool for this purpose, especially when there are a few
individuals with a consistent number of random responses.
Under these conditions, infit and outfit allow for correctly
detecting almost all of them. When these individuals are
removed, the internal consistency computed on the cleaned
data sets is similar to the true internal consistency. In the
presented simulations, outfit outperformed infit in identifying
individuals with random responses. Consequently, the internal
consistency obtained on the outfit-cleaned data sets resembled
the true internal consistency more than that obtained on the
infit-cleaned data sets.

OVERALL DISCUSSION

The present work compared classical and modern measures
of internal consistency, which were computed on data sets
with dichotomous and polytomous items. Classical and modern
estimates of internal consistency are largely the same when the
score distribution is substantially symmetric, whereas they differ
when the score distribution is skewed. R is more conservative
than KR20 and α, and prevents test users from believing a
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FIGURE 6 | Average internal consistency for the different proportions of simulees with random responses and the different proportions of dichotomous items with
random responses. The solid lines represent KR20, the dashed lines represent R. The unmarked lines represented the full, uncleaned data sets. The +-marked lines
represent infit-cleaned data sets. The o-marked lines represent the outfit-cleaned data sets.

FIGURE 7 | Average internal consistency for the different proportions of simulees with random responses and the different proportions of polytomous items with
random responses. The solid lines represent α, the dashed lines represent R. The unmarked lines represented the full, uncleaned data sets. The +-marked lines
represent infit-cleaned data sets. The o-marked lines represent the outfit-cleaned data sets.
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TABLE 2 | Sensitivity and specificity of infit and outfit in the tests with
polytomous items.

Infit Outfit

psim presp Sensitivity Specificity Sensitivity Specificity

0.10 0.10 0.55 0.92 0.69 0.86

0.10 0.20 0.83 0.95 0.90 0.90

0.10 0.30 0.93 0.97 0.97 0.93

0.10 0.40 0.98 0.98 0.99 0.95

0.10 0.50 1.00 0.99 1.00 0.97

0.20 0.10 0.49 0.95 0.64 0.90

0.20 0.20 0.72 0.98 0.84 0.95

0.20 0.30 0.86 0.99 0.93 0.98

0.20 0.40 0.92 0.99 0.97 0.99

0.20 0.50 0.96 1.00 0.98 1.00

0.30 0.10 0.43 0.97 0.58 0.93

0.30 0.20 0.61 0.99 0.75 0.98

0.30 0.30 0.74 1.00 0.85 0.99

0.30 0.40 0.81 1.00 0.90 1.00

0.30 0.50 0.86 1.00 0.93 1.00

0.40 0.10 0.36 0.98 0.53 0.96

0.40 0.20 0.50 0.99 0.67 0.99

0.40 0.30 0.60 1.00 0.75 1.00

0.40 0.40 0.66 1.00 0.79 1.00

0.40 0.50 0.69 1.00 0.80 1.00

0.50 0.10 0.29 0.99 0.48 0.97

0.50 0.20 0.39 1.00 0.59 1.00

0.50 0.30 0.46 1.00 0.63 1.00

0.50 0.40 0.49 1.00 0.63 1.00

0.50 0.50 0.48 1.00 0.61 1.00

psim = proportion of simulees with random responses; presp = proportion of
random item responses. Cut-off for infit and outfit = 1.3.

test has better measurement characteristics than it actually has.
Compared with KR20 and α, R is expected to be a better index of
internal consistency as the numerical values are linear rather than
non-linear, and the actual average error variance of the sample
is used instead of the error variance of an “average” respondent
(Wright and Stone, 1999; Smith, 2001).

Internal consistency decreases with the increasing of random
responses in the data set. Two options for dealing with
such responses have been presented that are based on Rasch-
based infit and outfit statistics. The first option implies
using infit and outfit to compute a more conservative
estimate of internal consistency. The second option implies
using infit and outfit to detect individuals with unexpected
responses. When there are a few individuals who gave
a consistent number of unexpected responses, infit and
outfit allow for correctly detecting almost all of them. The
response pattern of each of these individuals can be carefully
analyzed to try to discover the reason behind the unexpected
responses (Has the individual responded randomly? Does he/she
belong to a different population?). Once the individuals with
random responses are removed, a cleaned data set is obtained
that can be used for computing a less biased estimate of
internal consistency.

Limitations and Suggestions for Future
Research
In the present study, the data have been simulated under the
assumption that the Rasch model was true in the population.
Although KR20, α, and R are based on the same measurement
model, it is not possible to exclude that the data generating
process might have influenced the results. In future studies, the
data could be generated using some procedure that puts the
different indexes on an equal footing. For instance, the data could
be generated from a multivariate normal distribution with the
same variance for all items and the same covariance for all pairs
of items. Alternatively, they could be generated from a one-factor
model with equal factor loadings for all items.

In the present study, Rasch-based R has been shown as an
example of modern measure of internal consistency. However,
there are other models within modern test theory, which are
distinct from Rasch models and pertain to item response theory
(IRT). As for the Rasch models, there are several applications of
IRT models to the development and validation of measurement
scales (see, e.g., Wagner and Harvey, 2006; Thomas, 2011; Zanon
et al., 2016; Colledani et al., 2018a,b, 2019a,b). Future studies
should investigate the functioning of IRT-based measures of
internal consistency, and compare them with classical and Rasch-
based measures.

Random responding is only one type of careless responding.
Another type of careless responding is identical responding.
Individuals with this response behavior may give a certain
response (e.g., Strongly agree) to all the items on one page
and give the same or another response (e.g., Agree) to all
the items on the next page. Future studies should investigate
whether infit and outfit statistics allow the identification of
individuals with this type of response behavior. Certainly, infit
and outfit are unable to detect individuals who choose an extreme
(minimum or maximum) response option for all test items,
when there are no reverse-keyed items. Response patterns with
extreme scores to all test items always fit the Rasch model
perfectly (Linacre, 2019), so infit and outfit are not computed
for them. Nevertheless, it is worth noting that these response
patterns can be simply identified by looking at the average
and standard deviation of the item responses (the former being
equal to the minimum or maximum response score; the latter
being equal to 0).

DATA AVAILABILITY STATEMENT

The R scripts used for simulating and analyzing the data will be
made available by the authors, without undue reservation, to any
qualified researcher.

AUTHOR CONTRIBUTIONS

PA, DC, and ER contributed conception and design of the study,
manuscript revision, read and approved the submitted version.
PA performed the statistical analyses and wrote the first draft
of the manuscript.

Frontiers in Psychology | www.frontiersin.org 10 December 2019 | Volume 10 | Article 271442

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-10-02714 December 2, 2019 Time: 13:50 # 11

Anselmi et al. Measures of Internal Consistency

REFERENCES
Andrich, D. (1978). A rating scale formulation for ordered response categories.

Psychometrika 43, 561–573. doi: 10.1007/bf02293814
Andrich, D. (2016). Components of variance of scales with a bifactor subscale

structure from two calculations of α. Educ. Meas. Issues Pra. 35, 25–30. doi:
10.1111/emip.12132

Anselmi, P., Robusto, E., and Cristante, F. (2018). Analyzing missingness
at the level of the individual respondent: comparison of five statistical
tests. Test. Psychom. Methodol. Appl. Psychol. 25, 379–394. doi: 10.4473/
TPM25.3.4

Anselmi, P., Vianello, M., and Robusto, E. (2011). Positive associations primacy in
the IAT. a many-facet rasch measurement analysis. Exp. Psychol. 58, 376–384.
doi: 10.1027/1618-3169/a000106

Anselmi, P., Vianello, M., and Robusto, E. (2013a). Preferring thin people does not
imply derogating fat people. a Rasch analysis of the implicit weight attitude.
Obesity 21, 261–265. doi: 10.1002/oby.20085

Anselmi, P., Vianello, M., Voci, A., and Robusto, E. (2013b). Implicit sexual attitude
of heterosexual, gay and bisexual individuals: disentangling the contribution of
specific associations to the overall measure. PLoS One 8:e78990. doi: 10.1371/
journal.pone.0078990

Anselmi, P., Vidotto, G., Bettinardi, O., and Bertolotti, G. (2015). Measurement
of change in health status with Rasch models. Health Qual. Life Out. 13:16.
doi: 10.1186/s12955-014-0197-x

Balsamo, M., Giampaglia, G., and Saggino, A. (2014). Building a new Rasch-
based self-report inventory of depression. Neuropsych. Dis. Treat. 10, 153–165.
doi: 10.2147/NDT.S53425

Cole, J. C., Rabin, A. S., Smith, T. L., and Kaufman, A. S. (2004). Development and
validation of a Rasch-derived CES-D short form. Psychol. Assess. 16, 360–372.
doi: 10.1037/1040-3590.16.4.360

Colledani, D., Anselmi, P., and Robusto, E. (2018a). Using item response theory for
the development of a new short form of the Eysenck personality questionnaire-
revised. Front. Psychol. 9:1834. doi: 10.3389/fpsyg.2018.01834

Colledani, D., Robusto, E., and Anselmi, P. (2018b). Development of a new
abbreviated form of the Junior Eysenck personality questionnaire-revised. Pers.
Indiv. Differ. 120, 159–165. doi: 10.1016/j.paid.2017.08.037

Colledani, D., Anselmi, P., and Robusto, E. (2019a). Development of a new
abbreviated form of the Eysenck personality questionnaire-revised with
multidimensional item response theory. Pers. Indiv. Differ. 149, 108–117. doi:
10.1016/j.paid.2019.05.044

Colledani, D., Anselmi, P., and Robusto, E. (2019b). Using multidimensional
item response theory to develop an abbreviated form of the Italian version of
Eysenck’s IVE questionnaire. Pers. Indiv. Differ. 142, 45–52. doi: 10.1016/j.paid.
2019.01.032

Cronbach, L. J. (1951). Coefficient alpha and the internal structure of tests.
Psychometrika 16, 297–334. doi: 10.1007/bf02310555

Da Dalt, L., Anselmi, P., Bressan, S., Carraro, S., Baraldi, E., Robusto, E., et al.
(2013). A short questionnaire to assess pediatric resident’s competencies: the
validation process. Ital. J. Pediatr. 39:41. doi: 10.1186/1824-7288-39-41

Da Dalt, L., Anselmi, P., Furlan, S., Carraro, S., Baraldi, E., Robusto, E., et al. (2015).
Validating a set of tools designed to assess the perceived quality of training of
pediatric residency programs. Ital. J. Pediatr. 41:2. doi: 10.1186/s13052-014-
0106-2

Da Dalt, L., Anselmi, P., Furlan, S., Carraro, S., Baraldi, E., Robusto, E., et al. (2017).
An evaluation system for postgraduate pediatric residency programs: report of
a 3-year experience. Eur. J. Pediatr. 176, 1279–1283. doi: 10.1007/s00431-017-
2967-z

Duncan, P. W., Bode, R. K., Lai, S. M., and Perera, S. (2003). Rasch analysis of a new
stroke-specific outcome scale: the stroke impact scale. Arch. Phys. Med. Rehabil.
84, 950–963. doi: 10.1016/S0003-9993(03)00035-2

Fischer, G. H. (2003). The precision of gain scores under an item response theory
perspective: a comparison of asymptotic and exact conditional inference about
change. Appl. Psych. Meas. 27, 3–26. doi: 10.1177/0146621602239474

Graham, J. M. (2006). Congeneric and (essentially) tau-equivalent estimates of
score reliability: what they are and how to use them. Educ. Psychol. Meas. 66,
930–944. doi: 10.1177/0013164406288165

Johnson, J. A. (2005). Ascertaining the validity of individual protocols from web-
based personality inventories. J. Res. Pers. 39, 103–129. doi: 10.1016/j.jrp.2004.
09.009

Kuder, G. F., and Richardson, M. W. (1937). The theory of the estimation of test
reliability. Psychometrika 2, 151–160. doi: 10.1007/BF02288391

Linacre, J. M. (1997). KR-20 / Cronbach alpha or Rasch person reliability: which
tells the “truth”? Rasch Meas. Trans. 11, 580–581.

Linacre, J. M. (2002a). Optimizing rating scale category effectiveness. J. Appl. Meas.
39, 85–106.

Linacre, J. M. (2002b). What do infit and outfit, mean-square and standardized
mean? Rasch Meas. Trans. 16:878.

Linacre, J. M. (2007). How to simulate Rasch data. Rasch Meas. Trans. 21:1125.
Linacre, J. M. (2019). Winsteps (Version 4.4.6) [Computer Software]. Beaverton, OR:

Winsteps.com.
Liu, R., Sun, L., Yuan, J., and Bradley, K. (2017). Using the 2006 PISA questionaire

to evaluate the measure of educational resources: a Rasch measurement
approach. Int. J. Asst. Tools Educ. 4, 211–222. doi: 10.21449/ijate.319486

Lozano, L. M., García-Cueto, E., and Muñiz, J. (2008). Effect of the number of
response categories on the reliability and validity of rating scales. Methodology
4, 73–79. doi: 10.1027/1614-2241.4.2.73

McDonald, R. P. (1999). Test Theory: A Unified Treatment. Mahwah, NJ: Lawrence
Erlbaum Associates.

Meade, A. W., and Craig, S. B. (2012). Identifying careless responses in survey data.
Psychol. Methods 17, 437–455. doi: 10.1037/a0028085

Pallant, J. F., and Tennant, A. (2007). An introduction to the Rasch measurement
model: an example using the hospital anxiety and depression scale (HADS).
Brit. J. Clin. Psychol. 46, 1–18. doi: 10.1348/014466506X96931

Pastore, M., and Lombardi, L. (2013). The impact of faking on Cronbach’s alpha
for dichotomous and ordered rating scores. Qual. Quant. 48, 1191–1211. doi:
10.1007/s11135-013-9829-1

Rasch, G. (1960). Probabilistic Models for Some Intelligence and Attainment
Test. Copenhagen: Danish Institute for Educational Research. Reprinted, 1980.
Chicago, IL: The University of Chicago Press.

Raykov, T. (1997). Estimation of composite reliability for congeneric measures.
Appl. Psychol. Meas. 21, 173–184. doi: 10.1177/01466216970212006

Rossi Ferrario, S., Panzeri, A., Anselmi, P., and Vidotto, G. (2019). Development
and psychometric properties of a short form of the illness denial questionnaire.
Psychol. Res. Behav. Manag. 12, 727–739. doi: 10.2147/PRBM.S207622

Shea, T. L., Tennant, A., and Pallant, J. F. (2009). Rasch model analysis of the
depression. anxiety and stress scales (DASS). BMC Psychiatry 9:21. doi: 10.1186/
1471-244X-9-21

Sijtsma, K. (2009). On the use, the misuse, and the very limited usefulness of
Cronbach’s alpha. Psychometrika 74, 107–120. doi: 10.1007/s11336-008-9101-0

Smith, E. V. Jr. (2001). Evidence for the reliability of measures and validity of
measure interpretation: a Rasch measurement perspective. J. Appl. Meas. 2,
281–311.

Sotgiu, I., Anselmi, P., and Meneghini, A. M. (2019). Investigating the
psychometric properties of the questionnaire for eudaimonic well-being: a
Rasch analysis. Test. Psychom. Methodol. Appl. Psychol. 26, 237–247. doi: 10.
4473/TPM26.2.5

Tennant, A. (2004). Disordered thresholds: an example from the functional
independence measure. Rasch Meas. Trans. 17, 945–948.

Thomas, M. L. (2011). The value of item response theory in clinical assessment: a
review. Assessment 18, 291–307. doi: 10.1177/1073191110374797

Vidotto, G., Anselmi, P., Filipponi, L., Tommasi, M., and Saggino, A. (2018). Using
overt and covert items in self-report personality tests: susceptibility to faking
and identifiability of possible fakers. Front. Psychol. 9:1100. doi: 10.3389/fpsyg.
2018.01100

Vidotto, G., Bertolotti, G., Carone, M., Arpinelli, F., Bellia, V., Jones, P. W.,
et al. (2006). A new questionnaire specifically designed for patients affected by
chronic obstructive pulmonary disease. the Italian health status questionnaire.
Respir. Med. 100, 862–870. doi: 10.1016/j.rmed.2005.08.024

Vidotto, G., Carone, M., Jones, P. W., Salini, S., and Bertolotti, G. (2007). Maugeri
respiratory failure questionnaire reduced form: a method for improving the
questionnaire using the Rasch model. Disabil. Rehabil. 29, 991–998. doi: 10.
1080/09638280600926678

Vidotto, G., Moroni, L., Burro, R., Filipponi, L., Balestroni, G., Bettinardi, O.,
et al. (2010). A revised short version of the depression questionnaire. Eur. J.
Cardiovasc. Prev. Rehabil. 17, 187–197. doi: 10.1097/HJR.0b013e328333edc8

Wagner, T. A., and Harvey, R. J. (2006). Development of a new critical thinking
test using item response theory. Psychol. Assess. 18, 100–105. doi: 10.1037/1040-
3590.18.1.100

Frontiers in Psychology | www.frontiersin.org 11 December 2019 | Volume 10 | Article 271443

https://doi.org/10.1007/bf02293814
https://doi.org/10.1111/emip.12132
https://doi.org/10.1111/emip.12132
https://doi.org/10.4473/TPM25.3.4
https://doi.org/10.4473/TPM25.3.4
https://doi.org/10.1027/1618-3169/a000106
https://doi.org/10.1002/oby.20085
https://doi.org/10.1371/journal.pone.0078990
https://doi.org/10.1371/journal.pone.0078990
https://doi.org/10.1186/s12955-014-0197-x
https://doi.org/10.2147/NDT.S53425
https://doi.org/10.1037/1040-3590.16.4.360
https://doi.org/10.3389/fpsyg.2018.01834
https://doi.org/10.1016/j.paid.2017.08.037
https://doi.org/10.1016/j.paid.2019.05.044
https://doi.org/10.1016/j.paid.2019.05.044
https://doi.org/10.1016/j.paid.2019.01.032
https://doi.org/10.1016/j.paid.2019.01.032
https://doi.org/10.1007/bf02310555
https://doi.org/10.1186/1824-7288-39-41
https://doi.org/10.1186/s13052-014-0106-2
https://doi.org/10.1186/s13052-014-0106-2
https://doi.org/10.1007/s00431-017-2967-z
https://doi.org/10.1007/s00431-017-2967-z
https://doi.org/10.1016/S0003-9993(03)00035-2
https://doi.org/10.1177/0146621602239474
https://doi.org/10.1177/0013164406288165
https://doi.org/10.1016/j.jrp.2004.09.009
https://doi.org/10.1016/j.jrp.2004.09.009
https://doi.org/10.1007/BF02288391
https://doi.org/10.21449/ijate.319486
https://doi.org/10.1027/1614-2241.4.2.73
https://doi.org/10.1037/a0028085
https://doi.org/10.1348/014466506X96931
https://doi.org/10.1007/s11135-013-9829-1
https://doi.org/10.1007/s11135-013-9829-1
https://doi.org/10.1177/01466216970212006
https://doi.org/10.2147/PRBM.S207622
https://doi.org/10.1186/1471-244X-9-21
https://doi.org/10.1186/1471-244X-9-21
https://doi.org/10.1007/s11336-008-9101-0
https://doi.org/10.4473/TPM26.2.5
https://doi.org/10.4473/TPM26.2.5
https://doi.org/10.1177/1073191110374797
https://doi.org/10.3389/fpsyg.2018.01100
https://doi.org/10.3389/fpsyg.2018.01100
https://doi.org/10.1016/j.rmed.2005.08.024
https://doi.org/10.1080/09638280600926678
https://doi.org/10.1080/09638280600926678
https://doi.org/10.1097/HJR.0b013e328333edc8
https://doi.org/10.1037/1040-3590.18.1.100
https://doi.org/10.1037/1040-3590.18.1.100
https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-10-02714 December 2, 2019 Time: 13:50 # 12

Anselmi et al. Measures of Internal Consistency

Wright, B., and Stone, M. (1999). Measurement Essentials. Wilmington, DE: Wide
Range, Inc.

Wright, B. D. (1993). Logits? Rasch Meas. Trans. 7:288.
Wright, B. D., and Linacre, J. M. (1994). Reasonable mean-square fit values. Rasch

Meas. Trans. 8:370.
Wright, B. D., and Masters, J. (1982). Rating Scale Analysis. Chicago, IL: MESA

Press.
Zanon, C., Hutz, C. S., Yoo, H., and Hambleton, R. K. (2016). An application

of item responsetheory to psychological test development. Psicol. Reflex. Crit.
29:18. doi: 10.1186/s41155-016-0040-x

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2019 Anselmi, Colledani and Robusto. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Psychology | www.frontiersin.org 12 December 2019 | Volume 10 | Article 271444

https://doi.org/10.1186/s41155-016-0040-x
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


Frontiers in Psychology | www.frontiersin.org	 1	 December 2019 | Volume 10 | Article 2693

ORIGINAL RESEARCH
published: 05 December 2019

doi: 10.3389/fpsyg.2019.02693

Edited by: 
Pietro Cipresso,  

Italian Auxological Institute  
(IRCCS), Italy

Reviewed by: 
Chung-Ying Lin,  

Hong Kong Polytechnic  
University, Hong Kong  
Roger Muñoz Navarro,  

University of Valencia, Spain

*Correspondence: 
Michela Balsamo  

m.balsamo@unich.it; 
michela.balsamo@unich.it

Specialty section: 
This article was submitted to  
Quantitative Psychology and 

Measurement,  
a section of the journal  
Frontiers in Psychology

Received: 11 August 2019
Accepted: 14 November 2019
Published: 05 December 2019

Citation:
Balsamo M, Saggino A and  

Carlucci L (2019) Tailored Screening 
for Late-Life Depression: A Short 
Version of the Teate Depression 

Inventory (TDI-E).
Front. Psychol. 10:2693.

doi: 10.3389/fpsyg.2019.02693

Tailored Screening for Late-Life 
Depression: A Short Version of the 
Teate Depression Inventory (TDI-E)
Michela Balsamo*, Aristide Saggino and Leonardo Carlucci

School of Medicine and Health Sciences, Università degli Studi G. d’Annunzio Chieti e Pescara, Chieti, Italy

A number of assessment instruments have been developed as efficacy measures of 
geriatric depression in clinical trials but most showed several weaknesses, such as time-
consuming administration, development and validation in younger populations, and lack 
of discrimination between anxiety and depression. Among the extant self-report measures 
of depression, the 21-item Teate Depression Inventory (TDI; Balsamo and Saggino, 2013), 
developed via Rasch analysis, showed a satisfactory level of diagnostic accuracy, and 
allowed the reduction of false positives in test scoring in adult population. The present 
study explored the potential improvement in the psychometric performance of the TDI in 
the elderly by item refinement through Rasch analysis in a sample of 836 elderly people 
(49.5% males; mean age = 73.28; SD = 6.56). A resulting shorter version was composed 
of the best-fitting and discriminative nine items from the full form. The Teate Depression 
Inventory (TDI-E) (E for elderly) presented good internal construct validity, with unidimensional 
structure, local dependency, good reliability (person separation index and Cronbach’s 
alpha), and no signs of differential item functioning or measurement bias due to gender 
and age (65 vs. 75+ years). Cut-off points and normative data provided could enhance 
the clinical usefulness of the TDI-E, which seems to be a promising valid and reliable tool 
for the screening of geriatric depression, with less risk of finding false positives due to 
overlapping of depression in elderly with other comorbid conditions.

Keywords: depression, elderly, late-life, adults, Rasch analysis, item response theory

INTRODUCTION

Depression in Elderly and Its Measurement
Among older adults, depression is a common with more persistent and debilitating consequences 
than other forms of psychological distress condition (Arean and Ayalon, 2005; Friedman et  al., 
2007; Gilchrist and Gunn, 2007; Rodda et al., 2011; Sözeri-Varma, 2012). Among these, diminished 
cognitive, physical, and social functioning, increasing of risk of morbidity, general self-neglect, 
dependence by the others and mortality are those mainly noteworthy (Unützer et  al., 2000, 
2002; Fiske et  al., 2009; Grover and Malhotra, 2015; Kennedy et  al., 2016).

Late-life depression is characterized by different ways of presentation with respect to depression 
earlier in the lifespan (Koenig et al., 1993). Elderly depressed people are more likely to be affected 
by concomitant medical illness and psychiatric problems that can complicate their detection 
and therapy. For example, the presence of somatic and dementing disorders, the comorbidity 
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with anxiety and physical complaints, may be  misattributed 
to depression or vice versa (Lyness et al., 1995; Beekman et al., 
2000; Friedman et  al., 2007; Gilchrist and Gunn, 2007; Sözeri-
Varma, 2012; Kennedy et al., 2016). For 516 depressed patients 
aged 70  years and older, suffered from a concomitant medical 
illness (e.g., weight loss, somatic anxiety, middle insomnia, 
and work impairment) eight items of the Hamilton Rating 
Scale for Depression (HAMD, Hamilton, 1960) may be elevated 
by the concurrent somatic disorder (Linden et al., 1995). Thus, 
the detection and assessment of elderly depression could 
be  overlooked, misunderstood, or even misattributed because 
its symptoms can be  easily confused with those of medical 
problems (e.g., fatigue, loss of involvement, pleasure, and interest 
in sexual activity, trouble sleeping, appetite, or weight change) 
and/or with natural cognitive functioning decline, including 
problems of concentration and memory, and/or with the 
senescence, an irreversible decline in mental and physical 
capabilities, as well as with some anxiety symptoms, including 
the hypochondriasis (Clark and Watson, 1991; Lyness et  al., 
1995). Ideally, depression assessment should be  restricted to 
items that avoid confounding by medicall illness.

Lastly, items tapping pessimism, reduced actvity or interest, 
thoughts of death, possible suicidal intention, and meaning of 
the life have a different meaning for those approaching the end 
of their life, compared to younger individuals (Cusin et al., 2009). 
Probably, problems of unique interpretation could only be addressed 
if an experienced interviewer administers the scale of depression, 
but this turns out to be  the case (Balsamo et  al., 2018).

Given its costly and wide-ranging implications and the 
different psychopathological expression, sound and specific 
measurement of late-life depression is mandatory to improve 
the recognition and treatment of depressed elderly patients.

Current Self-Report Instruments  
on Geriatric Depression
A number of self-report measures developed in the adult 
population have been used to assess the incidence and intensity 
of depression symptoms and to monitor anti-depressant treatment 
progresses in the elderly (Andersen, 1999). Indeed, despite the 
differences in depressive symptoms between adult and geriatric 
population, the primary outcome measures used for the 
antidepressant trials in the people aged 65  years or older are 
still the self-report instruments developed in the adult population, 
such as the Beck Depression Inventory-II (BDI-II; Beck et  al., 
1996), the Center for Epidemiological Studies Depression  
Scale (CES-D, Radloff, 1977), and the HAM-D (Bent-Hansen 
et  al., 2003; Roose et  al., 2004; Sheikh et  al., 2004;  
Wohlreich et  al., 2004).

Nevertheless, controversies are emerged about their 
psychometric quality in the elderly because of some relevant 
shortcomings, such as time-consuming administration, 
vulnerability to misinterpretation and response biases, 
questionable structure of their response formats, and dependence 
of their scores on cultural factors (Balsamo and Saggino, 2007). 
For example, according to methodological studies, the number 
of items could be shortened by about 70% without compromising 

the measurement properties substantially (Moran et al., 2001). 
For the extant depression scales, it was highlighted that short 
forms with as few as nine items performed in ways very 
similar to the full version, while a version composed of only 
five items had a detectable difference from the full version 
(Cheung et  al., 2007). Shorter form of the extant depression 
scales currently used for elderly should permit to decrease 
the overall time testing, in order to reduce the survey fatigue 
or boredom that older participants may feel, mostly when 
taking longer measures made up of many similar or repetitive 
items (Balsamo et  al., 2018).

Moreover, some of these scales vary in terms of their primary 
content focus and their coverage of the core symptoms of depressive 
symptomatology. This aspect, which cast doubt on their content 
validity, could result in the under-recognition of depressive 
symptoms (Faravelli et  al., 1986; Balsamo and Saggino, 2007).

Among the scales designed with the specific aim of screening 
depression in the elderly, the 30-item GDS was the gold standard 
(Yesavage et al., 1982). However, it has been repeatedly criticized 
(e.g., Friedman et  al., 2005), mainly because of its length 
(Jongenelis et al., 2005; Chachamovich et al., 2010). The 15-item 
GDS-SF, extracted by the full-length form based on the base 
of diagnostic accuracy criteria (Yesavage and Sheikh, 1986), 
was also criticized (Chiang et al., 2009; Mitchell et al., 2010a,b; 
Wongpakaran et al., 2019) because of its lacking unidimensional 
nature. Indeed, two- and three-factor models emerged in different 
samples of elderly (Incalzi et  al., 2003; Brown et  al., 2007). 
Moreover, several items (i.e., #2, #3, and #10) were found to 
have a low clinical validity since did not contribute to the 
construct of geriatric depression and to be  more related to 
subjective aspects of depression (e.g., life satisfaction or cognitive 
impairment) (Tang et al., 2005; Chiang et al., 2009; Wongpakaran 
et  al., 2019). Further, some daunting multidimensional issues, 
such as differential item function (DIF), item misfit and 
redundancy, have been highlighted through IRT approach (Tang 
et  al., 2005; Chachamovich et  al., 2010; Wongpakaran et  al., 
2019). The development of the GDS brief forms (GDS-10, -6, 
-5, -4, and -1; Mitchell et  al., 2010a,b) raised supplementary 
problems, including the difficulty to compare scores across 
different cultures and languages. In addition, the forced binary 
(yes or no) response format potentially provides no indication 
about the relative intensity or frequency of depression symptoms 
experienced by elderly (Castle and Engberg, 2004). Thus, to 
avoid these unidimensional and diagnostic problems, the GDS-SF 
is usually included together with other methods of screening 
for depression in a wide range clinical assessment for geriatric 
sample (Chiang et  al., 2009).

Summing up, a brief, specific and unidimensional method 
of assessment of the severity of depressive symptoms in older 
adults seems to be  the answer to the main challenges posed 
by the measurement of depression in this population (Balsamo 
et  al., 2018). The different presentation of the depressive 
psychopathology between adults and elderly imposes different 
and specific measures in these populations. Measures specifically 
designed to measure depression in older adults result to lack 
of unidimensionality, i.e., an important requirement for 
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calculating and interpreting a total score of an instrument 
(Lichtenberg, 2010; Ziegler and Hagemann, 2015). As a result, 
special emphasis should be  laid on the investigation of the 
unidimensional structure of the scales used in the elderly 
general population.

Additionally, in most epidemiological studies, more females 
than males were diagnosed with depression (Albert, 2015), 
although these reported rates might be  due to the use of 
generic diagnostic criteria and psychometric instruments that 
are not sensitive to depression in men (Oliffe and Phillips, 
2008). As regards, age, there is some concern that older adults 
can obtain inflated scores on self-report depression instruments, 
which stem from non-depressive sources (e.g., medical problems) 
(e.g., Joiner et  al., 2005). About this, it is worth noting that 
there is a difference between young- and old-old subjects groups 
(Garfein and Herzog, 1995; Mehta et  al., 2008). Therefore, a 
further open question remains whether bias-free dimensional 
assessment of depression, independent of age, somatic morbidity, 
and gender, is feasible in the elderly general population.

Rasch measurement model is a powerful modern approach 
to develop unidimensional and bias-free instruments in health 
sciences. It examines both the scale and individual item 
performance in depth, leading to measures of depression, which 
are sample free and item free, and without DIF due to gender 
and age (Embretson and Reise, 2000). To our knowledge, no 
Rasch-based self-report measure of geriatric depression was 
developed. Up to the present, few IRT models have been applied 
only in the shortening process of extant few measures of 
depression used in the elderly, developed within classical test 
theory (CTT). The deriving advantage was to provide an 
improvement in the psychometric performance by item 
refinement, e.g., by revealing item redundancy, so that these 
instruments could be shortened without information loss (Tang 
et al., 2005; Lamoureux et al., 2009; Chachamovich et al., 2010; 
Forkmann et  al., 2013; Spangenberg et  al., 2015).

The Teate Depression Inventory
Among the extant self-report measures of depression used in 
older people, the 21-item Teate Depression Inventory (TDI; 
Balsamo and Saggino, 2013) was developed within Rasch 
logistic approach of responses. The TDI had shown to have 
an excellent Person Separation Index (PSI), no bias due to 
item-trait interaction, and control of major response sets 
(Innamorati et  al., 2013, 2014; Balsamo et  al., 2013a,b, 2014, 
2015a,b,c, 2016, 2019; Saggino et al., 2017; Carlucci et  al., 
2018a,b). Three cut-off scores were recommended in terms 
of sensitivity, specificity, and classification accuracy for screening 
for varying levels (minimal, mild, moderate, and severe) of 
depression severity in a group of patients diagnosed with 
major depressive disorder (Balsamo and Saggino, 2014). More 
recently, applying the Bayes’ theorem, the TDI showed to 
allow significant reduction of false positives in test scoring 
in clinical and non-clinical samples (Tommasi et  al., 2018). 
Indeed, it was found to overcome the 50% level of diagnostic 
accuracy, unlike the BDI, the HAMD, the Zung Self-Rating 
Depression Scale (ZSDS; Zung, 1965), and the CES-D,  because 

of a good procedure to select test items and subjects with 
clearly defined pathological symptoms.

About the pitfalls in the measurement of the geriatric-specific 
characteristics of late-life depression, the TDI significantly 
related to measures of anxiety and depression in expected 
directions and showed promise discriminating depression from 
anxiety (Picconi et al., 2018a,b). As such, it displayed significantly 
(p  <  0.01) higher correlation with depression measure (GDS) 
compared with the anxiety measure, both trait and state, both 
cognitive and somatic scales, in a sample of 396 community-
dwelling middle aged and elderly adults (Balsamo et al., 2015b).

Regarding the sex, the performance of the TDI has been 
found to be sufficiently insensitive for gender biases in a sample 
of 529 subjects (229 psychiatric outpatients and 300 healthy 
community-dwelling adults). Indeed, all items showed no difference 
due to gender, except for the item #10. It could represent an 
advantage over the extant depression questionnaires (like the 
BDI-II), that included several items showing DIF dependent of 
the respondent’s sex since they might substantially interfere with 
the valid interpretation of instrument’s sum score (Santor et  al., 
1994; Forkmann et  al., 2009; da Rocha et  al., 2013).

Regarding the impact of the somatic multimorbidity on the 
measurement of depression, the TDI was a unidimensional 
screening instrument of depression that included no items 
referring to somatic complaints (sleep and appetite disturbances). 
Present in an initial set of items, they did not fit the Rasch 
model because of no additional information provided to estimate 
the person’s depression level. The lack of these items results 
to be  consistent with the confounding of comorbidity that 
may be  expected when applied to other diagnostic groups and 
can result in false positives (Thombs et  al., 2007; Gibbons 
et  al., 2011; da Rocha et  al., 2013), as well as more useful 
for assessing depression in somatically ill patients, as are most 
of the elderly. Indeed, total scores of existing depression scales 
containing somatic items could be  biased if those were filled 
from patients suffering from somatic illnesses because they 
did not reflect depression severity.

Although these compelling psychometric characteristics, the 
length of the TDI could be  a limitation, which hinders its 
widespread use in elderly population. Reading and filling out 
its 21 items can be  stressful for some older respondents, as 
well as not very useful for practitioners interested in measuring 
multiple constructs or repeated measurement of constructs, in 
the presence of time constraints. Moreover, even if the TDI is 
a Rasch-based measure, it is preferable to verify its psychometric 
functioning in a special population, like that of the elderly. 
Indeed, although Rasch analysis specifies that item parameters 
be  sample free, constant item parameters imply a constant 
construct while different item parameters across samples of the 
relevant population could imply that the construct has changed, 
as Linacre (1996) outlined. Depressive psychopathology among 
elderly patients has been shown to be  different in some aspects 
from younger individuals. Thus, given the construct of depression 
could change in different populations, it is desirable to test the 
TDI performance in the elderly population, which is different 
from the adult population, for which the TDI was developed.
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Another point worth nothing concerns the availability of 
age-relevant norms in assessing mental health disorders among 
older adults (Therrien and Hunsley, 2012). Specific cut-off 
point represents a point of demarcation along continuum to 
address clinical decision and to identify good candidates for 
psychological treatments or protocols by clinicians interested 
to routinely screen their older patients for depression. This 
is particularly useful in clinical research, where the number 
of patients who receive the same intervention is usually limited. 
Only some depression measures currently used for measuring 
geriatric depression cut off points were computed. As regards 
the norms, few self-report instruments showed adequate 
normative data for elderly, which limited their clinical value 
(Breeman et  al., 2015). With the growing number of older 
adults who is requiring mental health services, the diagnosis 
and treatment selection is helped by assessment data; thus, 
it is mandatory to have measures that are normed for an 
older population (Edelstein et  al., 2007).

The Present Study
The present study aims at shortening and adapting the TDI 
to the elderly population using Rasch analysis with special 
emphasis on its unidimensional structure and DIF due to 
gender and age. Adherence of the brief TDI for elderly to 
Rasch model assumptions was determined with the analysis 
of Rasch model and item fit, unidimensionality, local dependency 
(LD) (principal component factor analysis of the residuals and 
correlation matrix of residuals), reliability (PSI and Cronbach’ 
alpha), and DIF with regard to participants’ age (65 vs. 75+ 
years) and gender.

A secondary aim was to examine the choice of cut-point 
to identify older people as depressed for screening and 
diagnostic purposes.

Finally, norm values were calculated. Based on the individual 
raw sum scores, each person’s latent trait score θ was calculated 
and transformed linearly into percentiles, z values (mean  =  0; 
SD  =  1) and t values (mean  =  50; SD  =  10).

METHODS

Participants and Procedure
The sample included 836 elderly participants, of whom 49.5% 
were males. They were, on average, 73.28 (SD =6.56) years. 
Included in the sample was a subsample of 80 elderly clinical 
depressed participants (69% males) with an average of 72.60 years 
(SD = 5.44) years. No statistical differences were found in age 
variable between clinical vs. nonclinical group (t834  =  −1.207, 
p  =  0.304). Non-clinical participants have been enrolled by 
licensed psychologists at various community centers; groups; 
associations, senior citizens’ Universities in Central and Southern 
Italy. They were preliminarily screened for psychiatric illness 
with a short interview. Only individuals evidencing no current 
psychopathology, no history of psychiatric hospitalization, and 
no cognitive impairment or neurological diseases (e.g., dementia, 
Parkinson, and Alzheimer’s disease) were included in the 

non-clinical sample. Depressed participants were extracted from 
the standardization sample (Balsamo and Saggino, 2013). They 
were recruited from mental health counseling services and 
from private centers by clinical psychologists and 
psychotherapists. Eligible depressed participants were screened 
for major depressive disorders using the Structured Clinical 
Interview for the Diagnostic and Statistical Manual of Mental 
Disorders Axis I  (SCID-I; First et  al., 1997). Only participants 
who met the Diagnostic and Statistical Manual of Mental 
Disorders criteria (5th ed.; DSM–5; American Psychiatric 
Association, 2013) for a primary diagnosis of depression were 
included in the clinical subsample.

The study was reviewed and approved by the Department 
of Psychological Sciences, Health and Territory, University of 
Chieti, Italy, Review Board. All our procedures were in accordance 
with the ethical standards of the 1964 Declaration of Helsinki 
and its later amendments. Written informed consent was obtained 
from all individual participants included in the study.

Measure
Teate Depression Inventory
The Teate Depression Inventory (TDI) was composed of 21 
items that aimed to assess symptoms of major depression during 
the past 2 weeks (Balsamo and Saggino, 2013). Participants 
responded on a five-point Likert scale ranging from “never” 
to “always.” Total scores were created by first reverse-coding 
several items and then summing single items. Higher total 
scores indicate more severe depressive symptoms.

Data Analysis
The analysis plan consisted of two consecutive steps: initial 
evaluation of unidimensionality of the TDI using Mokken 
analysis and evaluation of Rasch model assumptions.

Firstly, a Mokken analysis was carried out within the 
framework of IRT in order to assess the assumption of 
unidimensionality. Following Sijtsma et  al. (2011) 
recommendations, unidimensionality for polytomous-item 
measures was investigated through the Automated Item Selection 
Procedure (AISP) algorithm developed in Mokken package of 
R, using recommended value of c = 0.3 and α = 0.05 (Molenaar 
and Sijtsma, 2000). The AISP algorithm aimed at partition a 
set of items (or a set of unscalable items) into Mokken scales 
(Mokken, 1971; Sijtsma and Molenaar, 2002). Mokken scale 
is defined by a set of dichotomously scored items for which, 
given a lower bound “c,” all inter-item covariances are positive 
and scalability coefficients (Hi/H) were set ≥ c  >  0. This 
definition can be  extended to polytomous scored items. To 
date, values of 0.3  <  Hi/H  <  0.4 identified weak scalability; 
values of 0.4 < Hi/H < 0.5 as moderate, and values of Hi/H > 0.5 
as strong scalability (Mokken, 1971).

Next, in line with the previous literature on the TDI (Balsamo 
and Saggino, 2013; Balsamo et  al., 2014), data were fitted to 
the Rasch measurement model using RUMM2030 (Andrich 
et  al., 2010). According to the Rasch model, probability of a 
person endorsing a dichotomic item was a logistic function 
of the difference between the person’s abilities and the item 
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difficulty (Rasch, 1960). Because the Rasch model was originally 
developed for intelligence and attainment tests, the “item 
difficulty” (Rasch, 1960) can be “translated” as and the severity 
of depression expressed by the item, i.e., the probability (expressed 
in logits) to endorse a high category of an item: for “difficult” 
items this probability would be  lower than for “easy” items, 
relative to the individual person measure. Similarly, person’s 
abilities are referred to as the latent trait score or person 
measure. If the Rasch model holds, persons and items can 
be scaled along a single linear latent continuum (i.e., depression). 
Since the TDI was conceived as a polytomous scales, an extended 
parameterization of the Rasch model for dichotomous responses 
(the Rating Scale Model, RSM) was used to fit the logistic 
function between the severity of depression and the severity 
of depression expressed by the items (Andiel, 1995). Like the 
Rasch model, the RSM and others extended models for 
polytomous scales (i.e., the Partial Credit Model) can 
be categorized as generalized linear model (GLM), with random 
effects modeling for the subject ability (Raju et  al., 2014).

Data were found to fit Rasch model when the observed 
patterns of response are close to the expected model and satisfy 
a series of assumptions: local independency, response category 
ordering, lack of item bias or DIF, overall model and individual 
item fit, and reliability. Rasch analysis represents an iterative 
process where an initial observed pattern of response was 
tailored to ensure the overall fit of the data to the model. In 
this view, a series of sequential steps and fit indices has been 
estimated. In details:

	1.	 assumption of stochastic ordering of the items along the 
whole latent trait was determined by a series of fit statistics 
within adequate ranges (Andrich, 1988): (1) chi-squared 
statistics (χ2) and probability ( χprob

2 ) should be not significant 
at level α  =  0.05 with Bonferroni adjustment (also named 
item-trait interaction); (2) items with fit residual values 
>|2.5| (95% CI) should be  discharged from the model; (3) 
summary item and person fit residual statistics should 
be approximated to the normal z distribution with mean = 0 
and SD  =  |1| (or approximately |1.4|);

	2.	 monotonicity for polytomous items was assessed by the 
inspection of the ordered items category thresholds. 
Thresholds represent the transition point between categories. 
When ordered, the amount of the probability of the category 
response itself leads to an amount of the latent trait (i.e., 
depression);

	3.	 assumption of local response independency was assessed 
performing a Principal Component Factor Analysis of the 
Residuals (PCFAR; Smith and Miao, 1994; Linacre, 1998). 
Local independence implies that when controlling for the 
main Rasch dimension, no high or substantial residual 
correlations between the items shall remain. Hence, high 
residual correlation values (higher than the absolute 
value  >  0.2; Marais, 2013) revealed that performance on 
the items was accounted for by a third trait dimension 
(Lee, 2004; Baghaei, 2008), displaying LD issue or 
multidimensionality. In addition, LD inflated reliability and 
affected parameters estimation (Wright, 1996);

	4.	 DIF for age (60–75 years/over 75) and gender (males/females) 
person factors was also evaluated for each item by the 
two-way ANOVA (α  =  0.05 with Bonferroni adjustment). 
DIF or item bias may occur systematically in responses 
based on characteristics of the respondents (trait) (uniform 
DIF) and varying along the construct (non-uniform DIF). 
In this study both, the uniform and non-uniform DIF issues 
were assessed;

	5.	 afterward, strict unidimensionality was tested on the 
shortened set of items using the Smith’ test of 
unidimensionality implemented in the RUMM 2030. A series 
of independent t test was performed in order to compare 
person estimates from two sets of items, composed, 
respectively, of items with positive and negative factor 
loadings (λ  ≥  |0.30|) on the first principal components 
analysis of the residuals (Smith, 2002). If more than 5% 
of these t tests was found to be  significant, the resulting 
scale was labeled as multidimensional;

	6.	 reliability and scale targeting were evaluated in order to 
assess the measurement validity of the final model. 
Reliability has been evaluated using the PSI. Values of 
PSI from 0.70 to 0.85 identified the minimum requirement 
for group and individual person measurement; a PSI > 
0.85 was considered excellent (Nunnally, 1978). In addition, 
the internal consistency of the scale was examined by 
Cronbach’s α. Targeting was measured by comparing 
graphically the mean location score obtained for the 
participants with that of the items: good values should 
be  located in the center of the scale, close to the zero. 
Targeting of the person-item threshold distribution assesses 
how well individual item difficulties and individual 
person  abilities can be  matched on a common logit scale 
(Andrich, 1988) and how are the ceiling and floor effects 
(Tennant  et  al., 2004).

Next, following Davis et  al. (2008), a regression analysis 
was performed to determine how well the resulting Rasch 
interval scale predicted the TDI scores, as conventionally 
computed using Likert interval scale (e.g., the raw summed 
scores of all the items), by fitting a cubic model.

To facilitate the clinical use of the TDI short version, norms 
values were computed. Person’s latent trait scores (θ, expressed 
in logits) were transformed to an interval-metric scale using 
the original TDI 0–4 range scores (Tennant and Conaghan, 
2007; Lundgren-Nilsson et  al., 2013). This transformation is 
allowed since “Rasch model is capable of constructing linear 
measures from counts of qualitatively ordered observations, 
provided the structure of quantity is present in the data” 
(Salzberger, 2010). Next, the trait scores (θ) were transformed 
linearly into percentiles, z and t values.

Further, the receiver operating characteristic (ROC) curve 
analysis (Gleitman, 1986) with the Youden index (J) method 
was employed in order to detect the cut-off score, potentially 
useful in determining clinically depressed elderly. In this case, 
the optimal cut-off score represents the J function of the 
difference between true positive rate and false positive rate 
over all possible cut-point values. In the present sample, the 
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prevalence rate of depression was 10.4% (N = 80). The performance 
of a diagnostic variable was quantified by computing the area 
under the curve (AUC; Bradley, 1997). Optimal values of AUC 
ranged from 0 “weak performance” to 1 “perfect performance” 
(Hanley and McNeil, 1982), with a value of >0.70 as recommended 
(Swets et  al., 2000).

RESULTS

Mokken Analysis
After rescoring those formulated in reversed mode, all the 
TDI items were submitted to Mokken analysis, in order to 
test the unidimensionality assumption. The AISP revealed 
that all the TDI items loaded on a single latent dimension. 
The inter-item covariances were found positive, thus satisfied 
the first criterion of the Mokken scale. Next, all the item 
scalability coefficients (Hi) ranged from 0.350 (weak) to 0.470 
(moderate); hence, the second criterion of a Mokken scale 
has been satisfied. The scalability coefficient for the entire 
TDI scale (H), equals to 0.409, showed a moderate scalability. 
Then, the assumption of unidimensionality was met for the 
21 items of the TDI.

Rasch Analysis
The initial Rasch model was run with all the 21 items of the 
TDI exhibiting, an excellent PSI of 0.91. No floor and ceiling 
effects have been found. However, the initial model showed 
a poor overall model fit [χ2  =  309.57(189), p  <  0.001], and 
four items displayed disordered thresholds. The mean fit residual 
was 0.773 (SD  =  2.066), indicating that the items did not fit 
the model properly, with an observed modest local response 
dependency. Out of the 21 items, six exhibited misfit criteria, 
including large fit residuals (±2.5) and significant χ2 probabilities 
(p  <  0.0001) with Bonferroni adjustment.

Since our goal was to develop a brief measure of depression 
for elderly people, attempts were made to improve fit to the 
initial model, by collapsing categories to achieve sequential 
order in items with disordered thresholds. The remaining items 
showed properly ordered thresholds, and all response categories 
were retained.

After collapsing item thresholds and ordering categories, 
the results showed non-considerable change (see Model #2  in 
Table 1). Thus, shortening of the TDI has been continued 

toward a final model, using an iterative strategy. Firstly, LD 
was pursued by deleting the pairs of items with correlations 
exceeding 0.3 were taken to indicate dependency. Items misfitting 
were removing item-by-item if displayed fit residuals outside 
the acceptable range (±2.5) and/or χ2 probability value of the 
individual item fit was significant. Lastly, item bias or DIF 
for age and gender was also evaluated to determine if it was 
contributing to the misfit of items.

After removing item by item all misfitting items by the 
21-item set, best model fit (with Bonferroni adjustment) was 
achieved by a final nine-item set, named the Teate Depression 
Inventory (TDI-E) (E for elderly) (Table 2). The final solution 
showed good fit to model expectations, with a not significant 
item-trait interaction index [χ2  =  97.53(81), p  =  0.101]. Its 
item mean was 0.00 and SD  =  0.264. No local response 
dependency was observed within the nine-item TDI model, 
as revealed by the inspection of the PCA residual correlations 
matrix. All item thresholds were found ordered, excepting for 
item #6. For achieving its sequential order, the “rarely” and 
“sometimes” response categories were collapsed. An inspection 
of the category response frequencies revealed that elderly 
participants chosen these two categories with the same probability 
(rarely  =  14.64%; sometimes  =  15.24%).

There was no DIF for both gender or age, based on Bonferroni 
adjusted p’s. Strict unidimensionality test (Smith, 2002) performed 
on the TDI-E showed that only the 5% (CI: 3.5–6.5%) of the 
paired t tests fell outside the 95% confidence interval, hence 
the assumption of unidimensionality held. The PSI of 0.83 
indicated an adequate person separation reliability (Andrich, 
1982) and also suggested that the power to detect items that 
do not fit the model was good. The TDI-E also showed high 
internal consistency (Cronbach’s α  =  0.85).

The shortened scale displayed an unbalanced person-item 
targeting to the left side of the person threshold distribution 
plot (easier questions or greater severity of depression to 
endorse the item), with a percentage of extreme scores <5%. 
No floor and ceiling effects have been found. However, the 
TDI-E was well targeted to the clinical sample, with the 
means of the person being 0.435 (SD  =  1.01) on the logit 
scale (Figure 1).

Given the drastic scale reduction of the TDI (leading from 
21 to 9 items), it was evaluated how the Rasch scale predicted 
the summed score of the selected nine items. Results from 
regression analysis supported the appropriateness of the cubic 

TABLE 1  |  Summary fit statistics for Rasch analyses.

Model # Items Items Persons Item-trait interaction PSI

Location Fit residual Location Fit residual

Mean SD Mean SD Mean SD Mean SD χ2 χ2 prob

Initial 21 0.000 0.389 0.772 2.066 −8.836 0.969 −0.402 1.783 309.57 0.0000 0.91
1 21 0.000 0.425 0.539 1.880 −8.741 1.019 −0.403 1.767 315.68 0.0000 0.91
Final 9 0.000 0.264 0.410 0.959 −0.714 0.969 −0.411 1.386 97.53 0.1017 0.83

PSI, pearson separation index (person/item).
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function into predicted Rasch-based scores in relation to the 
summed score. Summary and coefficient estimates for the raw 
scores were displayed in Table 3.

Next, since Rasch model conformity of the TDI-E has been 
confirmed, norm values were determined. As no DIFs for 
gender and age groups were found, the score of the TDI-E 
resulted to be independent from gender and age. Norms values 
were displayed in Table 4. Rasch-based scores for all the raw 
summed score shave been estimated by transforming the Person’s 
latent trait scores (θ) to their interval scale equivalent scores 
(or Rasch interval scale). This transformation is valid if no 
missing value was observed in the TDI items. Practically, a 
raw summed score of 10 (θ = −0.86) on the TDI-E is equivalent 
to a Rasch interval score of 1.58, with a Z value of −0.49 
(31st percentile) and a T score of 45.

Receiver Operating Characteristic  
Curve Analysis
A ROC curve analysis was performed to compare the 
non-depressed elderly group vs. the depressed group. Results 
indicated that the nine-item TDI scale was able to discriminate 
the two groups being examined. In details, the optimal cut-off 
point useful for the screening and diagnostic purposes was 
detected. The AUC for the TDI-E total score was 0.833 (95% 
CI of 0.806–0.858), suggesting good discrimination between 
the groups. The Youden index (0.54, CI 0.42–0.62) for the 
TDI-E total score was observed at a score of 18 points, 
corresponding to a sensitivity of 69% and specificity of 85%. 
Positive and negative predictive power were 35.5 and 96%, 
respectively, and overall diagnostic efficiency was 84%. Alternative 
cut-off values (see Table 5), were also estimated via BCa 

TABLE 2  |  Final model with nine items.

Item/content
DSM 

diagnostic 
criterion

Location SE FitResid χ2 χ2 prob F-stat p

TDI1\feeling blue VII −0.465 0.041 0.50 12.892 0.1676 1.630 0.1024
TDI13\fatigability VI −0.063 0.037 0.246 8.952 0.4417 1.073 0.3804
TDI18\loss of 
interest

II −0.056 0.036 −0.519 9.978 0.3522 1.148 0.3259

TDI8\
concentration 
ability*

VIII −0.044 0.041 1.756 5.904 0.7495 0.592 0.8041

TDI15\
enjoyment*

I −0.025 0.04 0.998 6.086 0.7313 0.653 0.7520

TDI11\loss of 
self-confidence

VII −0.009 0.039 1.561 12.395 0.1919 1.588 0.1145

TDI2\
concentration 
difficulty

VIII 0.000 0.039 −0.92 12.854 0.1693 1.644 0.0987

TDI14\lack of 
energy*

VI 0.089 0.04 0.722 8.826 0.4535 0.94 0.4895

TDI6\withdrawal IX 0.572 0.06 −0.647 19.643 0.0202 2.534 0.0072

χ2 prob with Bonferroni adj. = 0.0055; DSM, diagnostic and statistical manual of mental disorders.*Reverse scored items.

FIGURE 1  |  Targeting of person and item. Red bars, non-clinical; blue bars, clinical.
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bootstrapped 95% CI (Efron and Tibshirani, 1993; Zhou et  al., 
2002). For instance, a cut-off of >11 could be  employed for 
the screening purpose, corresponding to a sensitivity of 90.8% 
and specificity of 57.3%. Positive and negative predictive powers 
were 18.4 and 98%.

DISCUSSION

An appropriate answer to the several issues posed by challenges 
to measurement of late-life depression could reside in a self-
reported measurement late-life depression, with the 
characteristics of brevity, specificity, and unidimensionality 
(Balsamo et  al., 2018).

Concerning the brevity, it is well known that brief tools 
in primary care would be  very useful for general practitioners, 
who are scarce of time and their high frequent patients may 
be  elderly (Luber et  al., 2001; Frank et  al., 2018).

Several briefer versions of the GDS, the gold standard 
measure for depression in the elderly, have been developed. 
However, they have not been shown to be exempt from weakness. 
For example, in a meta-analytic study on their diagnostic 
accuracy, there was inconsistency in the items that contributed 
to these briefer versions and there are no standardized cut-off 
scores. This cast doubt on the validity of their scores, as well 
as on their diagnostic performance (Pocklington et  al., 2016).

Concerning the unidimensionality, extant scales currently 
used in the elderly general population has been found lacking 
because some items related to a different latent trait, such as 
physical illness, were included (Osman et  al., 2004; Storch 
et  al., 2004; Crockett et  al., 2005). As a result, using a single 
total score could result in its unclear interpretation. For example, 
two patients with the same summed score might differ in 
terms of the relative severity and frequency of different 
components of depression; thus, a treatment targeting only 
one of these aspects would be  harder to detect in its effect. 
By applying the Rasch analysis, it is possible to develop 
unidimensional and bias-free measures of depression in the 
elderly general population.

The TDI is a newly developed Rasch-based measure of 
depression. Given the necessity of brevity of measurement in 
older adults, Rasch analysis was employed to develop a briefer 
measure of geriatric depression from the Rasch-based 21-item 
TDI. Given the differences in depressive symptoms between 
geriatric and adult populations, this study aimed at evaluating 
its performance in this specific population.

Mokken and Rasch Analyses
In line with the previous literature, Mokken analysis of the 
TDI items showed that they mapped on to the depression 
trait, with medium scalability coefficients. To select items from 
the 21-item TDI with best measurement properties for composing 
a briefer, homogeneous, and unidimensional scale of geriatric 
depression, a Rasch analysis was performed. A shortened measure 
with nine items was derived. The newly developed TDI-E 
included items covering a wide range of diagnostic criteria of 
the DSM-5 for the major depressive episode (for a comprehensive 
review of the criteria, see Balsamo et  al., 2014). Like the TDI, 

TABLE 4  |  Transformation of raw score to Rasch-based scores.

Raw 
scores

θ Rasch 
interval 

scale (0–4)

Z % T

0 −3.90 0.00 −2.27 1 27
1 −3.11 0.41 −1.81 4 32
2 −2.57 0.69 −1.49 7 35
3 −2.21 0.88 −1.28 10 37
4 −1.93 1.03 −1.11 13 39
5 −1.69 1.15 −0.97 17 40
6 −1.49 1.25 −0.86 20 41
7 −1.31 1.35 −0.75 23 43
8 −1.15 1.43 −0.66 26 43
9 −1.00 1.51 −0.57 29 44
10 −0.86 1.58 −0.49 31 45
11 −0.73 1.65 −0.41 34 46
12 −0.60 1.72 −0.33 37 47
13 −0.48 1.78 −0.26 40 47
14 −0.36 1.84 −0.19 42 48
15 −0.25 1.90 −0.13 45 49
16 −0.13 1.96 −0.06 48 49
17 −0.02 2.02 0.01 50 50
18 0.09 2.08 0.07 53 51
19 0.21 2.14 0.14 56 51
20 0.32 2.20 0.21 58 52
21 0.44 2.26 0.28 61 53
22 0.56 2.32 0.35 64 53
23 0.68 2.38 0.42 66 54
24 0.81 2.45 0.50 69 55
25 0.94 2.52 0.57 72 56
26 1.09 2.59 0.66 75 57
27 1.24 2.67 0.75 77 57
28 1.41 2.76 0.85 80 58
29 1.61 2.87 0.97 83 60
30 1.83 2.98 1.10 86 61
31 2.11 3.13 1.26 90 63
32 2.47 3.31 1.47 93 65
33 3.00 3.59 1.78 96 68

≥34 3.79 4.00 2.25 99 72

θ, estimated Pearson’s latent trait score for depression; %, percentiles; Z (M = 0, 
SD = 1); T (M = 50, SD = 10).

TABLE 3  |  Logits scores regressed by raw summed score for the nine items 
model.

Model estimates

Coefficient SE t p

Constant −3.4184 0.0159 −214.815 <0.0001
(Raw summed 
score)3– cubic 
trend

0.0003 0.0001 51.448 <0.0001

(Raw summed 
score)2– 
quadratic trend

−0.0176 0.0003 −58.630 <0.0001

Raw summed 
score – linear 
trend

0.4026 0.0041 98.605 <0.0001

 Model fit
R R2 Adjusted R2

0.995 0.989 0.989

52

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Balsamo et al.	 Screening for Late-Life Depression: TDI-E

Frontiers in Psychology | www.frontiersin.org	 9	 December 2019 | Volume 10 | Article 2693

the TDI-E covered the same patterns of difficulties, within the 
range  ±  1 logit. Item #1 (“I felt down”) resulted to be  the 
easiest to endorse, while item #6 (“I felt the desire to retire 
and disappear”) was found the most difficult to endorse. This 
result was in accordance with previous literature (e.g., Lewinsohn 
et al., 2003), according to which depressed mood is the common 
symptom of depression, more so than anhedonia and other 
symptoms. Similarly, wish to die was considered a component 
of suicidal desire, an extremely important indicator of 
dangerousness across categories of mental disorders, including 
depression (Joiner et  al., 2005). All the TDI-E items displayed 
no significant differences in the thresholds distances, suggesting 
that respondents discriminated properly between response 
options. Only item #6 showed two collapsed categories to 
achieve sequential order. As suggested by Bode (1997), ambivalent 
categories in rating scale (e.g., “do not know”) often share 
more noise than information and should be  threatened as 
missing data, so the pivot point for collapsing categories may 
be  in the middle of uncertain categories. Notably, elderly 
respondents with reduced working memory capacity were more 
prone to answer “do not know” or to choose ambivalent 
categories in difficult questions, compared to respondents with 
higher cognitive abilities (Knäuper et  al., 1997, 2016).

Like the TDI, the TDI-E demonstrated no DIF with regard 
to participants’ age (65 vs. 75+ years) and gender. This means 
that all the TDI-E items performed equivalently for males and 
females, and for young old and old-old subjects (Garfein and 
Herzog, 1995; Mehta et  al., 2008).

Prior evidence demonstrated that females showed an elevated 
risk of major depressive episode, and this risk increase in elderly 
females (+65  years) (Angst et  al., 2002; Kessler et  al., 2010). 
Potentially, this unbiased version of the TDI could allow an 
easy and efficient assessment of depression among elderly, thus 
avoiding the extensive use of differentiated norms (e.g., by gender 
or age) that are complex and may be  difficult to communicate 
to general audiences or within a multidisciplinary team of experts.

The present study supported unidimensional construct of 
geriatric depression of the TDI-E. As revealed by the strict test 
of unidimensionality, neither subset of item from the factorial 
analysis of the residuals showed a significant difference on person 
estimates from the nine-item measure. Reliability, as measured 
by the PSI, was 0.83, an acceptable level especially for individual 
level data, which indicated not too large reduction from the 
PSI of 21-item TDI (0.96). A significant reduction of PSI values 

in short self-report measures derived from long self-report 
measures was expected (Davis et  al., 2008; Shea et  al., 2009). 
Unlike coefficient Cronbach’s alpha, the PSI was not affected 
(or inflated) by the test length (Mallinson et al., 2004). Nevertheless, 
a limited and homogenous range of items, e.g., items with a 
close range of abilities, potentially resulted in decreasing of 
variability detected or in an increasing the amount of error, 
leading to a decrease in reliability (Mallinson et  al., 2004). The 
reliability issue could represent a limitation for the present study, 
since a small set of items has been selected from a homogenous 
sample of participants (mostly healthy), which potentially weakens 
the ability of the scale to differentiate people.

Teate Depression Inventory Cut-off Scores 
and Diagnostic Utility
Results from regression analysis also revealed the measurement 
precision of the TDI-E. The raw summed scores for the nine 
items of the TDI-E seemed to predict the Rasch-based scores 
expressed in logits and the appropriateness of the cubic function 
(Lin et al., 2019). In other words, there is a substantial equivalence 
on the precision of the TDI-E score as measure of depression, 
whether it is computed as raw summed score or as Rasch-
based interval score.

The diagnostic performance of the TDI-E in detecting elderly 
people who meet clinical thresholds for depressive symptoms, 
analyzed by the ROC curves, identified the cut-off point of 
18 for differentiating non-depressed and depressed respondents. 
This value could facilitate researchers and clinicians into 
maximizing the clinical utility of the TDI-E when using in 
an applied way. For example, in clinical setting, a cut-off score 
easily allows to differentiate potential cases of clinical depression 
(True Positive) from probable “non-cases” (False Positive) or 
make decisions about who to treat and what treatments to 
provide (Widiger and Samuel, 2005; Van Dam et  al., 2013). 
However, for clinicians who use the TDI-E as a screening 
instrument in clinical settings, where a higher sensitivity may 
be  required, sensitivities and specificities corresponding to 
alternative cut off points were provided (Table 5).

Finally, although it may very tempting, to use a cut-off score 
on a self-report inventory as the single means of deriving, a 
diagnosis is a practice that should be avoided (Nezu et al., 2000). 
Rather, respondents scoring above the established cut-off level 
should be  interviewed to assess for the depressive disorders 
criteria found in the DSM5.

TABLE 5  |  Alternative cut-off values for the TDI-E.

Cut-off Youden Sensitivity 95% CI Specificity 95% CI +LR 95% CI −LR 95% CI +PV 95% CI −PV 95% CI

>6 0.204 95.4 88.6–98.7 24.97 21.9–28.2 1.27 1.2–1.4 0.18 0.07–0.5 12.9 12.2–13.6 97.9 94.7–99.2
>11 0.441 90.8 82.7–95.9 53.27 49.6–56.9 1.94 1.8–2.2 0.17 0.09–0.3 18.4 16.9–20.0 98 96.3–99.0
>13 0.471 82.76 73.2–90.0 64.35 60.8–67.8 2.32 2.0–2.7 0.27 0.2–0.4 21.2 19.1–23,6 97 95.3–98.1
>18 0.544 68.97 58.1–78.5 85.45 82.7–87.9 4.74 3.8–5.9 0.36 0.3–0.5 35.5 30.6–40.8 96 94.5–97.0
>20 0.518 62.07 51.0–72.3 89.72 87.3–91.8 6.04 4.6–7.9 0.42 0.3–0.6 41.2 34.9–47.8 95.3 94.0–96.4
>23 0.387 43.68 33.1–54.7 95.06 93.3–96.5 8.84 6.0–13.1 0.59 0.5–0.7 50.7 40.9–60.4 93.6 92.3–94.6
>25 0.267 28.74 19.5–39.4 98.00 96.7–98.9 14.35 7.9–26.2 0.73 0.6–0.8 62.5 47.8–75.2 92.2 91.2–93.1

In bold, the recommended cut-off value.
+LR, positive likelihood ratio; −LR, negative likelihood ratio; +PV, positive predictive values; −PV, negative predictive values.

53

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Balsamo et al.	 Screening for Late-Life Depression: TDI-E

Frontiers in Psychology | www.frontiersin.org	 10	 December 2019 | Volume 10 | Article 2693

Teate Depression Inventory Norms
The presented normative data could offer important advancements 
for the interpretation of the self-report measure scores and 
enhance its usefulness for clinical and research applications. 
For example, the z and t scores, set out here, makes it possible 
to compare TDI-E scores with the distribution of summed 
scores arising from convergent/divergent measures of depression 
and anxiety (e.g., the GDS or the Geriatric Anxiety Inventory), 
both in the clinical and general population. Thus, researchers 
and clinicians could benefit from these data in order to estimate 
significant changes across treatment (especially in repeated 
assessment) and/or to perform a brief assessment of the patient’s 
depression severity. Moreover, the norms table provided makes 
the TDI-E scores comparable to the scores derived from other 
geriatric measures, even developed within the CTT.

Limitations
These results were based in a convenience sample almost exclusively 
composed of healthy and cognitive intact older people. They 
may not might be  different in a depressed and/or cognitive 
impaired older population. Another limitation raises from the 
choice to use the Rasch model to shorten the TDI. Within the 
IRT models, analysis of Rasch is a fairly straightforward model 
and showed advantages and limitations. One limitation concerns 
the Rasch assumption of equal measurement error for each item 
(no discrimination parameters were provided, like in the 2PL 
model), as well as the possibility that a simple model may not 
fit the data. However, as Ryan outlined (Ryan, 1983), the inclusion 
of adjunctive parameters, i.e., the discrimination or guessing 
parameters (in the 2PL and 3PL models, respectively) could 
make potentially difficult and ambiguous the interpretation of 
item difficulties because all parameters are estimates simultaneously 
(Andrich, 2004, 2011; Han, 2012). Far from others IRT models, 
the Rasch model estimated a single person and item parameters; 
thus, the total score represents a sufficient statistic for the person 
parameter (Andrich and Marais, 2019). Further limitation concerns 
the lack of the investigation on test-retest reliability of this 
instrument and on the correlations with external measures for 
assessing its concurrent and discriminant validity.

Future investigations will be devoted (1) to verify if it displays 
validity coefficients with well-known depression and anxiety 
questionnaires currently used in the elderly; (2) to define its 
responsiveness to different contexts and different clinical samples 
(i.e., elderly with cognitive impairment or dementia); and (3) 
to examine if the TDI-E is composed of cultural-invariant 
items, which could then be applied in transcultural investigations 
free of bias.

The TDI has been translated in English and Portuguese, 
in order to be  used as an outcome measure in internationally 
based longitudinal studies and clinical trials.

CONCLUSION

The present study explored the potential improvement in the 
psychometric performance of the 21-item TDI in the elderly 
by item refinement via Rasch analysis. This resulted in a short 
version of nine items, which was unidimensional, showed good 
internal construct validity, good reliability, and no signs of 
DIF due to gender and age. A specific cut-off point provided 
here could be  more meaningful for screening purpose, as well 
as its normative data. To sum up, the TDI-E seems to be  a 
valid and reliable tool for the screening of geriatric depression, 
with less risk of finding false positives due to overlapping of 
depression in elderly with other comorbid conditions. Its brevity 
could improve feasibility and compliance of older adults, mostly 
when several self-report measures are being used in a 
multidimensional psychological assessment in late life.
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Turmoil has engulfed psychological science. Causes and consequences of the
reproducibility crisis are in dispute. With the hope of addressing some of its aspects,
Bayesian methods are gaining increasing attention in psychological science. Some of
their advantages, as opposed to the frequentist framework, are the ability to describe
parameters in probabilistic terms and explicitly incorporate prior knowledge about them
into the model. These issues are crucial in particular regarding the current debate about
statistical significance. Bayesian methods are not necessarily the only remedy against
incorrect interpretations or wrong conclusions, but there is an increasing agreement
that they are one of the keys to avoid such fallacies. Nevertheless, its flexible nature is
its power and weakness, for there is no agreement about what indices of “significance”
should be computed or reported. This lack of a consensual index or guidelines, such as
the frequentist p-value, further contributes to the unnecessary opacity that many non-
familiar readers perceive in Bayesian statistics. Thus, this study describes and compares
several Bayesian indices, provide intuitive visual representation of their “behavior” in
relationship with common sources of variance such as sample size, magnitude of
effects and also frequentist significance. The results contribute to the development of an
intuitive understanding of the values that researchers report, allowing to draw sensible
recommendations for Bayesian statistics description, critical for the standardization of
scientific reporting.

Keywords: Bayesian, significance, NHST, p-value, Bayes factors

INTRODUCTION

The Bayesian framework is quickly gaining popularity among psychologists and neuroscientists
(Andrews and Baguley, 2013), for reasons such as flexibility, better accuracy in noisy data
and small samples, less proneness to type I errors, the possibility of introducing prior
knowledge into the analysis and the intuitiveness and straightforward interpretation of results
(Kruschke, 2010; Kruschke et al., 2012; Etz and Vandekerckhove, 2016; Wagenmakers et al.,
2016, 2018; Dienes and Mclatchie, 2018). On the other hand, the frequentist approach
has been associated with the focus on p-values and null hypothesis significance testing
(NHST). The misinterpretation and misuse of p-values, so called “p-hacking” (Simmons et al.,
2011), has been shown to critically contribute to the reproducibility crisis in psychological
science (Chambers et al., 2014; Szucs and Ioannidis, 2016). The reliance on p-values
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has been criticized for its association with inappropriate
inference, and effects can be drastically overestimated, sometimes
even in the wrong direction, when estimation is tied to statistical
significance in highly variable data (Gelman, 2018). Power
calculations allow researchers to control the probability of
falsely rejecting the null hypothesis, but do not completely
solve this problem. For instance, the “false-alarm probability”
of even very small p-values can be much higher than expected
(Nuzzo, 2014). In response, there is an increasing belief that the
generalization and utilization of the Bayesian framework is one
way of overcoming these issues (Maxwell et al., 2015; Etz and
Vandekerckhove, 2016; Marasini et al., 2016; Wagenmakers et al.,
2017; Benjamin et al., 2018; Halsey, 2019).

The tenacity and resilience of the p-value as an index of
significance is remarkable, despite the long-lasting criticism and
discussion about its misuse and misinterpretation (Gardner and
Altman, 1986; Cohen, 1994; Anderson et al., 2000; Fidler et al.,
2004; Finch et al., 2004). This endurance might be informative
on how such indices, and the accompanying heuristics applied
to interpret them (e.g., assigning thresholds like 0.05, 0.01, and
0.001 to certain levels of significance), are useful and necessary
for researchers to gain an intuitive (although possibly simplified)
understanding of the interactions and structure of their data.
Moreover, the utility of such an index is most salient in contexts
where decisions must be made and rationalized (e.g., in medical
settings). Unfortunately, these heuristics can become severely
rigidified, and meeting significance has become a goal unto itself
rather than a tool for understanding the data (Cohen, 1994; Kirk,
1996). This is particularly problematic given that p-values can
only be used to reject the null hypothesis and not to accept
it as true, because a statistically non-significant result does not
mean that there is no difference between groups or no effect of a
treatment (Wagenmakers, 2007; Amrhein et al., 2019).

While significance testing (and its inherent categorical
interpretation heuristics) might have its place as a
complementary perspective to effect estimation, it does
not preclude the fact that improvements are needed. For
instance, one possible advance could focus on improving
the understanding of the values being used, for instance,
through a new, simpler, index. Bayesian inference allows
making intuitive probability statements of an effect, as opposed
to the less straightforward mathematical definition of the
p-value, that contributes to its common misinterpretation.
Another improvement could be found in providing an intuitive
understanding (e.g., by visual means) of the behavior of the
indices in relationship with main sources of variance, such
as sample size, noise, or effect presence. Such better overall
understanding of the indices would hopefully act as a barrier
against their mindless reporting by allowing the users to nuance
the interpretations and conclusions that they draw.

The Bayesian framework offers several alternative indices for
the p-value. To better understand these indices, it is important
to point out one of the core differences between Bayesian
and frequentist methods. From a frequentist perspective, the
effects are fixed (but unknown) and data are random. On the
other hand, instead of having single estimates of some “true
effect” (for instance, the “true” correlation between x and y),

Bayesian methods compute the probability of different effects
values given the observed data (and some prior expectation),
resulting in a distribution of possible values for the parameters,
called the posterior distribution. The description of the posterior
distribution (e.g., through its centrality, dispersion, etc.) allows to
draw conclusions from Bayesian analyses.

Bayesian “significance” testing indices could be roughly
grouped into three overlapping categories: Bayes factors,
posterior indices and Region of Practical Equivalence (ROPE)-
based indices. Bayes factors are a family of indices of relative
evidence of one model over another (e.g., the null vs. the
alternative hypothesis; Jeffreys, 1998; Ly et al., 2016). Aside from
having a straightforward interpretation (“given the observed
data, is the null hypothesis of an absence of an effect more, or
less likely?”), they allow to quantify the evidence in favor of the
null hypothesis (Dienes, 2014; Jarosz and Wiley, 2014). However,
its use for parameters description in complex models is still a
matter of debate (Wagenmakers et al., 2010; Heck, 2019), being
highly dependent on the specification of priors (Etz et al., 2018;
Kruschke and Liddell, 2018). On the contrary, “posterior indices”
reflect objective characteristics of the posterior distribution, for
instance the proportion of strictly positive values. They also
allow to derive legitimate statements that indicate the probability
of an effect falling in a given range similar to the misleading
conclusions related to frequentist confidence intervals. Finally,
ROPE-based indices are related to the redefinition of the null
hypothesis from the classic point-null hypothesis to a range
of values considered negligible or too small to be of any
practical relevance (the Region of Practical Equivalence – ROPE;
Kruschke, 2014; Lakens, 2017; Lakens et al., 2018), usually spread
equally around 0 (e.g., [−0.1; 0.1]). The idea behind this index is
that an effect is almost never exactly zero, but instead can be very
tiny, with no practical relevance. It is interesting to note that this
perspective unites significance testing with the focus on effect size
(involving a discrete separation between at least two categories:
negligible and non-negligible), which finds an echo in recent
statistical recommendations (Ellis and Steyn, 2003; Sullivan and
Feinn, 2012; Simonsohn et al., 2014).

Despite the richness provided by the Bayesian framework
and the availability of multiple indices, no consensus has yet
emerged on which ones to be used. Literature continues to bloom
in a raging debate, often polarized between proponents of the
Bayes factor as the supreme index and its detractors (Spanos,
2013; Robert, 2014, 2016; Wagenmakers et al., 2019), with strong
theoretical arguments being developed on both sides. Yet no
practical, empirical and direct comparison between these indices
has been done. This might be a deterrent for scientists interested
in adopting the Bayesian framework. Moreover, this gray area
can increase the difficulty of readers or reviewers unfamiliar
with the Bayesian framework to follow the assumptions and
conclusions, which could in turn generate unnecessary doubt
upon an entire study. While we think that such indices of
significance and their interpretation guidelines (in the form of
rules of thumb) are useful in practice, we also strongly believe
that they should be accompanied with the understanding of
their “behavior” in relationship with major sources of variance,
such as sample size, noise or effect presence. This knowledge is
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important for people to implicitly and intuitively appraise the
meaning and implication of the mathematical values they report.
Such an understanding could prevent the crystallization of the
possible heuristics and categories derived from such indices, as
has unfortunately occurred for the p-values.

Thus, based on the simulation of linear and logistic
regressions (arguably some of the most widely used models
in the psychological sciences), the present work aims at
comparing several indices of effect “significance,” provide visual
representations of the “behavior” of such indices in relationship
with sample size, noise and effect presence, as well as their
relationship to frequentist p-values (an index which, beyond its
many flaws, is well known and could be used as a reference
for Bayesian neophytes), and finally draw recommendations for
Bayesian statistics reporting.

MATERIALS AND METHODS

Data Simulation
We simulated datasets suited for linear and logistic regression
and started by simulating an independent, normally distributed x
variable (with mean 0 and SD 1) of a given sample size. Then, the
corresponding y variable was added, having a perfect correlation
(in the case of data for linear regressions) or as a binary variable
perfectly separated by x. The case of no effect was simulated by

creating a y variable that was independent of (i.e., not correlated
to) x. Finally, a Gaussian noise (the error) was added to the x
variable before its standardization, which in turn decreases the
standardized coefficient (the effect size).

The simulation aimed at modulating the following
characteristics: outcome type (linear or logistic regression),
sample size (from 20 to 100 by steps of 10), null hypothesis
(original regression coefficient from which data is drawn prior
to noise addition, 1 – presence of “true” effect, or 0 – absence of
“true” effect) and noise (Gaussian noise applied to the predictor
with SD uniformly spread between 0.666 and 6.66, with 1000
different values), which is directly related to the absolute value
of the coefficient (i.e., the effect size). We generated a dataset for
each combination of these characteristics, resulting in a total of
36,000 (2 model types × 2 presence/absence of effect × 9 sample
sizes × 1,000 noise variations) datasets. The code used for data
generation is available on GitHub1. Note that it takes usually
several days/weeks for the generation to complete.

Indices
For each of these datasets, Bayesian and frequentist regressions
were fitted to predict y from x as a single unique predictor. We
then computed the following seven indices from all simulated
models (see Figure 1), related to the effect of x.

1https://github.com/easystats/easystats/tree/master/publications/makowski_
2019_bayesian/data

FIGURE 1 | Bayesian indices of effect existence and significance. (A) The probability of Direction (pd) is defined as the proportion of the posterior distribution that is
of the median’s sign (the size of the yellow area relative to the whole distribution). (B) The MAP-based p-value is defined as the density value at 0 – the height of the
red lollipop, divided by the density at the Maximum A Posteriori (MAP) – the height of the blue lollipop. (C) The percentage in ROPE corresponds to the red area
relative to the distribution [with or without tails for ROPE (full) and ROPE (95%), respectively]. (D) The Bayes factor (vs. 0) corresponds to the point-null density of the
prior (the blue lollipop on the dotted distribution) divided by that of the posterior (the red lollipop on the yellow distribution), and the Bayes factor (vs. ROPE) is
calculated as the odds of the prior falling within vs. outside the ROPE (the blue area on the dotted distribution) divided by that of the posterior (the red area on the
yellow distribution).
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Frequentist p-Value
This was the only index computed by the frequentist version of
the regression. The p-value represents the probability that for
a given statistical model, when the null hypothesis is true, the
effect would be greater than or equal to the observed coefficient
(Wasserstein and Lazar, 2016).

Probability of Direction (pd)
The Probability of Direction (pd) varies between 50 and 100%
and can be interpreted as the probability that a parameter
(described by its posterior distribution) is strictly positive or
negative (whichever is the most probable). It is mathematically
defined as the proportion of the posterior distribution that is of
the median’s sign (Makowski et al., 2019).

MAP-Based p-Value
The MAP-based p-value is related to the odds that a parameter has
against the null hypothesis (Mills and Parent, 2014; Mills, 2017).
It is mathematically defined as the density value at 0 divided
by the density at the Maximum A Posteriori (MAP), i.e., the
equivalent of the mode for continuous distributions.

ROPE (95%)
The ROPE (95%) refers to the percentage of the 95% Highest
Density Interval (HDI) that lies within the ROPE. As suggested
by Kruschke (2014), the Region of Practical Equivalence (ROPE)
was defined as range from −0.1 to 0.1 for linear regressions
and its equivalent, −0.18 to 0.18, for logistic models (based on
the π/

√
3 formula to convert log odds ratios to standardized

differences; Cohen, 1988). Although we present the “95%
percentage” because of the history of this index and of its
widespread use, the reader should note that this value was
recently challenged due to its arbitrary nature (McElreath, 2018).

ROPE (Full)
The ROPE (full) is similar to ROPE (95%), with the exception that
it refers to the percentage of the whole posterior distribution that
lies within the ROPE.

Bayes Factor (vs. 0)
The Bayes Factor (BF) used here is based on prior and posterior
distributions of a single parameter. In this context, the Bayes
factor indicates the degree by which the mass of the posterior
distribution has shifted further away from or closer to the
null value (0), relative to the prior distribution, thus indicating
if the null hypothesis has become less or more likely given
the observed data. The BF was computed as a Savage-Dickey
density ratio, which is also an approximation of a Bayes factor
comparing the marginal likelihoods of the model against a model
in which the tested parameter has been restricted to the point-null
(Wagenmakers et al., 2010).

Bayes Factor (vs. ROPE)
The Bayes factor (vs. ROPE) is similar to the Bayes factor (vs.
0), but instead of a point-null, the null hypothesis is a range of
negligible values (defined here same as for the ROPE indices).
The BF was computed by comparing the prior and posterior
odds of the parameter falling within vs. outside the ROPE (see

Non-overlapping Hypotheses in Morey and Rouder, 2011). This
measure is closely related to the ROPE (full), as it can be formally
defined as the ratio between the ROPE (full) odds for the posterior
distribution and the ROPE (full) odds for the prior distribution:

BFROPE =
odds(ROPEfull posterior)

odds(ROPEfull prior)

Data Analysis
In order to achieve the two-fold aim of this study; (1) comparing
Bayesian indices and (2) provide visual guides for an intuitive
understanding of the numeric values in relation to a known frame
of reference (the frequentist p-value), we will start by presenting
the relationship between these indices and main sources of
variance, such as sample size, noise and null hypothesis (true if
absence of effect, false if presence of effect). We will then compare
Bayesian indices with the frequentist p-value and its commonly
used thresholds (0.05, 0.01, 0.001). Finally, we will show
the mutual relationship between three recommended Bayesian
candidates. Taken together, these results will help us outline
guides to ease the reporting and interpretation of the indices.

In order to provide an intuitive understanding of values,
data processing will focus on creating clear visual figures to
help the user grasp the patterns and variability that exists when
computing the investigated indices. Nevertheless, we decided to
also mathematically test our claims in cases where the graphical
representation begged for a deeper investigation. Thus, we fitted
two regression models to assess the impact of sample size and
noise, respectively. For these models (but not for the figures),
to ensure that any differences between the indices are not due
to differences in their scale or distribution, we converted all
indices to the same scale by normalizing the indices between 0
and 1 (note that BFs were transformed to posterior probabilities,
assuming uniform prior odds) and reversing the p-values, the
MAP-based p-values and the ROPE indices so that a higher value
corresponds to stronger “significance.”

The statistical analyses were conducted using R (R Core Team,
2019). Computations of Bayesian models were done using the
rstanarm package (Goodrich et al., 2019), a wrapper for Stan
probabilistic language (Carpenter et al., 2017). We used Markov
Chain Monte Carlo sampling (in particular, Hamiltonian Monte
Carlo; Gelman et al., 2014) with 4 chains of 2000 iterations, half
of which used for warm-up. Mildly informative priors (a normal
distribution with mean 0 and SD 1) were used for the parameter
in all models. The Bayesian indices were calculated using the
bayestestR package (Makowski et al., 2019).

RESULTS

Impact of Sample Size
Figure 2 shows the sensitivity of the indices to sample size.
The p-value, the pd and the MAP-based p-value are sensitive to
sample size only in case of the presence of a true effect (when
the null hypothesis is false). When the null hypothesis is true,
all three indices are unaffected by sample size. In other words,
these indices reflect the amount of observed evidence (the sample
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FIGURE 2 | Impact of sample size on the different indices, for linear and logistic models, and when the null hypothesis is true or false. Gray vertical lines for p-values
and Bayes factors represent commonly used thresholds.

size) for the presence of an effect (i.e., against the null hypothesis
being true), but not for the absence of an effect. The ROPE
indices, however, appear as strongly modulated by the sample
size when there is no effect, suggesting their sensitivity to the
amount of evidence for the absence of effect. Finally, the figure

suggests that BFs are sensitive to sample size for both presence
and absence of true effect.

Consistently with Figure 2 and Table 1, the model
investigating the sensitivity of sample size on the different indices
suggests that BF indices are sensitive to sample size both when
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an effect is present (null hypothesis is false) and absent (null
hypothesis is true). ROPE indices are particularly sensitive to
sample size when the null hypothesis is true, while p-value,
pd and MAP-based p-value are only sensitive to sample size
when the null hypothesis is false, in which case they are more
sensitive than ROPE indices. These findings can be related to the
concept of consistency: as the number of data points increases,
the statistic converges toward some “true” value. Here, we observe
that p-value, pd and the MAP-based p-value are consistent only
when the null hypothesis is false. In other words, as sample size
increases, they tend to reflect more strongly that the effect is
present. On the other hand, ROPE indices appear as consistent
when the effect is absent. Finally, BFs are consistent both when
the effect is absent and when it is present, and BF (vs. ROPE),
compared to BF (vs. 0), is more sensitive to sample size when the
null hypothesis is true, and ROPE (full) is overall slightly more
consistent than ROPE (95%).

Impact of Noise
Figure 3 shows the indices’ sensitivity to noise. Unlike the
patterns of sensitivity to sample size, the indices display more
similar patterns in their sensitivity to noise (or magnitude of
effect). All indices are unidirectional impacted by noise: as noise
increases, the observed coefficients decrease in magnitude, and
the indices become less “pronounced” (respectively to their
direction). However, it is interesting to note that the variability of
the indices seems differently impacted by noise. For the p-values,
the pd and the ROPE indices, the variability increases as the
noise increases. In other words, small variation in small observed
coefficients can yield very different values. On the contrary, the
variability of BFs decreases as the true effect tends toward 0. For
the MAP-based p-value, the variability appears to be the highest
for moderate amount of noise. This behavior seems consistent
across model types.

Consistently with Figure 3 and Table 2, the model
investigating the sensitivity of noise when an effect is present
(as there is only noise in the absence of effect), adjusted for
sample size, suggests that BFs (especially vs. ROPE), followed by
the MAP-based p-value and percentages in ROPE, are the most
sensitive to noise. As noise is a proxy of effect size (linearly related
to the absolute value of the coefficient of the parameter), this
result highlights the fact that these indices are sensitive to the
magnitude of the effect. For example, as noise increases, evidence
for an effect becomes weak, and data seems to support the absence
of an effect (or at the very least the presence of a negligible effect),
which is reflected in BFs being consistently smaller than 1. On
the other hand, as the p-value and the pd quantify evidence only
for the presence of an effect, as noise increases, they are become
more dependent on larger sample size to be able to detect the
presence of an effect.

Relationship With the Frequentist
p-Value
Figure 4 suggests that the pd has a 1:1 correspondence
with the frequentist p-value (through the formula
ptwo−sided = 2× (1− pd)). BF indices still appear as having

a severely non-linear relationship with the frequentist index,
mostly due to the fact that smaller p-values correspond to
stronger evidence in favor of the presence of an effect, but the
reverse is not true. ROPE-based percentages appear to be only
weakly related to p-values. Critically, their relationship seems to
be strongly dependent on sample size.

Figure 5 shows equivalence between p-value thresholds (0.1,
0.05, 0.01, 0.001) and the Bayesian indices. As expected, the pd has
the sharpest thresholds (95, 97.5, 99.5, and 99.95%, respectively).
For logistic models, these threshold points appear as more
conservative (i.e., Bayesian indices have to be more “pronounced”
to reach the same level of significance). This sensitivity to model
type is the strongest for BFs (which is possibly related to the
difference in the prior specification for these two types of models).

Relationship Between ROPE (Full), pd,
and BF (vs. ROPE)
Figure 6 suggests that the relationship between the ROPE (full)
and the pd might be strongly affected by the sample size, and
subject to differences across model types. This seems to echo the
relationship between ROPE (full) and p-value, the latter having
a 1:1 correspondence with pd. On the other hand, the ROPE
(full) and the BF (vs. ROPE) seem very closely related within
the same model type, reflecting their formal relationship [see
definition of BF (vs. ROPE) above]. Overall, these results help to
demonstrate ROPE (full) and BF (vs. ROPE)’s consistency both
in case of presence and absence of a true effect, whereas the pd,
being equivalent to the p-value, is only consistent when the true
effect is absent.

DISCUSSION

Based on the simulation of linear and logistic models, the
present work aimed to compare several Bayesian indices of effect
“significance” (see Table 3), providing visual representations of
the “behavior” of such indices in relationship with important
sources of variance such as sample size, noise and effect presence,
as well as comparing them with the well-known and widely used
frequentist p-value.

The results tend to suggest that the investigated indices could
be separated into two categories. The first group, including the pd
and the MAP-based p-value, presents similar properties to those
of the frequentist p-value: they are sensitive only to the amount of
evidence for the alternative hypothesis (i.e., when an effect is truly
present). In other words, these indices are not able to reflect the
amount of evidence in favor of the null hypothesis (Rouder et al.,
2009; Rouder and Morey, 2012). A high value suggests that the
effect exists, but a low value indicates uncertainty regarding its
existence (but not certainty that it is non-existent). The second
group, including ROPE and Bayes factors, seem sensitive to both
presence and absence of effect, accumulating evidence as the
sample size increases. However, ROPE seems particularly suited
to provide evidence in favor of the null hypothesis. Consistent
with this, combining Bayes factors with ROPE (BF vs. ROPE), as
compared to Bayes factors against the point-null (BF vs. 0), leads
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FIGURE 3 | Impact of noise. The noise corresponds to the standard deviation of the Gaussian noise that was added to the generated data. It is related to the
magnitude of the parameter (the more noise there is, the smaller the coefficient). Gray vertical lines for p-values and Bayes factors represent commonly used
thresholds. The scale is capped for the Bayes factors as these extend to infinity.

to a higher sensitivity to null-effects (Morey and Rouder, 2011;
Rouder and Morey, 2012).

We also showed that besides sharing similar properties, the
pd has a 1:1 correspondence with the frequentist p-value, being

its Bayesian equivalent. Bayes factors, however, appear to have
a severely non-linear relationship with the frequentist index,
which is to be expected from their mathematical definition and
their sensitivity when the null hypothesis is true. This in turn
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FIGURE 4 | Relationship with the frequentist p-value. In each plot, the p-value densities are visualized by the marginal top (absence of true effect) and bottom
(presence of true effect) markers, whereas on the left (presence of true effect) and right (absence of true effect), the markers represent the density of the index of
interest. Different point shapes, representing different sample sizes, specifically illustrate its impact on the percentages in ROPE, for which each “curve line” is
associated with one sample size (the bigger the sample size, the higher the percentage in ROPE).

can lead to surprising conclusions. For instance, Bayes factors
lower than 1, which are considered as providing evidence against
the presence of an effect, can still correspond to a “significant”

frequentist p-value (see Figures 3, 4). ROPE indices are more
closely related to the p-value, as their relationship appears
dependent on another factor: the sample size. This suggests
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FIGURE 5 | The probability of reaching different p-value based significance thresholds (0.1, 0.05, 0.01, 0.001 for solid, long-dashed, short-dashed, and dotted lines,
respectively) for different values of the corresponding Bayesian indices.

that the ROPE encapsulates additional information about the
strength of evidence.

What is the point of comparing Bayesian indices with the
frequentist p-value, especially after having pointed out its many
flaws? While this comparison may seem counter-intuitive (as
Bayesian thinking is intrinsically different from the frequentist
framework), we believe that this juxtaposition is interesting
for didactic reasons. The frequentist p-value “speaks” to many
and can thus be seen as a reference and a way to facilitate
the shift toward the Bayesian framework. Thus, pragmatically
documenting such bridges can only foster the understanding
of the methodological issues that our field is facing, and in
turn act against dogmatic adherence to a framework. This does
not preclude, however, that a change in the general paradigm
of significance seeking and “p-hacking” is necessary, and that
Bayesian indices are fundamentally different from the frequentist
p-value, rather than mere approximations or equivalents.

Critically, while the purpose of these indices was solely
referred to as significance until now, we would like to emphasize
the nuanced perspective of existence-significance testing as a
dual-framework for parameter description and interpretation.
The idea supported here is that there is a conceptual and practical
distinction, and possible dissociation to be made, between an
effect’s existence and its significance. In this context, existence is

simply defined as the consistency of an effect in one particular
direction (i.e., positive or negative), without any assumptions or
conclusions as to its size, importance, relevance or meaning. It is
an objective feature of an estimate (tied to its uncertainty). On
the other hand, significance would be here re-framed following
its original literally definition such as “being worthy of attention”
or “importance.” An effect can be considered significant if its
magnitude is higher than some given threshold. This aspect
can be explored, to a certain extent, in an objective way with
the concept of practical equivalence (Kruschke, 2014; Lakens,
2017; Lakens et al., 2018), which suggests the use of a range
of values assimilated to the absence of an effect (ROPE). If the
effect falls within this range, it is considered to be non-significant
for practical reasons: the magnitude of the effect is likely to be
too small to be of high importance in real-world scenarios or
applications. Nevertheless, significance also withholds a more
subjective aspect, corresponding to its contextual meaningfulness
and relevance. This, however, is usually dependent on the
literature, priors, novelty, context or field, and thus cannot be
objectively or neutrally assessed using a statistical index alone.

While indices of existence and significance can be numerically
related (as shown in our results), the former is conceptually
independent from the latter. For example, an effect for which
the whole posterior distribution is concentrated within the
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FIGURE 6 | Relationship between three Bayesian indices: the probability of direction (pd), the percentage of the full posterior distribution in the ROPE, and the Bayes
factor (vs. ROPE).

TABLE 1 | Sensitivity to sample size.

Index Linear models/presence
of effect

Linear models/absence
of effect

Logistic models/presence
of effect

Logistic models/absence
of effect

p-value 0.166 0.008 0.157 0.020

p-direction 0.171 0.013 0.154 0.024

p-MAP 0.239 0.002 0.238 0.032

ROPE (95%) 0.033 0.359 0.008 0.310

ROPE (full) 0.025 0.363 0.016 0.315

Bayes factor (vs. 0) 0.198 0.116 0.116 0.141

Bayes factor (vs. ROPE) 0.152 0.136 0.078 0.180

This table shows the standardized coefficient between the sample size and the value of each index, adjusted for error, and stratified by model type and presence of true
effect. The stronger the coefficient is, the stronger the relationship with sample size.

[0.0001, 0.0002] range would be considered to be positive with
a high level of certainty (and thus, existing in that direction),
but also not significant (i.e., too small to be of any practical
relevance). Acknowledging the distinction and complementary

nature of these two aspects can in turn enrich the information
and usefulness of the results reported in psychological science
(for practical reasons, the implementation of this dual-framework
of existence-significance testing is made straightforward through
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TABLE 2 | Sensitivity to noise.

Index Linear models/presence
of effect

Logistic models/presence
of effect

p-value 0.35 0.40

p-direction 0.36 0.40

p-MAP 0.55 0.60

ROPE (95%) 0.45 0.45

ROPE (full) 0.46 0.45

Bayes factor (vs. 0) 0.79 0.65

Bayes factor (vs. ROPE) 0.81 0.67

This table shows the standardized coefficient between noise and the value of each
index when the true effect is present, adjusted for sample size and stratified by
model type. The stronger the coefficient is, the stronger the relationship with noise.

the bayestestR open-source package for R; Makowski et al., 2019).
In this context, the pd and the MAP-based p-value appear
as indices of effect existence, mostly sensitive to the certainty
related to the direction of the effect. ROPE-based indices and
Bayes factors are indices of effect significance, related to the
magnitude and the amount of evidence in favor of it (see also a
similar discussion of statistical significance vs. effect size in the
frequentist framework; e.g., Cohen, 1994).

The inherent subjectivity related to the assessment of
significance is one of the practical limitations of ROPE-based
indices (despite being, conceptually, an asset, allowing for
contextual nuance in the interpretation), as they require an
explicit definition of the non-significant range (the ROPE).
Although default values have been reported in the literature
(for instance, half of a “negligible” effect size reference value;
Kruschke, 2014), it is critical to reproducibility and transparency
that the researcher’s choice is explicitly stated (and, if possible,
justified). Beyond being arbitrary, this range also has hard limits
(for instance, contrary to a value of 0.0499, a value of 0.0501
would be considered non-negligible if the range ends at 0.05).
This reinforces a categorical and clustered perspective of what
is by essence a continuous space of possibilities. Importantly, as
this range is fixed to the scale of the response (it is expressed
in the unit of the response), ROPE indices are sensitive to
changes in the scale of the predictors. For instance, negligible
results may change into non-negligible results when predictors
are scaled up (e.g., reaction times expressed in seconds instead
of milliseconds), which one inattentive or malicious researcher
could misleadingly present as “significant” (note that indices of
existence, such as the pd, would not be affected by this). Finally,
the ROPE definition is also dependent on the model type, and
selecting a consistent or homogeneous range for all the families
of models is not straightforward. This can make comparisons
between model types difficult, and an additional burden when
interpreting ROPE-based indices. In summary, while a well-
defined ROPE can be a powerful tool to give a different and
new perspective, it also requires extra caution on the paets of
authors and readers.

As for the difference between ROPE (95%) and ROPE
(full), we suggest reporting the latter (i.e., the percentage of
the whole posterior distribution that falls within the ROPE
instead of a given proportion of CI). This bypasses the use of

another arbitrary range (95%) and appears to be more sensitive
to delineate highly significant effects). Critically, rather than
using the percentage in ROPE as a dichotomous, all-or-nothing
decision criterion, such as suggested by the original equivalence
test (Kruschke, 2014), we recommend using the percentage as a
continuous index of significance (with explicitly specified cut-off
points if categorization is needed, for instance 5% for significance
and 95% for non-significance).

Our results underline the Bayes factor as an interesting index,
able to provide evidence in favor or against the presence of an
effect. Moreover, its easy interpretation in terms of odds in favor
or against one hypothesis or another makes it a compelling index
for communication. Nevertheless, one of the main critiques of
Bayes factors is its sensitivity to priors (shown in our results here
through its sensitivity to model types, as priors’ odds for logistic
and linear models are different). Moreover, while the BF appears
even better when compared with a ROPE than when compared
with a point-null, it also carries all the limitations related to
ROPE specification mentioned above. Thus, we recommend
using Bayes factors (preferentially vs. a ROPE) if the user has
explicitly specified (and has a rationale for) informative priors
(often called “subjective” priors; Wagenmakers, 2007). In the
end, there is a relative proximity between Bayes factors (vs.
ROPE) and the percentage in ROPE (full), consistent with their
mathematical relationship.

Being quite different from the Bayes factor and ROPE indices,
the Probability of Direction (pd) is an index of effect existence
representing the certainty with which an effect goes in a particular
direction (i.e., is positive or negative). Beyond its simplicity of
interpretation, understanding and computation, this index also
presents other interesting properties. It is independent from the
model, i.e., it is solely based on the posterior distributions and
does not require any additional information from the data or the
model. Contrary to ROPE-based indices, it is robust to the scale of
both the response variable and the predictors. Nevertheless, this
index also presents some limitations. Most importantly, the pd is
not relevant for assessing the size or importance of an effect and
is not able to provide information in favor of the null hypothesis.
In other words, a high pd suggests the presence of an effect but a
small pd does not give us any information about how plausible the
null hypothesis is, suggesting that this index can only be used to
eventually reject the null hypothesis (which is consistent with the
interpretation of the frequentist p-value). In contrast, BFs (and to
some extent the percentage in ROPE) increase or decrease as the
evidence becomes stronger (more data points), in both directions.

Much of the strengths of the pd also apply to the MAP-based
p-value. Although possibly showing some superiority in terms
of sensitivity as compared to it, it also presents an important
limitation. Indeed, the MAP is mathematically dependent on the
density at 0 and at the mode. However, the density estimation
of a continuous distribution is a statistical problem on its own
and many different methods exist. It is possible that changing
the density estimation may impact the MAP-based p-value, with
unknown results. The pd, however, has a linear relationship with
the frequentist p-value, which is in our opinion an asset.

After all the criticism regarding the frequentist p-value,
it may appear contradictory to suggest the usage of its
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TABLE 3 | Summary of Bayesian indices of effect existence and significance.

Index Interpretation Definition Strengths Limitations

Probability of
Direction (pd)

Probability that an effect is of
the same sign as the median’s

Proportion of the
posterior distribution of
the same sign than the
median’s

Straightforward computation and
interpretation. Objective property of
the posterior distribution. 1:1
correspondence with the frequentist
p-value

Limited information favoring the null
hypothesis

MAP-based
p-value

Relative odds of the presence
of an effect against 0

Density value at 0 divided
by the density value at
the mode of the posterior
distribution

Straightforward computation.
Objective property of the posterior
distribution

Limited information favoring the null
hypothesis. Relates on density
approximation. Indirect relationship
between mathematical definition and
interpretation

ROPE (95%) Probability that the credible
effect values are not negligible

Proportion of the 95% CI
inside of a range of values
defined as the ROPE

Provides information related to the
practical relevance of the effects

A ROPE range needs to be arbitrarily
defined. Sensitive to the scale (the unit)
of the predictors. Not sensitive to highly
significant effects

ROPE (full) Probability that the effect
possible values are not
negligible

Proportion of the
posterior distribution
inside of a range of values
defined as the ROPE

Provides information related to the
practical relevance of the effects

A ROPE range needs to be arbitrarily
defined. Sensitive to the scale (the unit)
of the predictors

Bayes factor (vs. 0) The degree by which the
probability mass has shifted
away from or toward the null
value, after observing the data

Ratio of the density of the
null value between the
posterior and the prior
distributions

An unbounded continuous measure
of relative evidence. Allows
statistically supporting the null
hypothesis

Sensitive to selection of prior
distribution shape, location and scale

Bayes factor (vs.
ROPE)

The degree by which the
probability mass has into or
outside of the null interval
(ROPE), after observing the
data

Ratio of the odds of the
posterior vs. the prior
distribution falling inside
of the range of values
defined as the ROPE

An unbounded continuous measure
of relative evidence. Allows
statistically supporting the null
hypothesis. Compared to the BF (vs.
0), evidence is accumulated faster
for the null when the null is true

Sensitive to selection of prior
distribution shape, location and scale.
Additionally, a ROPE range needs to be
arbitrarily defined, which is sensitive to
the scale (the unit) of the predictors

Bayesian empirical equivalent. The subtler perspective that we
support is that the p-value is not an intrinsically bad, or
wrong, index. Instead, it is its misuse, misunderstanding and
misinterpretation that fuels the decay of the situation into
the crisis. Interestingly, the proximity between the pd and the
p-value follows the original definition of the latter (Fisher, 1925)
as an index of effect existence rather than significance (as in
“worth of interest”; Cohen, 1994). Addressing this confusion, the
Bayesian equivalent has an intuitive meaning and interpretation,
contributing to making more obvious the fact that all thresholds
and heuristics are arbitrary. In summary, the mathematical and
interpretative transparency of the pd, and its conceptualization
as an index of effect existence, offer valuable insight into the
characterization of Bayesian results, and its practical proximity
with the frequentist p-value makes it a perfect metric to ease
the transition of psychological research into the adoption of the
Bayesian framework.

Our study has some limitations. First, our simulations were
based on simple linear and logistic regression models. Although
these models are widespread, the behavior of the presented
indices for other model families or types, such as count models
or mixed effects models, still needs to be explored. Furthermore,
we only tested continuous predictors. The indices may behave
differently when varying the type of predictor (binary, ordinal)
as well. Finally, we limited our simulations to small sample sizes,
for the reason that data is particularly noisy in small samples, and
experiments in psychology often include only a limited number
of subjects. However, it is possible that the indices converge (or

diverge) for larger samples. Importantly, before being able to
draw a definitive conclusion about the qualities of these indices,
further studies should investigate the robustness of these indices
to sampling characteristics (e.g., sampling algorithm, number of
iterations, chains, warm-up) and the impact of prior specification
(Kass and Raftery, 1995; Vanpaemel, 2010; Kruschke, 2011), all of
which are important parameters of Bayesian statistics.

REPORTING GUIDELINES

How can the current observations be used to improve statistical
good practices in psychological science? Based on the present
comparison, we can start outlining the following guidelines. As
existence and significance are complementary perspectives, we
suggest using at minimum one index of each category. As an
objective index of effect existence, the pd should be reported,
for its simplicity of interpretation, its robustness and its numeric
proximity to the well-known frequentist p-value; As an index of
significance either the BF (vs. ROPE) or the ROPE (full) should
be reported, for their ability to discriminate between presence
and absence of effect (De Santis, 2007) and the information they
provide related to evidence of the size of the effect. Selection
between the BF (vs. ROPE) or the ROPE (full) should depend
on the informativeness of the priors used – when uninformative
priors are used, and there is little prior knowledge regarding the
expected size of the effect, the ROPE (full) should be reported as it
reflects only the posterior distribution and is not sensitive to the
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width of a wide-range of prior scales (Rouder et al., 2018). On the
other hand, in cases where informed priors are used, reflecting
prior knowledge regarding the expected size of the effect, BF (vs.
ROPE) should be used.

Defining appropriate heuristics to aid in interpretation is
beyond the scope of this paper, as it would require testing them
on more natural datasets. Nevertheless, if we take the frequentist
framework and the existing literature as a reference point, it
seems that 95, 97, and 99% may be relevant reference points (i.e.,
easy-to-remember values) for the pd. A concise, standardized,
reference template sentence to describe the parameter of a model
including an index of point-estimate, uncertainty, existence,
significance and effect size (Cohen, 1988) could be, in the case
of pd and BF:

“There is moderate evidence (BFROPE = 3.44) [BF (vs. ROPE)]
in favor of the presence of effect of X, which has a
probability of 98.14% [pd] of being negative (Median = −5.04,
89%CI[−8.31, 0.12]), and can be considered to be small
(Std. Median=−0.29) [standardized coefficient].”

And if the user decides to use the percentage in ROPE instead
of the BF:

“The effect of X has a probability of 98.14% [pd] of being negative
(Median=−5.04, 89%CI[−8.31, 0.12]), and can be considered
to be small (Std.Median=−0.29) [standardized coefficient] and
significant (0.82% in ROPE) [ROPE (full)].”
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In psychophysics, the point of subject equality (PSE) is any of the points along a stimulus 
dimension at which a variable stimulus (visual, tactile, auditory, and so on) is judged by 
an observer to be equal to a standard stimulus. Rasch models have been found to offer 
a valid solution for computing the PSE when the method of constant stimuli is applied in 
the version of the method of transitions. The present work provides an overview of the 
procedures for computing the PSE using Rasch models and proposes some new 
developments. An adaptive procedure is described that allows for estimating the PSE of 
an observer without presenting him/her with all stimuli pairs. This procedure can 
be particularly useful in those situations in which psychophysical conditions of the 
individuals require that the number of trials is limited. Moreover, it allows for saving time 
that can be used to scrutinize the results of the experiment or to run other experiments. 
Also, the possibility of using Rasch-based fit statistics for identifying observers who gave 
unexpected judgments is explored. They could be individuals who, instead of carefully 
evaluating the presented stimuli pairs, gave random, inattentive, or careless responses, 
or gave the same response to many consecutive stimuli pairs. Otherwise, they could 
be atypical and clinically relevant individuals who deserve further investigation. The 
aforementioned developments are implemented using procedures and statistics that are 
well established in the framework of Rasch models. In particular, computerized adaptive 
testing procedures are used for efficiently estimating the PSE of the observers, whereas 
infit and outfit mean-squares statistics are used for detecting observers who gave 
unexpected judgments. Results of the analyses carried out on simulated data sets suggest 
that the proposed developments can be used in psychophysical experiments.

Keywords: method of constant stimuli, method of transitions, point of subjective equality, Rasch models, 
computerized adaptive testing, infit, outfit

INTRODUCTION

In psychophysics, the point of subject equality (PSE) is any of the points along a stimulus 
dimension at which a variable stimulus (visual, tactile, auditory, and so on) is judged by an 
observer to be  equal to a standard stimulus. When the method of constant stimuli (see, e.g., 
Laming and Laming, 1992) is used to measure the PSE, the observer is presented with a 
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number I of variable stimuli, each of which is denoted by 
VSi, i  =  1, 2, …, I. The variable stimuli are placed at equal 
intervals along the physical continuum, and are chosen in 
such a way that the stimulus at the inferior extreme is perceived 
little more than 0–5% of the times it is presented, whereas a 
stimulus at the superior extreme is perceived a little less than 
95–100% of the times. The variable stimuli are presented, one 
at a time and in random order, paired with a standard stimulus 
(SS). The number of presentations for each pair (VSi, SS) 
typically varies from 20 to 200. The observer judges each pair 
(VSi, SS) and says which of the two stimuli has a greater (or 
a fewer) quantity of the attribute under consideration (e.g., 
volume, roughness, loudness, and so on). The PSE is the value 
of a comparison stimulus that, for a particular observer, is 
equally likely to be  judged as higher or lower than that of a 
standard stimulus (Guilford, 1954; Bock and Jones, 1968).

As an example of method of constant stimuli, let us consider 
an experiment of sound perception in which SS is a 50-decibel 
sound and the variable stimuli are I  =  9 sounds from 30 to 
70 decibels, at the distance of 5 decibels one from the next 
(i.e., VS  =  30, 35, 40, 45, 50, 55, 60, 65, 70 decibels). Pairs 
of sounds are presented in succession, the former sound being 
the SS and the latter sound being the VS. The subject is asked 
to report whether or not the second sound (the VS) is louder 
than the first sound (the SS). In the experiment at hand, 
sound loudness is the target attribute. The PSE is the level 
(in decibel) of a comparison stimulus at which this stimulus 
is judged by the observer to be  as loud as SS.

When the method of constant stimuli is used, the classical 
solution for obtaining the PSE is the least square method 
(Müller, 1879). The proportion P(VSi  >  SS) of times in which 
VSi is judged higher than SS is computed for each VSi. Then, 
each P(VSi  >  SS) is transformed in the corresponding z-score 
zi by using the inverse of the cumulative normal function. 
Alternative and more recent solutions for obtaining the PSE 
are the weighted least square method (Urban, 1908) and the 
maximum likelihood procedure (Whittaker and Robinson, 1967).

In some cases, the experimenter cannot use the method of 
constant stimuli in the classical form. This is particularly true 
when effects of adaptation, habituation, and sensitization may 
occur. The greater the number of presentations, the higher 
the probability that these effects will influence the judgments. 
In these situations, the method of constant stimuli would 
be  unsuitable. On the one hand, a drastic reduction in the 
presentation of stimuli would be  necessary to reduce biases. 
On the other hand, a high number of presentations is necessary 
(especially when the number of observers is small) for the 
method of constant stimuli to produce good results.

One solution is to present each pair (VSi, SS) to each observer 
only once, as it happens in the method of transitions (Masin 
and Cavedon, 1970; Masin and Vidotto, 1982, 1984). A transition 
occurs when the comparative judgment of the pair (VSi, SS) 
is different from that of the pair (VSi  +  1, SS). In this case, it 
is possible to assume that the PSE of the observer takes place 
between VSi and VSi  +  1. More details about the method of 
transitions, as well as examples of application can be  found in 
Masin and Vidotto (1984) and Burro et  al. (2011).

Rasch models have been found to offer a valid solution for 
computing the PSE when the method of constant stimuli is 
applied in the version of the method of transitions (Vidotto 
et  al., 1996; Burro et  al., 2011). Rasch models represent a family 
of psychometric models for creating measurements from categorical 
data. In these models, the probability of observing specified 
responses (e.g., correct/incorrect; yes/no; never/sometimes/often/
always) is modeled as a function of person and item parameters. 
These parameters pertain to the level of a quantitative latent 
trait possessed by a person or item, and their specific meaning 
relies on the subject of the assessment. In educational assessments, 
for instance, person parameters indicate the ability (or attainment 
level) of persons, and item parameters indicate the difficulty of 
items. In health status assessments, person parameters indicate 
the health of persons, and item parameters indicate the severity 
of items. The higher the ability of a person relative to the 
difficulty of an item, the higher the probability that the person 
will give a correct response to the item. The higher the health 
of a person relative to the severity of an item, the higher the 
probability that that person will give to the item a response 
that is indicative of health (e.g., a response “no” to an item like 
“I have trouble falling asleep”). Because of their general applicability, 
Rasch models have been used in several areas, including personality 
and health assessment, education, and market research (see, e.g., 
Bechtel, 1985; Vidotto et  al., 1998, 2006, 2007, 2010a,b; Duncan 
et  al., 2003; Cole et  al., 2004; Bezruczko, 2005; Pallant and 
Tennant, 2007; Shea et  al., 2009; Anselmi et  al., 2011, 2013a,b, 
2015; Da Dalt et  al., 2013, 2015, 2017; Balsamo et  al., 2014; 
Rossi Ferrario et  al., 2019; Sotgiu et  al., 2019).

When applied to psychophysics, Rasch models allow for 
identifying two aspects linked to the perceptive judgments. The 
first one deals with the ability of observers to discriminate the 
variable stimuli (parameters β). The second one deals with the 
difficulty of discriminating the variable stimuli from the standard 
stimulus (parameters δ). These two types of parameters are 
placed on the same linear scale and can be  compared (see, e.g., 
Andrich, 1988; Wright and Stone, 1999). The comparison between 
the discriminative ability of an observer and the discriminability 
of a variable stimulus allows for computing the probability that 
the observer will judge the variable stimulus in a certain way. 
It is worth noting that, within the Rasch framework, the estimates 
of observers’ discriminative abilities do not depend on the specific 
collection of stimuli the observers have been presented with, 
as well as the estimates of stimuli’ discriminability do not depend 
on the particular sample of observers who have been presented 
with the stimuli (Rasch, 1960; Bond and Fox, 2001).

There are algorithms that allow for estimating the parameters 
β and δ from experimental data (see, e.g., Wright, 1977; Linacre, 
1999; Wright and Stone, 1999), as well as procedures for 
deriving the PSE of an observer from his/her parameter β 
(Vidotto et  al., 1996; Burro et  al., 2011). Moreover, there are 
Rasch models for simple judgments (the variable stimulus can 
only be  considered to be  higher or lower than the standard 
stimulus) and for more complex judgments (the variable stimulus 
can also be  considered as not different from the standard 
stimulus). In particular, the simple logistic model (SLM, Rasch, 
1960) is suitable in the first case, whereas the rating scale 
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model (RSM; Andrich, 1978) is suitable in the second case. 
An application of the RSM for computing the PSE in a 
psychophysical experiment with three response categories is 
described in Burro et  al. (2011).

The present work provides an overview of the procedures 
for computing the PSE using Rasch models. Besides, it proposes 
two new developments that are based on Rasch models and 
that pertain to the efficient estimation of the PSE and the 
identification of observers with unexpected judgments. Concerning 
the first development, a computerized adaptive testing (CAT) 
procedure is described that allows for estimating the PSE of 
an observer without presenting him/her with all stimuli pairs. 
This procedure can be  particularly useful in those situations in 
which psychophysical conditions of individuals require that the 
number of trials is limited. Moreover, it allows for saving time 
that can be  used to scrutinize the results of the experiment or 
to run other experiments. Concerning the second development, 
the possibility of using fit statistics for identifying observers 
who gave unexpected judgments is explored. They could 
be  individuals who, instead of carefully evaluating the presented 
stimuli pairs, gave random, inattentive, or careless responses, 
or gave the same response to many consecutive stimuli pairs. 
Otherwise, they could be atypical and clinically relevant individuals 
for whom a further investigation is needed. The aforementioned 
developments are implemented using procedures and statistics 
that are well established in the framework of Rasch models 
and their functioning is illustrated via simulated data.

COMPUTING THE POINT OF 
SUBJECTIVE EQUALITY USING  
RASCH MODELS

Vidotto et  al. (1996) and Burro et  al. (2011) proposed to use 
Rasch models for computing the PSE of observers when the 
method of constant stimuli is applied in the version of the 
method of transitions. The authors focused on two models, 
namely the SLM and the RSM. The former is meant for 
dichotomous outcomes. As such, it is suitable for psychophysical 
experiments with two response categories (i.e., in which the 
variable stimulus can only be considered to be higher or lower 
than the standard stimulus). The RSM is an extension of the 
SLM meant for polytomous outcomes. As such, it is suitable 
for psychophysical experiments with more than two response 
categories (i.e., in which the variable stimulus can also 
be  considered as not different from the standard stimulus).

Let xni be  the perceptive outcome obtained by observer n 
in relation to the comparison between VSi and SS. If the 
observer n can only report which of the two stimuli has a 
greater or a smaller quantity of the target attribute, then xni 
assumes value 1 if VSi is perceived higher than SS, and value 
0 if it is perceived lower than SS. If the observer n is allowed 
to say that the two stimuli have the same quantity of the 
target attribute, then xni assumes value 2 if VSi is perceived 
higher than SS, value 1 if VSi and SS are perceived as equal, 
and value 0 if VSi is perceived lower than SS.

For instance, let us still consider the experiment of sound 
perception in which pairs of sounds are presented in succession, 
and the subject is asked to report whether or not the second 
sound (VS  =  30, 35, 40, 45, 50, 55, 60, 65, 70) is louder than 
the first sound (SS  =  50 decibels). Table  1 shows possible 
perceptive outcomes for experimental situations with two or three 
response options. In the former situation, the variable stimuli 
of 30, 35, 40, 45, 50, 60 decibels are judged to be  less loud 
than SS, and those of 55, 65, and 70 decibels are judged to 
be  louder than SS. In the latter situation, the variable stimuli 
of 30, 35, 40, 45, 55 decibels are judged to be  less loud than 
SS; those of 50 and 60 decibels are judged to be  as loud as SS; 
and those of 65 and 70 decibels are judged to be  louder than SS.

It is worth noting that sometimes the response option of 
equal judgments does not actually mean that the two stimuli 
are perceived as having the same quantity of target attribute 
but it takes the meaning of “I do not know,” “I am  uncertain 
about,” or “It seems to me that they are different but I  am  not 
sure which one is the greatest.”

The SLM and the RSM describe the probability of observing 
the perceptive outcome xni as:

P X x
x

ni ni n i
ni n i

n i
=( ) =

−( )( )
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where:

	1.	 βn is the discriminative ability of observer n;
	2.	 δi is the difficulty of discriminating the variable stimulus 

VSi from the standard stimulus SS;

TABLE 1  |  Example of perceptive outcomes in an experiment of sound 
perception with SS of 50 decibels.

Perceptive outcome

VSi (decibels) Two response options Three response options

30

35

40

45

50

55

60

65

70

0

0

0

0

0

1

0

1

1

0

0

0

0

1

0

1

2

2

In the condition with two response options, the perceptive outcome takes the values 0 
or 1 if VSi is perceived to be less loud or louder than SS, respectively. In the condition 
with three response options, the perceptive outcome takes the values 0, 1, or 2 if VSi is 
perceived to be less loud than, as loud as, or louder than SS, respectively.
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	3.	 τk is the k-th threshold and expresses the passage from one 
response category to the next one (thus, if the measurement 
criterion includes three response categories, there will 
be  two thresholds).

Once parameters β and δ have been estimated, the PSE of 
observer n is obtained through the following steps:

	1.	 The difficulties of stimuli (δi) are put in relation to the 
relative physical values φi. This determines the intercept 
and the slope of the regression line (i.e., φi  =  aδi  +  b).

	2.	 The obtained values of intercept and slope are used to derive 
the PSEs of observers from their discriminative abilities 
(i.e., PSEn  =  aβn  +  b).

AN ADAPTIVE PROCEDURE FOR 
ESTIMATING THE POINT OF 
SUBJECTIVE EQUALITY

One of the most prominent applications of Rasch models is 
in CAT. CAT procedures allow for accurately estimating the 
latent trait level of individuals by presenting them with only 
a minimum number of items (Linacre, 2000). Typically, the 
adaptive tests reach the same level of accuracy of the conventional 
fixed-length tests using about 50% of the items (Embretson 
and Reise, 2000; van der Linden, 2008). Moreover, the adaptive 
tests can be  a better experience for individuals, as they are 
only presented with items targeted at their level (Deville, 1993). 
This section describes the functioning of a CAT procedure 
that aims at estimating the PSE of an observer.

CAT is preceded by a preliminary phase in which the 
psychophysical experiment is run on a suitable calibration 
sample, and an appropriate Rasch model (either the SLM or 
the RSM) is estimated on the collected data. This phase aims 
to arrive at an accurate estimate of the parameters δ (if the 
SLM is estimated) or δ and τ (if the RSM is estimated), so 
that they can be  considered as known during CAT. When the 
latter begins, the only unknown parameters are the discriminative 
abilities β of observers under evaluation.

Figure  1 depicts the functioning of the CAT procedure. 
An initial estimate is determined for the discriminative ability 
β of the observer. The first pair (VSi, SS) is selected based 
on this starting point and presented to the observer. The pair 
is judged and scored, and the estimate of β is updated accordingly. 
The stopping criterion is then evaluated. If it is not yet satisfied, 
another pair (VSi, SS) is selected based on the current estimate 
β. The observer judges this new pair, and the estimate of β 
is updated again. The procedure iterates the aforementioned 
steps until the stopping criterion is satisfied.

There are several methods and algorithms for implementing 
each of the steps in a CAT procedure. A brief overview of 
the main ones is presented here. Readers interested in a 
more comprehensive discussion are referred to, for instance, 
Linacre (2000), van der Linden and Glas (2000), Wainer 
et  al. (2000), van der Linden and Pashley (2010), and 
Thompson and Weiss (2011).

Determination of the initial estimate for the discriminative 
ability: Different options are available for this purpose. The 
most straightforward one is to use, as an initial estimate of 
observer’s discriminative ability, the mean of the β distribution 
obtained on the calibration sample. Otherwise, if the information 
on the observer is available (e.g., results of a previous 
psychophysical experiment, familiarity of the observer with 
the perceptive task under consideration), this information can 
be  used to determine a more appropriate initial estimate.

Selection of the pair (VSi, SS) to be  presented: The idea is 
to select the pair (VSi, SS) according to the observer’s estimated 
discriminative ability. A method very common in traditional 
CAT would imply to select the pair that maximizes Fisher 
information at the current estimate of discriminative ability. 
This method allows for estimating observer’s discriminative 
ability by presenting him/her with a minimum number of 
stimuli pairs.

Update of observer’s discriminative ability: The current estimate 
of the observer’s discriminative ability is updated based on 
his/her response to the latest administered stimuli pair. Common 
methods are maximum-likelihood and Bayesian methods such 

FIGURE 1  |  Diagram of the CAT procedure.
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as expected a posteriori (EAP, Bock and Mislevy, 1988) and 
maximum a posteriori (MAP, Mislevy, 1986).

Stopping criterion: CAT can be  designed to be  either fixed-
length or variable-length. In the former case, the procedure 
stops when a specified number of stimuli pairs has been 
presented. In the second case, the procedure can stop when 
observer’s β estimate changes below a certain small amount 
from one iteration to the other or has reached a certain level 
of precision, or when no stimuli pairs are left that provide at 
least some minimal level of information.

Method
Data Simulation
A psychophysical experiment with 11 variable stimuli was 
considered (i.e., I = 11). The stimuli were placed at the distance 
of one unit along the physical continuum. The smallest variable 
stimulus was five units smaller than the SS, whereas the largest 
variable stimulus was five units larger than the SS. A condition 
was simulated in which the observers judged each pair (VSi, 
SS) and reported which of the two stimuli of the pair was 
the highest (two response options).

Two data samples of 100 observers each were simulated. One 
sample was used as a calibration sample, the other sample was 
used for running the CAT procedure (CAT sample). For both 
samples, 100 PSE values were randomly drawn from a normal 
distribution with mean  =  −1.5 and standard deviation  =  1.

Calibration and Computerized Adaptive Testing
The SLM was estimated on the calibration sample. Model 
parameters were estimated using the EAP method.

The CAT procedure was run on the CAT sample using the 
estimates of parameters δ that were obtained on the calibration 
sample. The mean of the β distribution obtained on the 
calibration sample was used as initial estimate of observer’s 
discriminative ability in the CAT procedure. Maximum Fisher 
information was used for selecting the stimuli pair to the 
administered. The responses to the selected stimuli pairs were 
extracted from the CAT sample. The EAP method was used 
for updating the estimates of β. For each observer in the CAT 
sample, the estimates of β and PSE were computed for the 
first five stimuli pairs that were presented.

The performance of the CAT procedure was compared with 
that of a procedure in which, at each iteration, the stimuli 
pair to be presented was randomly chosen (random procedure).

Results
Table 2 shows the estimates of parameters δ that were obtained 
on the calibration sample.

Figure  2 depicts the results of the CAT and random 
procedures. The left diagram depicts the average absolute 
difference between the parameters β estimated after the 
presentation of a certain number of stimuli pairs (from 1 to 
5 pairs) and those estimated on all stimuli pairs (11 pairs). 
The right diagram depicts the average absolute difference between 
the PSEs estimated after the presentation of a certain number 
of stimuli pairs and those estimated on all stimuli pairs. In 

both diagrams, the solid line denotes the CAT procedure, the 
dashed line denotes the random procedure. The bars denote 
95% confidence intervals. For both CAT and random procedures, 
with the increasing of the number of presented stimuli pairs, 
the estimates of β and PSE approach those obtained on all 
stimuli pairs. However, the number of presented pairs being 
equal, the CAT procedure outperforms the random procedure 
in approximating the estimates obtained on all stimuli pairs. 
The differences between the estimates β and PSE obtained on 
4 or 5 stimuli pairs and those obtained on all stimuli pairs 
are significantly smaller when stimuli pairs are selected by the 
CAT procedure, rather than by the random procedure.

Figure 3 depicts the correlation between the PSEs estimated 
after the presentation of a certain number of stimuli pairs 
and those estimated on all stimuli pairs. The solid line denotes 
the CAT procedure, the dashed line denotes the random 
procedure. For both CAT and random procedures, the strength 
of the correlation between the PSEs estimated on the presented 
stimuli pairs and those estimated on all stimuli pairs increases 
with the number of presented stimuli pairs. On the whole, 
the number of presented stimuli pairs being equal, the correlation 
is significantly stronger when PSEs are estimated on the stimuli 
pairs selected by the CAT procedure than on those selected 
by the random procedure (z  ≥  1.98, p  <  0.05 when 1, 3, 4, 
or 5 stimuli pairs are presented; z  =  1.21, p  =  0.23 when 2 
stimuli pairs are presented).

Results of this simulation study suggest that a Rasch-based 
CAT procedure can be used for estimating the PSE of observers 
without presenting them with all stimuli pairs.

IDENTIFICATION OF OBSERVERS WHO 
GAVE UNEXPECTED JUDGMENTS

Rasch framework provides infit and outfit mean-square statistics 
that allow for detecting individuals with unexpected response 
behaviors. For instance, these statistics have been used to 
identify possible fakers to self-report personality tests (Vidotto 
et  al., 2018) and to identify individuals who miss items they 
are not capable of solving (Anselmi et  al., 2018). This section 
explores the use of these statistics in psychophysical experiments 

TABLE 2  |  Estimates of parameters δ obtained on the calibration sample.

Difference between  
VSi and SS

δ SE

−5 −2.45 0.33
−4 −2.82 0.37
−3 −2.34 0.32
−2 −1.97 0.29
−1 −0.67 0.23
0 0.85 0.24
1 1.38 0.25
2 2.33 0.32
3 2.33 0.32
4 2.55 0.34
5 1.97 0.29

76

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Vidotto et al.	 Computing PSE With Rasch Models

Frontiers in Psychology | www.frontiersin.org	 6	 December 2019 | Volume 10 | Article 2793

to identify observers who gave unexpected judgments. They 
could be  individuals who, instead of carefully evaluating the 
presented stimuli pairs, gave random, inattentive or careless 
responses, or gave the same response to many consecutive 
stimuli pairs. Otherwise, they could be  atypical and clinically 
relevant individuals who deserve further investigation.

Infit and outfit mean-square statistics are χ2 statistics divided 
by their degrees of freedom, with an expected value of 1. 
Values greater than 1 for an observer indicate that his/her 
judgments are less predictable than the Rasch model expects. 

Infit is influenced more by slightly unexpected judgments (i.e., 
those observed when the discriminative ability of the observer 
is similar to the difficulty of the variable stimulus to 
be discriminated). Outfit is influenced more by highly unexpected 
judgments (i.e., those observed when the discriminative ability 
of the observer is quite different from the difficulty of the 
variable stimulus to be  discriminated). Observers with infit or 
outfit above a certain, appropriately chosen cut-off are flagged 
as possible observers with careless or random judgments and 
removed from the data set. A common choice for the cut-off 
is 1.5 (Wright and Linacre, 1994; Linacre, 2002).

Methods
Data Simulation
A psychophysical experiment with 11 variable stimuli at the 
distance of one unit from each other was considered. The smallest 
variable stimulus was five units smaller than the SS, whereas 
the largest variable stimulus was five units larger than the SS. 
A condition was simulated in which the observers reported 
which of the two stimuli of each pair (VSi, SS) was the highest.

One data sample of 100 observers was simulated, by randomly 
drawing 100 PSE values from a normal distribution with 
mean  =  −1.5 and standard deviation  =  1. This data set is 
denoted as the original data set. Ten of the observers in the 
original data set were randomly selected and their judgments 
to six stimuli pairs, randomly chosen among the 11 pairs, 
were set to be  different from those in the original data set. 
This data set is denoted as the noisy data set.

The SLM was estimated on the two data sets. EAP estimates 
of the parameters β and δ were computed.

Results
The PSEs were estimated with the Rasch model and with the 
method of transitions (Masin and Vidotto, 1984; Burro et  al., 
2011). In what follows, the former are denoted as Rasch-PSEs 
and the latter are denoted as transition-PSEs.

FIGURE 2  |  Results of CAT (solid line) and random (dashed line) procedures. The left diagram depicts the average absolute difference between the parameters β 
estimated after the presentation of a certain number of stimuli pairs and those estimated on all stimuli pairs. The right diagram depicts the average absolute 
difference between the PSEs estimated after the presentation of a certain number of stimuli pairs and those estimated on all stimuli pairs. The bars denote 95% 
confidence intervals.

FIGURE 3  |  Correlation between the PSEs estimated after the presentation 
of a certain number of stimuli pairs and those estimated on all stimuli pairs. 
The solid line denotes the CAT procedure, the dashed line denotes the 
random procedure.
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The Rasch-PSEs estimated on the original data set (M = −1.30, 
s  =  1.69) do not differ from the randomly drawn true PSEs 
(M = −1.50; s = 1.00) [t(99) = −1.95, p = 0.05, Cohen’s d = −0.15, 
Pearson’s r  =  0.78], whereas the transition-PSEs (M  =  −1.27; 
s  =  1.48) differ [t(99)  =  −2.60, p  <  0.05, Pearson’s r  =  0.78] 
although the effect size is small (Cohen’s d  =  −0.19).

Both Rasch-PSEs and transition-PSEs estimated on the noisy 
data set differ from the randomly drawn true PSEs [Rasch-
PSEs: M  =  −1.02, s  =  1.78, t(99)  =  −3.49, p  <  0.001, Cohen’s 
d  =  −0.33, Pearson’s r  =  0.63; transition-PSEs: M  =  −1.03, 
s = 1.58, t(99) = −3.85, p < 0.001, Cohen’s d = −0.35, Pearson’s 
r  =  0.62].

Sensitivity and specificity of the cut-off at 1.5 were computed 
for both fit statistics (infit, outfit) that were obtained for each 
of the 100 observers in the noisy data set. Sensitivity refers 
to the capacity of correctly detecting observers with random 
judgments. It is the proportion of observers with fit statistic 
larger than 1.5 among those observers with random judgments. 
Specificity refers to the capacity of correctly ignoring observers 
without random judgments. It is the proportion of observers 
with fit statistic smaller than or equal to 1.5 among those 
observers without random judgments.

As regards outfit, the cut-off allowed for correctly identifying 
8 of the 10 observers with random judgments (sensitivity = 0.80) 
and for correctly ignoring 86 of the 90 observers without 
random responses (specificity  =  0.96). As regards infit, the 
cut-off allowed for correctly identifying 7 of the 10 observers 
with random judgments (sensitivity  =  0.70) and for correctly 
ignoring 87 of the 90 observers without random responses 
(specificity  =  0.97).

A “cleaned” data set has been obtained by removing from 
the noisy data set the observers with the outfit above the 
cut-off. Both Rasch-PSEs and transition-PSEs estimated on 
the cleaned data set differ from the randomly drawn true 
PSEs (Rasch-PSEs: M  =  −1.11, s  =  1.76, t(87)  =  −2.73, 
p  <  0.01, Cohen’s d  =  −0.25, Pearson’s r  =  0.70; transition-
PSEs: M  =  −1.10, s  =  1.59, t(87)  =  −3.85, p  <  0.01, Cohen’s 
d  =  −0.28, Pearson’s r  =  0.70). However, the effect size of 
the difference between the true PSEs and those estimated 
on the cleaned data set is slightly smaller than that of the 
difference between the true PSEs and those estimated on the 
noisy data set (Rasch-PSEs: Cohen’s d  =  −0.25, −0.33, 
respectively; transition-PSEs: Cohen’s d  =  −0.28, −0.35, 
respectively). A similar result is obtained if the observers 
with the infit above the cut-off are removed [Rasch-PSEs: 
M  =  −1.06, s  =  1.79, t(89)  =  −3.12, p  <  0.01, Pearson’s 
r  =  0.68, Cohen’s d  =  −0.29 vs. −0.33; transition-PSEs: 
M  =  −1.09, s  =  1.62, t(89)  =  −3.22, p  <  0.01, Pearson’s 
r  =  0.68, Cohen’s d  =  −0.30 vs. −0.35].

In all aforementioned conditions, correlations between Rasch-
PSEs and transition-PSEs are very strong (Pearson’s r  ≥  0.97) 
and effect sizes of the differences are small (Cohen’s d ≤  0.19).

Results of this simulation study suggest that Rasch-based 
infit and outfit statistics might allow the detection of observers 
with unexpected judgments. If these observers are removed 
from the data set, a more accurate estimate of the overall PSE 
is obtained.

DISCUSSION

The present work provided an overview of the procedures for 
computing the PSE using Rasch models and proposed two 
new developments that are based on procedures and statistics 
well-established in the framework of Rasch models.

A CAT procedure has been described that allows for estimating 
the PSE of observers without presenting them with all stimuli 
pairs. Each observer is asked to judge only those stimuli pairs 
that are most informative about his/her PSE. The method of 
transitions requires presenting all stimuli pairs. As such, it 
cannot be  used for adaptively estimating the PSE of observers. 
Other procedures are available in psychophysical research that 
can be  used for this purpose. The adaptive procedures that 
currently enjoy widespread use may be placed into three general 
categories, called parameter estimation by sequential testing, 
maximum-likelihood adaptive procedures, and staircase 
procedures (Treutwein, 1995; Leek, 2001). These procedures 
and that described in the present work share the goal of 
preserving the accuracy of measurement while maximizing 
efficiency and minimizing observer and experimenter time.

Infit and outfit have been shown to allow the identification 
of observers with unexpected judgments. The judgments 
expressed by each of these observers must be carefully analyzed 
to try to find out if they are clinically relevant individuals or 
people who simply performed the task without due attention. 
Individuals may be distracted during the experiment and forget 
about the intensity of the stimuli after the presentation, or 
completely miss them, resulting in biased or random responses 
(Rinderknecht et  al., 2018). In psychophysical experiments, 
inattentive responses can be  identified in at least two ways. 
Experienced experimenters may be  able to potentially detect 
courses of performance being visibly influenced by inattention, 
based on sudden performance level decreases for a certain 
period. However, this way of analyzing the data is not reproducible 
(Rinderknecht et  al., 2018). Physiological signals such as 
electrodermal activity could potentially be  used to detect 
inattention intervals, as arousal has been found to be  a strong 
predictor for attention (Prokasy and Raskin, 1973). However, 
the measurement of electrodermal activity requires additional 
equipment and may not be applicable in some experimental 
settings. The method described in this study might allow the 
identification of inattentive or random responses. The strengths 
of this method are its reproducibility and the fact that it is 
based solely on the responses recorded during the experiment. 
Within the method of transitions, no procedure has been 
developed for identifying observers with unexpected judgments. 
A possibility in this direction could be  sorting the perceptive 
outcomes according to the physical levels of the variable stimuli 
and then counting the number of runs (each of which being 
a sequence of equal perceptive outcomes). A large number of 
runs might be indicative of observers with unexpected judgments.

It is worth noting that, once the Rasch model has been 
estimated and validated on a suitable sample of observers, it 
can be used for adaptively estimating the PSE of new observers, 
as well as for computing their infit and outfit statistics without 
having to re-estimate the model parameters.
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Limitations and Suggestions for  
Future Research
In the present work, the adaptive estimation of observers’ PSEs 
and the detection of observers with unexpected judgments 
have been investigated via simulated data. A definitive advantage 
of using simulated data lies in the full knowledge of the data 
under consideration. Future works should investigate the 
usefulness of the proposed developments on real data resulting 
from psychophysical experiments.

In the present work, a basic Rasch-based CAT procedure 
has been implemented. However, the literature on CAT is rich 
in alternative methods that could be  used for determining the 
starting point, selecting the stimuli pairs to be  presented, 
updating the estimate of observer’s discriminative ability, and 
stopping the procedure (see, e.g., Linacre, 2000; van der Linden 
and Glas, 2000; Wainer et al., 2000; van der Linden and Pashley, 
2010; Thompson and Weiss, 2011). Future works should 
investigate the usefulness of these methods in psychophysical 
experiments and compare them with the adaptive procedures 
that are commonly used in psychophysical research (i.e., 
parameter estimation by sequential testing, maximum-likelihood 
adaptive procedures, staircase procedures).

In the present work, unexpected judgments have been 
simulated by randomly modifying the responses of some 
observers to some stimuli pairs. Other unexpected behaviors 
could be  observed in psychophysical experiments (e.g., some 
observers could give the same response to many consecutive 

stimuli pairs). Moreover, in the present work, a single cut-off 
at 1.5 has been used. Future work could explore the usefulness 
of infit and outfit statistics to detect different types of response 
behaviors when various cut-offs are employed.
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Mouse-tracking recording techniques are becoming very attractive in experimental

psychology. They provide an effective means of enhancing the measurement of some

real-time cognitive processes involved in categorization, decision-making, and lexical

decision tasks. Mouse-tracking data are commonly analyzed using a two-step procedure

which first summarizes individuals’ hand trajectories with independent measures, and

then applies standard statistical models on them. However, this approach can be

problematic in many cases. In particular, it does not provide a direct way to capitalize

the richness of hand movement variability within a consistent and unified representation.

In this article we present a novel, unified framework for mouse-tracking data. Unlike

standard approaches to mouse-tracking, our proposal uses stochastic state-space

modeling to represent the observed trajectories in terms of both individual movement

dynamics and experimental variables. The model is estimated via a Metropolis-Hastings

algorithm coupled with a non-linear recursive filter. The characteristics and potentials

of the proposed approach are illustrated using a lexical decision case study. The results

highlighted how dynamic modeling of mouse-tracking data can considerably improve the

analysis of mouse-tracking tasks and the conclusions researchers can draw from them.

Keywords: mouse tracking, state space modeling, dynamic systems, categorization task, aimed movements,

Bayesian filtering

1. INTRODUCTION

Over the last decades, the study of computer-mouse trajectories has brought to light new
perspectives into the investigation of a wide range of cognitive processes [e.g., for a recent
review see Freeman (2017)]. Unlike traditional behavioral measures, such as reaction times and
accuracies, mouse trajectories may offer a valid and cost-effective way to measure the real-time
evolution of ongoing cognitive processes during experimental tasks (Friedman et al., 2013). This
has also been supported by recent researches investigating mouse-tracking in association to more
consolidated experimental devices, such as eye-tracking and fMRI (e.g., Quétard et al., 2016;
Stolier and Freeman, 2017). In a typical mouse-tracking experiment, participants are presented
with a computer-based interface showing the stimulus at the bottom of the screen and two
competing categories on the left and right top corners. Participants are asked to select the
most appropriate label given the task instruction and stimulus while the x-y trajectories are
instantaneously recorded. The main idea is that trajectories of reaching movements can unfold
the decision process underlying the hand movement behavior. For instance, the curvature of
computer-mouse trajectories might reveal competing processes activated in discriminating the
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two categories. Mouse-tracking has been successfully applied
in several cognitive research studies, including lexical decision
(Incera et al., 2017; Ke et al., 2017), social categorization
(Carraro et al., 2016; Freeman et al., 2016), numerical cognition
(Faulkenberry, 2014, 2016), memory (Papesh and Goldinger,
2012), moral decision (Koop, 2013), and lie detection (Monaro
et al., 2017). Moreover, the availability of specialized and
freely-available software for mouse-tracking experiments have
strongly contributed to the wide-spread application of such
a methodology in the more general psychological domain
(Freeman and Ambady, 2010; Kieslich and Henninger, 2017).
Recently, the debate on the nature of cognitive processes tracked
by this type of reaching trajectories have also received attention
from the motor control literature (Van Der Wel et al., 2009;
Friedman et al., 2013).

So far, mouse-tracking data have been analyzed using simple
strategies based on the conversion of x-y trajectories into
summary measures, such as maximum deviation, area under
the curve, response time, initiation time (Hehman et al., 2015).
Although these steps are still meaningful in case of simple
and well-behaved x-y trajectories, they can also provide biased
results if applied to more complex and possibly noisy data.
To circumvent these problems, other approaches have been
proposed more recently (Cox et al., 2012; Calcagnì et al., 2017;
Krpan, 2017; Zgonnikov et al., 2017). However, also the more
recent proposals require modeling empirical trajectories before
the data-analysis. Although these approaches potentially provide
informative results in many empirical cases, they can also suffer
from a number of issues, which revolve around the reduction of
x-y data to simple scalar measures. For instance, problems may
arise in the case of trajectories showingmultiple phases, averaging
with non-homogeneous curves, and signal-noise discrimination
(Calcagnì et al., 2017). As far as we know, a proper framework
to simultaneously model and analyse mouse-tracking data in a
unified way is still lacking.

In this paper we describe an alternative perspective based on
a state-space approach with the aim to simultaneously model
and analyse mouse-tracking data. State-space models are very
general time-series methods that allow estimating unobserved
dynamics which gradually evolve over discrete time. As for
diffusion models, which are widely used in modeling the
temporal evolution of cognitive decision processes (Smith and
Ratcliff, 2004), they belong to the general family of stochastic
processes and offer optimal discrete approximation to many
continuous differential systems used to represent dynamics with
autoregressive patterns (Cox, 2017). In particular, we used a non-
linear and discrete-time model that represents mouse trajectories
as a function of some typical experimental manipulations.
The model is estimated under a Bayesian framework, using a
conjunction of a non-linear recursive filter and a Metropolis-
Hastings algorithm. Data analyses is then performed using
posterior distributions ofmodel parameters (Gelman et al., 2014).

The reminder of this article is organized as follows. In section
2 we motivate our proposal by reviewing the main issues of
a typical mouse-tracking experiment. In section 3 we present
our proposal and describe its main characteristics. In section 4
we describe the application of our method to a psycholinguistic

case study. Section 5 provides a general discussion of the results,
comments and suggestions for further investigations. Section 6
concludes the article by summarizing its main findings.

2. A MOTIVATING EXAMPLE

To begin with, consider a two-choice semantic categorization
task (Dale et al., 2007), in which participants have to
classify semantic stimuli (e.g., name of animals) into their
corresponding categories (e.g., mammal, fish). In themost typical
implementation of a mouse-tracking task, participants would
sit in front of a computer screen showing a resting frame (see
Figure 1A). They start a trial by clicking a starting button at
the bottom-center of the screen, after which they are presented
with a given stimulus (e.g., hen, see Figure 1B). To finalize
the trial, participants move the cursor on the screen by means
of a well-tuned computer-mouse in order to reach and select
one of the two labels presented on the top-left and top-right
corners of the screen (e.g., mammal vs. bird, see Figure 1C).
In the meanwhile, x-y coordinates, initiation time, and final
clicking time are registered for each participant and trial. The
basic idea is that x-y trajectories reflect the extent to which the
real-time categorization response is affected by the experimental
manipulation. More precisely, as a result of the assumption
that co-activation of competing processes continuously drive
the explicit hand response (Spivey and Dale, 2006), one would
suppose to see more curved—or generally irregular—trajectories
in association with stimuli showing higher ambiguity. In our case,
for instance, it would be expected that atypical exemplars, such
as hen, dolphin, and penguin, globally produce more curved or
irregular trajectories than typical exemplars like dog, rabbit, and
lion (see Figures 1D,E).

In the mouse-tracking literature, data analysis commonly
proceeds summarizing the recorded trajectories by means
of few indices, which are then used as input to standard
statistical techniques. In the current example, for instance, the
typicality manipulation could be tested by assessing whether
the distribution of maximum deviations (i.e., the maximum
curvature showed by trajectories) over trials and participants
is bimodal or not (Freeman and Dale, 2013). In a similar
way, linear models could be employed to test whether the
typicality effect varies as a function of external covariates, such
as psycholinguistic variables.

However, the two-step approach does have some issues.
For instance, it lacks a way to represent both the experimental
variability—that is induced by task manipulations—and
individual variability—that is instead produced by individual-
specific motor programs. Likewise, in some cases, it might
neglect relevant characteristics of x-y data, with the consequence
that similar classes of trajectories are treated as if they were
different. Still, a two-step approach does ignore the data
generation process underlying observed trajectories. This does
not allow, for example, making predictions or simulations on
new data given the experimental settings.

In the next section, we will present a dynamic probabilistic
model that handles mouse-tracking data in a unified way.
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FIGURE 1 | (A–C) Conceptual diagram of a typical mouse-tracking task: (A,B) stimulus presentation, (B) participant’s response. (D,E) Prototypical mouse-tracking

trajectories collapsed over participants and trials as a function of manipulation task: (D) case where the manipulation has an effect—as revealed by the curvature of

the trajectories, (E) case where the manipulation has no effect. (F) Conceptual diagram for the atan2 conversion: gray circles represent the sampled x-y trajectories,

yellow circles represent those x-y pairs projected onto the circumference outer the Cartesian plane, whereas red lines represent the projection direction. Note that in a

two-choice categorization task, the correct category C2 is presented on the top-right label (target) whereas the competing category C1 is presented in the opposite

top-left label (distractor).

Our proposal is based upon a Bayesian non-linear state
space approach, which offers a good compromise between
model flexibility and model simplicity while overcoming many
drawbacks of the standard mouse-tracking analyses.

3. STATE-SPACE MODELING OF
MOUSE-TRACKING DATA

A state-space model is a mathematical description used to
represent linear or generally non-linear dynamic models. In their
general form, state-space systems consist of (i) a measurement
density fy(yn; zn, θy) that describes how the observed vector of
data yn at time step n is linked to a possibly underlying process
zn and (ii) a state density fz(zn; θ z) describing the transition
dynamics that drive the vector of states zn. Temporal dynamics
can be discrete or continuous and, in the latter case, stochastic
differential equations are used to model the transition dynamics.
By and large, there are two aims of any analysis involving
state-space models. The first is to infer the unobserved process
Z̃ = (z0, . . . , zN) given the data Y = (y0, . . . , yN). This task
is usually accomplished by means of filtering and smoothing
procedures (Jazwinski, 2007). The second aim regards estimating
the parameters (θ y, θ z) given the complete set of data (̃Z,Y).
This is commonly performed using gradient-based methods
on the likelihood of the model (Shumway and Stoffer, 1982).
Although state space models were originally used in the area
of aerospace modeling (Kalman, 1960), they are now applied
in a wide variety of domains, including control theory, remote

sensing, economics, and statistics (Hamilton, 1994; Shumway
and Stoffer, 2006). Recently, there has also been an increasing
interest in psychology, where state-space models have been used
to analyse, for example, dyadic interactions (Song and Ferrer,
2009), affective dynamics (Lodewyckx et al., 2011; Bringmann
et al., 2017), facial electromyography data (Yang and Chow,
2010), individual differences (Hamaker and Grasman, 2012;
Chow and Zhang, 2013), and path analysis (Gu et al., 2014).

In line with this, we developed a state-space representation
to simultaneously model and analyse mouse-tracking data. In
particular, our proposal is to represent the empirical collection
of computer-mouse trajectories as a function of two independent
sub-models, one representing the experimental manipulations
(stimuli equation) and the other capturing the main features of
the mouse movement process (states equation). Thus, the goal
of our analysis is 2-fold: (i) to determine the states equation for
each participant over a set of experimental trials, (ii) to estimate
the parameters governing the stimuli equation. The first goal will
provide information on how participants differ from each other
in terms of movement dynamics. By contrast, the second goal will
find out to what extent the experimental manipulations affect the
individual variations in producing mouse-tracking responses.

3.1. Data
Let S be a I (individuals) × J (trials) array representing
the observed data. The element sij of S defines the sub-
array containing the streaming of Cartesian coordinates of the
computer mouse movements:
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sij =
(
(x̃0, ỹ0), . . . , (x̃n, ỹn), . . . , (x̃Nij , ỹNij )

)

with 0 and Nij being the first and the last coordinates for
the i-th participant in the j-th trial. The coordinates in sij are
temporally ordered (0 < . . . < n < . . . < Nij) because
they are usually collected while the computer-mouse is moving
along its surface with a constant sampling rate. Further, to
make the observed data comparable, we rescale and normalize
sij as a function of a common ordered scale, which indicates
the cumulative amount of progressive time from 0% to N =
100% (e.g., Tanawongsuwan and Bobick, 2001; Ramsay and
Silverman, 2007). Thus, the final trajectories sij lie on the real
plane defined by the hyper-rectangles [−1, 1]N× [0, 1]N , with the
first movement being equal to (x̃0i, ỹ0i) = (0, 0) by convention.
Since we are interested in studying the co-activation of competing
processes as reflected in some spatial properties of the response—
such as location, direction, and amplitude of the action dynamics
(Spivey and Dale, 2006; Freeman, 2017)—we need to simplify
the original data structure so that these properties can easily
emerge. Inspired by earlier work on this problem (Gowayyed
et al., 2013; Kapsouras and Nikolaidis, 2014; Calcagnì et al.,
2017), we reduce the dimensionality of the data by projecting
sij in a proper lower-dimensional subspace of movement via
the restricted four-quadrant inverse tangent mapping [atan2,
see Burger and Burge (2010)] from the real coordinates to the
interval [0,π]N as follows:

(y0, . . . , yn, . . . , yN)︸ ︷︷ ︸
yij

= atan2
(
(x̃0, ỹ0), . . . , (x̃n, ỹn), . . . , (x̃Nij , ỹNij )︸ ︷︷ ︸

sij

)

where y0 is the angle at the beginning of the process whereas
yN is the angle at the end of the process. Figure 1F shows
a graphical example of the atan2 function for a hypothetical
movement path. Finally, the array of angles yij is the input for
our state-space model.

3.2. Model Representation
The unobserved states equation of the model is a AR(1) Gaussian
model Zi,n|Zi,n−1 with transition density equal to:

f (zi,n|zi,n−1, θ) =
(
σ 2
i

√
2π

)−1 · exp
(
−(zi,n − zi,n−1)

2/2σ 2
i

)
(1)

which models how the movement process of the i-th subject
changes from the step n − 1 to the next step n. The stochastic
dynamics for the i-th subject is constrained by the variance
parameter σ 2

i ∈ R
+ that represents the uncertainty about the

future location zi,n+1 given the current state zi,n.
The measurement equation for the observations yij =

(y0, . . . , yn, . . . , yN) is modeled by means of a two-component
von-Mises mixture distribution with density equal to:

f (yijn|πijn, θ) = f (yijn|µ1, κ1)πijn + f (yijn|µ2, κ2)(1− πijn) (2)

where the generic density is the standard von-Mises law:

f (yijn|µ, κ) =
1

2πI0(κ)
exp

(
cos(yijn − µ)κ

)

In the density formula, the term I0(.) , (2π)−1
∫ 2π
0 eκ cos xdx

is the exponentially scaled Bessel function of order zero
(Abramowitz and Stegun, 1972). The parameters of the mixture
density are mapped to the experimental interface of the two-
choice categorization task (see Figures 1D,E). In particular, the
means {µ1,µ2} ∈ [−3.14, 3.14)2 are mapped to the label
categories C1 and C2 whereas the concentrations {κ1, κ2} ∈ R

2
+

indicate how the observations are spread around the means.
Since {µ1,µ2} are determined by the fixed and known positions
of the labels C1 and C2 on the screen, they are not treated as
parameters to be estimated. Finally, the terms πijn and (1 − πijn)
are the probabilities to activate the first and second density of
the von-Mises components and are expressed as function of the
latent states zi,0 :N and some additional covariates. The model is
Markovian, in the sense that the unobserved states {Zn; n > 1}
form a Markov sequence and the measurements {Yn; n > 1} are
conditionally independent given the unobserved states.

To further characterize our state-space representation, the
probability πijn is defined according to a logistic function:

πijn ,
(
1+ exp(−βj − zi,n)

)−1
(3)

with βj ∈ R being the intercept of the model. Equation (3)
can be interpreted as the probability for the i-th subject at step
n to categorize the j-th stimuli as belonging to C1 (πijn tends
to 1) or C2 (πijn tends to 0). In addition, when the categories
C1 and C2 are expressed in terms of distractor and target
(Freeman, 2017), the sequences π ij,0 :N can be interpreted as
the attraction probability that the distractor has exerted on the
trajectory process zi,0 :N .

The state-space representation is completed by linearly
expanding the intercept term βj as follows:

βj ,

K∑

k=1

djkγk + xj

(
η +

K∑

k=1

djkδk

)
(4)

where {γk, η, δk} ∈ R
3, xj is an element of the array x ∈ R

J ,
whereas djk is an element of the (Boolean) partition matrixDJ×K ,
with djk = 1 indicating whether the j-th stimulus belongs to
the k-th level of the variable D. Note that the matrix D satisfies
the property

∑K
k=1 djk = 1, for all j = 1, . . . , J. In our model

representation, Equation (4) is the stimuli equation and conveys
information about the experiment. It consists of three main
terms. (i) A categorical term

∑K
k=1 djkγk describing how the

stimuli J = {1, . . . , j, . . . , J} have been arranged into K < J
distinct levels of a categorical variable D. (ii) A continuous term
xjη that expresses the stimuli as a function of a continuous
variable X weighted by the coefficient η. (iii) An interaction
term xj(η +

∑K
k=1 djkδk) between the levels of D and X, where

δk ∈ R and δ1 = 0. This definition allows for modeling all
the cases implied by an univariate experimental design with at
most one covariate variable. Indeed, for η = 0 and δK = 0K
this formulation boils down to the simplest experimental case
with a single categorical variable D. By contrast, for δK = 0K
and γ K = 0K it reduces to the case where stimuli are simply
paired with a continuous predictorX. Finally, whenDJ×K = IJ×J ,
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FIGURE 2 | Graphical representation of our state-space model. Note that

white circles represent unobserved random variables, white double circles

indicate transformed random variables, gray circles are observed random

variables. Finally, square objects depict scalar quantities. Loop over individuals

i, trials j, and time steps n are represented by outer squares.

the stimuli equation reduces to the most simple case where we
have as many parameters as trials1. Figure 2 shows a graphical
representation of state-space model whereas Figure 3 illustrates
the inner-working of the model for the simplest design with a
two-level experimental factor.

In our model representation, the observed movement angles
yij,0 :N are sampled from C1 (resp. C2) with probabilities equal
to π ij,0 :N (resp. π c

ij,0 :N = 1 − π ij,0 :N), which in turn are

expressed as a function of the AR(1) latent trajectory zi,0 :N .
Hence, an increase in the latent process zi,n > 0 will also
increase the probability that yijn is sampled from the hemispace
C1 (e.g., πijn > 0.5). By contrast, a decrease in the latent process
zi,n < 0 will increase the chance to sample yijn from C2 (e.g.,
πijn < 0.5). As a result of Equation (4) such an increasing (or
decreasing) pattern can be modulated by the stimuli component
βJ . Moreover, as the coefficients βJ are decomposed as a function
of η, γ K , and δK , we can also analyse the effect of βJ on π ij,0 :N in
terms of the experimental manipulationD, the covariate X, or the
interaction termDX. Figure 3 shows a conceptual representation
of the modeling steps involved by our approach. Panel (A) shows

1To understand the meaning of the stimuli equation, consider the case of an

experiment with a two-level manipulated factor A and B, each with twenty stimuli.

In this case, K = 2 and J = 20 whereasD20×2 is the design matrix codifying which

stimulus belongs to level A (dj1 = 1, dj2 = 0) or level B (dj1 = 0, dj2 = 1). In the

simple additive case, the stimuli equation is β20×1 = D20×2γ 2×1 where γ contains

the coefficients associated to the experimental levels A and B. If we also have an

external covariate x on the stimuli, we can include this information in the stimuli

equation in two ways: (i) as additive component β20×1 = D20×2γ 2×1 + ηx20×1,

(ii) by including an interaction term β20×1 = D20×2γ 2×1 + ηx20×1 + (x20×1 ⊙
D20×2δ2×1), where δ now codifies the interaction between the covariate and the

levels A and B included inD (note that⊙ is the element-wise product). For further

information on how codify categorical and continuous variables, see Fox (1997).

an example of the random-walk used to represent the movement
process (Equation 3). Instead, panel (B) shows the logistic
function used to form the stimuli equation (Equation 3) for two
typical cases of βJ . Panel (C) represents the probability π ij,0 :N

to activate the distractor C1 (upper panel) and the probability
π c
ij,0 :N to activate the target C2 (lower panel) as a function of

zi,0 :N and βJ . Finally, panel (D) depicts two cases of observed
radians that are associated to π ij,0 :N and π c

ij,0 :N . In particular,

the upper panel shows an example of data with a pronounced
attraction toward C1, which is in turn reflected by the blue
probability curve of the panels (B,C). By contrast, the lower panel
represents data with little attraction toward C1, as also reflected
by the red probability curve of the panels (B,C). In this sense,
as Equation (3) represents an intercept model, the parameter
βJ does not affect the shape of the movement dynamics zi,0 :N .
On the contrary, it acts by shifting the movement dynamics
upward (β < 0) or downward (β > 0) toward the C1 or C2
hemispaces, respectively.

3.3. Model Identification
State-space model identification consists of inferring the
unobserved sequence of states by means of filtering and
smoothing algorithms and estimating the model’s parameters via
Likelihood-based approximations (Shumway and Stoffer, 2006;
Särkkä, 2013). For instance, in the simplest linear gaussian case,
where both the states and measurement equations are linear
with additive gaussian noise, inference of latent states is usually
performed via Kalman filter whereas parameter’s estimation is
realized with the Expectation-Maximization algorithm. In our
case, as Equations (3) and (4) describe a more complex non-
linear model, we adopted a recursive Gaussian approximation
filter for the inference problem (Smith and Brown, 2003), coupled
with a marginal Metropolis-Hastings MCMC for the parameters
estimation (Andrieu et al., 2010)2.

To formulate the problem more precisely, let:

2 =
(
(β1, . . . ,βj, . . . ,βJ), (κ1, κ2)

)
(5)

Z =
(
(z1,0, . . . , z1,N), . . . , (zi,0, . . . , zi,N), . . . , (zI,0, . . . , zI,N)

)

(6)

be the arrays representing all the J × 2 unknown parameters and
I×N unobserved states that characterize the model’s behavior. In
this context, σ 2

I can be set to 1I without loss of model adequacy3.
The joint log-density of the complete-data given the array of
parameters and the observed data is defined as follows:

2Interestingly, this version of theMCMCalgorithm can be subsumed into themore

general family of particle-Metropolis Hasting (PMH) which, in turns, is a special

case of Multiple Try Metropolis (MTM) techniques. For a broader review of these

connections, see Martino (2018).
3Indeed, the constraint σ 2

I = 1I still guarantees the mapping πijn :R → [0, 1]

to cover the needed time-to-time variability of the random walk, as Equation

(3) acts as a shrinkage operator on the support of the r.vs {Zi,0, . . . ,Zi,n}. This
has also been confirmed by several pilot simulations we ran on our model. Note

that this assumption is not overly limiting, since our state-space representation is

built under the smoothness assumption on the movement behavior of the hand,

according to which large abrupt changes in the small interval [n, n + 1] are not

allowed (Yu et al., 2007).
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FIGURE 3 | Conceptual diagram of the state-space representation for two hypothetical sequences of mouse-trajectories. (A) Latent movement process z0 :N. (B)

Logistic curves π for two cases of βJ. (C) Probability to activate the cue C1 π0 :N (upper panel) and probability to activate the cue C2 πc
0 :N = 1− π0 :N (lower panel)

for both β < 0 and β > 0 cases. (D) Measurements y0 :N as a function of their frequency (rose diagram): A case of higher attraction (upper panel) and a case of lower

attraction (lower panel).

log f (Z,Y|2) = log f (Y|Z,2)+ log f (Z|2) (7)

=
I∑

i=1

J∑

j=1

log f (zi,0 :N |2)+ log f (yij,0 :N |zi,0 :N ,2)

(8)

=
I∑

i=1

J∑

j=1

(
log f (zi,0|θZ0 )+

N∑

n=1

log f (zi,n|zi,n−1, θZ)

+
N∑

n=1

log f (yijn|zi,n, θY )
)

(9)

and the state and measurement equations are given as in (1) and
(2) whereas the term f (zij0|θZ0 ) is the a-priori density function
for the initial state of the process. Note that the factorization (9)
is due to the Markovian properties of the model. By adopting the
Bayesian perspective, we perform inference conditional on the
observed sample of angles Y, with 2 being an unknown term.
The posterior density f (Z,2|Y) of hidden states and parameters
is as follows:

log f (Z,2|Y) ∝ log f (2|Y)+ log f (Z|Y)+ log f (2) (10)

=
I∑

i=1

J∑

j=1

log f (2|yij,0 :N)+

+
I∑

i=1

J∑

j=1

log f (zi,0 :N |yij,0 :N)+ log f (2) (11)

where f (2) is a prior density ascribed on the vector of model’s
parameters 2. Note that Equation (10) comes from the standard
conditional definition f (Z,2|Y) = f (Z,2,Y)

/
f (Y), where the

joint density f (Z,2,Y) is re-arranged by factorization using

the Markovian properties of the model (e.g., see Andrieu
et al., 2010). Since our aim is to get samples from the
posterior f (Z,2|Y), we proceed by jointly updating 2 and Z

using a marginal Metropolis-Hastings. This alternates between
proposing a candidate sample 2(t) given 2(t−1) and filtering the
sequences Z(t) conditioned on 2(t). Finally, the candidate couple(
2(t),Z(t)

)
is jointly evaluated by the Metropolis-Hasting ratio.

The evaluation of both the densities f (Z|Y) and f (2|Y)
involve computing the expression in Equation (11). To do so,
we derived the first term by means of filtering and smoothing
procedures (Jazwinski, 2007) whereas the second term was
evaluated by implementing a Metropolis-Hasting algorithm. All
the technical steps for the model identification are included in
Appendices A–C whereas all the algorithms are freely available
at https://github.com/antcalcagni/SSM_mousetracking.

3.4. Model Evaluation
The state-space model formulated can be evaluated in many ways
under the Bayesian framework of analysis (Shiffrin et al., 2008;
Gelman et al., 2014). For instance, adequacy of the algorithm can
be assessed via standard diagnostic measures, such as traceplot
of the chains, autocorrelation measures, and the Gelman-Rubin
statistics whereas the recovery of the true model structure can
be done by simulations from the priors ascribed to the model
(Gelman et al., 2014). Similarly, the adequacy of the model
to reproduce the observed data can be assessed by means of
simulation-based procedures (e.g., posterior predictive checks)
where the fitted model is used to generate new simulated datasets
that are then compared to the observed data (e.g., see Gelman
et al., 1996; Cook et al., 2006). In our context, the robustness of
the model formulation in recovering the true model structure as
well as the goodness of fit to the observed data are assessed by
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TABLE 1 | Model summary: observed and latent variables, parameters, and equations of the state-space model formulated for the analysis of mouse-tracking trajectory.

i ∈ {1, . . . , I} Set index for individuals

j ∈ {1, . . . , J} Set index for trials

n ∈ {0, . . . ,N} Set index for (discrete) time points

yij ∈ (0,π ]N Observed N× 1 array of mouse-tracking data

zi,0 :N ∈ R
N N× 1 Array of latent states to be inferred

x ∈ R
J Observed covariate of the experiment

Yijn ∼ mix-vonMises (µ1,µ2, κ1, κ2) Random variable governing the realization of yijn

Zin|Zi,n−1 ∼ N(Zi,n−1, σi ) AR(1) random process governing the realization of zin

{µ1,µ2} ∈ (−π ,π )2 Fixed parameters of the mixture von-Mises law (true locations of the stimuli)

{κ1, κ2} ∈ R
2 Parameters of the von-Mises law (precision)

σi ∈ R
+
0 Fixed parameter of the Gaussian law (standard deviation)

π ij,0 :N ∈ [0, 1]N N× 1 array of attraction probability (i.e., probability to activate distractor vs. target hemi-space)

β ∈ R
J J× 1 array of coefficients (intercepts) modeling the experimental design

β = Dγ + x(η +Dγ ) Linear equation governing the experimental design in terms of additive and interaction effects

D ∈ R
J×K J× K Boolean partition matrix for the experimental design

γ ∈ R
K K × 1 array of coefficients for the additive components of the experimental design

(η, δ) ∈ R
K+1 (K + 1)× 1 array of coefficients for the interaction components of the experimental design

2 = (γ , δ, η, κ1, κ2) ∈ R
2K+1 × R

+2

0 Complete array of parameters to be estimated (some of them can be set to zero, depending on the experimental design)

adopting a simulation-based approach. Technical details on this
procedure are available in Supplementary Materials.

3.5. Model Summary
Table 1 shows a summary of the components of the complete
state-space model used throughout the paper, including observed
and latent variables, parameters and their support spaces.

4. APPLICATION

In this section, we will present an application of the model to the
analysis of an already published lexical decision dataset (Barca
and Pezzulo, 2012). The state-space modeling framework will be
evaluated via three different instances of model representation
with an increasing level of complexity. Note that the application
we report here has only an illustrative purpose with the main
goal to introduce and highlight the interpretation of the model’s
parameters and the flexibility of its representation with dynamic
data. All the models were estimated using 20 (chains) × 10,000
(iterations), with a burning-in period of 2500 iterations. Starting
values θ0 for the MH algorithm were determined by maximizing
the observed likelihood of the model in Equation (2). Similarly,
the starting covariance matrix 6(0) was computed by using the
Hessian of the observed likelihood at θ0. The adaptive phase
of the MH algorithm was performed at fixed interval t + H
(with H = 25) to prevent the degeneracy of the adaptation.
For each model, the prior densities were defined as f (θ) =
N (µ = 0, 1σ 2 = 25), where the variance was sufficiently
large to cover the natural range of the model parameters. The
adequacy of the model to reproduce the data was evaluated with
a simulation-based approach, where a series of M = 5, 000 new
datasets (Y∗

1 , . . . ,Y
∗
M) were generated through the fitted model

and compared with the observed data Y (e.g., see Cook et al.,
2006). The goodness of fit was evaluated overall (i.e., the adequacy

of the model to reproduce the complete observed matrix Y) and
subject-based (i.e., the adequacy of the model to reproduce for
each subject i = 1, . . . , I the observed matrix Yi). Comparisons
were computed by means of 0–100% normalized measures,
with 0% indicating bad fit and 100% optimal fit. Technical
details as well as extended graphical results are included in
Supplementary Materials.

4.1. General Context and Motivation
Lexical decision is one of the most known and widely used task
to study visual world recognition and reading in the cognitive
psycholinguistic literature (Norris and Kinoshita, 2008; Yap et al.,
2008; Hawkins et al., 2012). Generally, this task is very simple
and versatile and provides an ideal context for applying the
state-space modeling framework when lexical decision data are
collected via the mouse tracking paradigm. In this application,
we evaluated the extent to which the parameters of the state-
space model reflect eventual differences associated with the
manipulation of a stimulus type factor composed by words
(with either high-frequency or low-frequency) and random
strings (i.e., random sequence of letters that are phonotactically
illegal in the language) in the lexical decision task. Moreover,
we will take advantage of this psycholinguistic case study to
show how our state-space model can deal with both categorical
and (pseudo)quantitative predictive variables considered either
individually or in interaction in the model. In particular, the first
model instance will illustrate the application of our modeling
framework when a simple categorical variable (stimulus type
factor) is considered to affect the observed mouse-tracking
trajectories collected using the lexical decision task. By contrast,
the second model will be based on a simple regression-type
model with a single quantitative independent variable (bigram
frequency) used to predict the attraction toward the distractor
category. Finally, the third model will integrate these two
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TABLE 2 | Application: adequacy of the model to reproduce the observed

matrices Y (overall fit) and Yi (by-subject fit).

Overall (%) By-subject (%)

Model 1 84 78

Model 2 73 70

Model 3 75 71

All the measures are normalized in the range 0% (bad fit)–100% (optimal fit). See

Supplementary Materials for technical details.

variables (stimulus type factor and bigram frequency) into a
unified model including the main effects of the two variables
as well as their interaction. In our context, the first two models
will be considered as simple toy examples to illustrate the main
features of the state-space model representation when applied
to real data, whereas the third model will be discussed in more
details according to a group analysis evaluation as well as an
individual analysis representation.

4.2. Model 1
4.2.1. Data Structure and Variables
In the original work by Barca and Pezzulo (2012), the lexical
decision experiment was run in Italian and based only on
one stimulus type factor with four different levels: Words of
high written frequency (HF, e.g., acqua “water”), words of low
written frequency (LF, e.g., cervo “deer”), pseudowords (PW,
e.g., “dorto”), and strings of letters that are orthographically
illegal in Italian (NW, e.g., “btfpr”). In their study, participants
saw a total of 96 stimuli, one at the time, and were required
to categorize each stimulus as either a word or a non-word by
using the mouse-tracking paradigm. Trajectories were recorded
using the Mouse Tracker software (Freeman and Ambady, 2010)
with sampling rate of ∼70 Hz (Barca and Pezzulo, 2012). As
usual, raw trajectories were normalized into N = 101 time steps
using linear interpolation with equal spaces between coordinate
samples. However, for our analysis we preferred to select only
three of the four levels of the experimental factor (that is to
say, HF,LF, and NW) for a total of 72 stimuli equally distributed
within each level4. Finally, the dependent variable Y of Model
1 consisted of the movement angles array associated with the
mouse-movement trajectory recorded for each distinct stimulus
in the stimulus set.

4.2.2. Data Analysis and Results
In this first model the term βj in the stimuli equation boils down
to the simple expression:

βj =
3∑

k=1

djkγk

4The motivation for this selection was due to some technical reasons regarding

the lack of design balance in the original dataset, as the PW level showed a large

number of errors when compared with the other three categories. In addition, the

three-level representation of the stimulus type factor simplifies the interpretation

of the results when we consider the full model with interaction.

TABLE 3 | Application: posterior means (µ), 95% posterior intervals ([q0.05,q0.975]),

and Gelman-Rubin R̂ index for the estimated parameters of Models 1–3.

γ̂ 1 γ̂ 2 γ̂ 3 η̂ δ̂1 δ̂2

Model 1

q0.05 1.224 1.234 1.211

µ 1.323 1.337 1.310

q0.975 1.443 1.457 1.432

R̂ 1.003 1.002 1.003

Model 2

q0.05 0.063

µ 0.078

q0.975 0.091

R̂ 1.001

Model 3

q0.05 0.083 1.130 1.217 0.305 −0.505 −0.437

µ 0.341 1.300 1.314 0.402 −0.385 −0.336

q0.975 0.605 1.468 1.411 0.500 −0.269 −0.235

R̂ 1.008 1.013 1.012 1.011 1.013 1.010

All the models
κ̂1 = 22.31

κ̂2 = 44.96

where the indices k = 1, 2, 3 refer to HF, LF, and NW
stimuli. The MCMC convergences of the algorithm are reported
in Supplementary Materials. The model fitted the data very
satisfactorily, with overall fit of 84% and subject-based fit of
74% (see Table 2). The posterior quantiles (5, 50, and 95%) are
reported in Table 3 whereas Figure 4A shows the probability
graph, that is to say, the probability to activate the distractor
cue for each of the three levels HF, LF, NW as a function of the
latent variable Z.

The results of this first analysis clearly show that the dynamics
of the state-space model were unaffected by the different
categories represented in the recoded experimental factor. This
pattern finds further support in the post-hoc comparisons
between the three experimental conditions (Figure 4B). In sum,
these findings indicate that for a dynamic model represented
according to a state-space modeling framework, the three
stimulus categories (HF, LF, and NW) were all processed in a
very similar way, as the original trajectories were not sufficiently
different among the three stimulus categories. In substantive
terms, the results of the categorical model showed how the
attraction probability toward the distractor was definitively
modest in all the three experimental conditions. This is evident
from a direct inspection of Figure 4B where the probability
activation function (logistic function) is shifted toward right
(Z > 0) which in turn means that the average activation of
the distractor category was relatively poor in HF, LF, and NW
items. In this respect, the results of our simple spatial model
were partially at odds with the outcomes observed using temporal
measures (response time variables) (Barca and Pezzulo, 2012).

4.3. Model 2
4.3.1. Data Structure and Variables
Also for the second model, the dependent variable was
represented by the movement angles array Y. However, unlike
model 1, in model 2 the original independent categorical
variable (stymulus type factor) was replaced with a quantitative
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FIGURE 4 | Application (Model 1): (A) Marginal posterior densities for the model parameters and (B) Probability to activate the distractor cue as a function of the

levels (HF, LF, NW) of the categorical variable. Note that the densities in (A) are shown together for the sake of comparison.

psycholinguistic variable called bigram frequency. Bigram
frequency is defined as the frequency with which adjacent pairs
of letters (bigrams) occur in printed texts; for its characteristics,
it may be considered as a measure of orthographic typicality
(e.g., see Hauk et al., 2006). In this second application, only
bigram frequency was used as quantitative variable, since it was
the only psycholinguistic variable that could be computed for all
the 72 stimuli in the stimulus set. This second model instance
nicely provides a simple but effective example of application of
our state-space model when a continuous variable is considered
to predict the attraction toward distractor.

4.3.2. Data Analysis and Results
In model 2 the term βj simply reduces to:

βj = xjη

as the first and third terms in formula (4) cancel out. In this
case, the variable xj denotes the value of the bigram frequency for
stimulus j in the stimulus set. For the model results, the posterior
quantiles are reported in Table 3 whereas MCMC convergences
of the algorithm are reported in Supplementary Materials. Also
in this case, the model fitted the data very well, with overall
fit of 73% and subject-based fit of 70% (see Table 2). Figure 5
shows the probability graph for model 2. This graph represents
the probability to activate the distractor hemispace at three
representative levels of the variable, i.e., the lowest, the medium,
and the highest values of bigram. As evident from the graph,
bigram frequency affects the probability to activate the target,
with a higher probability for stimuli with low bigram frequency.

In substantive terms, the results of the quantitative model
supported the evidence that the attraction probability toward
the distractor was slightly affected by the specific value of the
quantitative predictor (bigram frequency). In particular, low-
level bigram frequencies were characterized by an average larger
activation probability (0.55) for the distractor, whereas medium
or large frequencies were associated with a logistic function

slightly shifted toward positive values of the latent space Z > 0,
thus reflecting a lower chance for the distractor category (average
activation probability of 0.45). Moreover, by an inspection of
the contingency table for the joint representation of bigram
frequency (as a transformed categorical variable) and stimulus
type, we noted that low bigram frequency values were mainly
characterized by string letters (NW: 94%) whereas high bigram
frequency values were predominantly associated with high
frequency words (HF: 55%) or low frequency words (LF: 44%).

4.4. Model 3
4.4.1. Data Structure and Variables
The final and more complex model included both the three-
level categorical predictor (stimulus type factor: HF, LF, STR)
and the continuous predictor (bigram frequency) as well as the
interaction term between these two variables. The dependent
variable was the movement angles array Y.

4.4.2. Data Analysis and Results
The stimuli equation which characterizes the third model is
defined as follows:

βj =
3∑

k=1

djkγk + xj

(
η +

3∑

k=1

djkδk

)

The MCMC diagnostics together with the estimated marginal
posterior densities for the model’s parameters are reported in
Supplementary Materials. The model fit was good, with an
overall fit of 75% whereas the subject-based fit was equal to 71%
(see Table 2). The posterior quantiles are reported in Table 3.
Figure 6 shows the probability graph for model 3. This graph
represents the probability to activate the distractor hemispace
for each of the three levels HF, LF, NW of the categorical
factor as a function of the latent variable Z and three distinct
levels (high, medium, and low) for bigram frequency. The
inspection of Figure 6 shows a clear interaction between stimulus
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FIGURE 5 | Application (Model 2): probability to activate the distractor cue as a function of the continuous variable. For Note that just three representative levels (low,

middle, high) are represented for the sake of graphical interpretation.

FIGURE 6 | Application (Model 3): probability to activate the distractor cue as a function of the categorical variable (within panels) and three representative levels of the

continuous variable (between panels).

type factor and bigram frequency indicating that the impact of
stimulus category, in particular word frequency, increases with
the decrease of stimulus bigram frequency. In other words, at
high level of bigram frequency, the probability to activate the
distractor is similarly low in all conditions (0.17 ≤ p-distractor
≤ 0.2). By contrast, when bigram frequency decreases—that
is stimuli become orthographically atypical—the probability of

distractor activation increases, but only for the more lexically-
familiar stimuli, i.e., words of high frequency (e.g., p-distractor
raises from 0.17 to 0.70, in low and high bigram frequency
condition, respectively).

Finally, it is also worth mentioning the emergence of the
main effect of stimulus category which was instead missing in
model 1. By a quick inspection of Figure 7, one may clearly
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FIGURE 7 | Application (Model 3): marginal posterior densities for the model parameters. (Left) Parameters associated to the categorical variable. (Right) Parameters

associated to the continuous variable and its interaction with the categorical variable. Note that the densities are shown together for the sake of comparison.

observe that HF words differ from both LF words and letter
strings (NW), whereas LF words and letter strings do not differ
with respect to the probability of activation of the distractor
hemispace. Interestingly, the addition of the covariate bigram
frequency in the model allowed the main effect of stimulus
category to show up. Indeed, while at the medium and high levels
of bigram frequency the results are in line with those observed at a
sample level in the original study (see Figures 1, 2, 5 in the paper
Barca and Pezzulo, 2012) and in a recent re-analysis (see Table
2 in the paper Calcagnì et al., 2017), in the case of low bigram
the probability to activate the distractor increases with respect
to high frequency words (HF). This might be somewhat related
to a moderate difficulty in the orthographic processing of low
frequency bigram words (e.g., see Rastle and Davis, 2008) even
in the case of stimuli with richer lexical representation.

4.5. Profiles Analysis
To further investigate the dynamic characteristics involved in
the lexical decision task, we extend here the results of the third
model to include also a profiles analysis. Figure 8 shows the
estimated latent movement states ZI×N for all the participants
involved in the study. The profiles appear regular, as they evolve
smoothly toward the target cue (T). We grouped the dynamics
into four well-separated clusters (Figure 8, smallest panels on
the right) according to their functional similarities (Ramsay and
Silverman, 2007). Particularly, the first group is characterized
by a higher exploration of the distractor’s hemispace, especially
in the first 30% of the process. The same applies to the third
and fourth groups, although they show a gradual activation of
the distractor. Finally, the second group clearly represents those
profiles with no uncertainty in the categorization process, as they
show no activation of the distractor’s hemispace at all. Although
well-separated among them, these clusters still show some level
of inner heterogeneity (for example, see group 1 and 4). To
study this latter issue in terms of experimental manipulations, we

focused on group 1 and considered the low vs. high frequency
conditions (HF vs. LF). We also selected the middle phase of
the process (1 = 30 − 50%), where it is expected to observe
larger cognitive competitions in the categorization (Barca and
Pezzulo, 2012). Figure 9 shows the participants’ profiles in terms
of attraction probability π4×N for the two lexical conditions. As
expected, the profiles differ between these conditions, with LF
eliciting higher attraction probability. This is in line with the fact
that low frequency words have a weaker lexical representation
than high frequency stimuli and consequently they are more
difficult to process (Barca and Pezzulo, 2012). Interestingly,
the individual profiles also differ in the way they activate the
distractor. For instance, the participant 6 had higher probability
in both LF (p1(D) = 0.67) and HF (p1(D) = 0.54) conditions
whereas the participant 7 had a more pronounced activation just
in the LF condition (p1(D) = 0.57) than HF (p1(D) = 0.43).
Similarly, participants 6 and 7 seemed to prolong the competing
dynamics up to the 50% of the process, by contrast participants
8 and 15 seemed to resolve the lexical competition earlier as
showed by the abrupt decreasing of their curves. We complete
our analysis by evaluating how individual profiles are linked to
empirical measurements. Figure 10 represents this scenario for
two stimuli belonging to HF and LF conditions. As we can notice,
the curves present the same dynamics (due to the latent states
zi,0 :N) although they clearly differ in terms of attraction exerted
by the stimulus (due to the β component of the model). In this
case, the LF stimulus produced larger conflict than HF in the
lexical categorization. This is evident when we turn back to the
observed data: as expected, the rose diagrams of LF showed larger
directions in the distractor’s hemispace.

5. DISCUSSION

We have described a new approach to model and analyse
dynamic data coming from mouse-tracking experiments. Our
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FIGURE 8 | Application: estimated movement dynamics zi,0 :N of each participant (biggest panel, Left) and clusters of profiles in terms of their functional similarity

(smallest panels, Right). Note that averaged profiles are represented as dashed lines whereas D and T in all the panels indicate distractor and target, respectively.

Groups’ composition: participants 6, 7, 8, 15 (group 1), 1, 4, 19, 21 (group 2), 2, 3, 5, 12, 13, 16, 17, 20, 22 (group 3), 10, 11, 14, 18 (group 4).

FIGURE 9 | Application: estimated attraction probabilities π i,0 :N of participants in Group 1 for the high frequency (Left) and low frequency (Right) lexical conditions.

Note that the probability curves are computed with respect to the distractor (D), the gray area in both panels indicates a selected window of processing

(1 = 30− 50%), whereas the terms p1(D) are computed using a normalized discrete approximation of the integral of the probability curves in the selected process

window 1.

proposal took the advantages of a state-space representation, in
which the observed data Y were thought as being function of
two independent sub-models, one representing the movement

process and its properties (Z) and the second modeling the two-
choice experimental task (β) according to which the data were
collected. These sub-models were integrated by means of an
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FIGURE 10 | Application: estimated attraction probabilities π i,0 :N of participants in Group 1 and rose diagrams of observed radians for two stimuli (HF: epoca, epoch.

LF: zampa, paw). Note that D and T in all the panels indicate distractor and target, respectively.

inverse-logit function (π) that expressed how the experimental
manipulations acted on the movement processes in selecting
the final correct response against the competing one. This
formulation was flexible enough to take into account the
complexity of some dynamic behaviors showed by the reaching
trajectories. Moreover, it allowed for separately accounting for
the motor heterogeneity and experimental variability in Y.
Indeed, when β = 1β0 our state-space representation simply
reduced to a model where the experimental manipulations had
no relevant effect in reproducing the observed data. This instance
has been illustrated in section 4.3 (Model 1). In this case, as
Z = 0 was not allowed in our model formulation, all the
variability of Y can be ascribed to Z. This is relevant in view
of the fact that movement variability may reflect only individual
motor executions in absence of any experimental manipulations
(Yu et al., 2007). The movement component Zwas modeled to be
Markovian with gaussian transition density.

Although more complex models can be used to represent
movement dynamics, simple random walks still allows a great
deal of flexibility in modeling reaching trajectories under weak
assumptions on the movement behavior (e.g., see Yu et al.,
2007; Paninski et al., 2010). In particular, in the case of mouse-
tracking tasks, they allow representations of the following three
properties: (i) Each movement is goal-oriented as individuals
have to finalize the action by clicking on one of the two categories
shown on the screen. (ii) Mouse-tracking trajectories generally
start at rest, proceed out in the movement space, and end at rest.
(iii) Hand trajectories tend to be smooth during the reaching
process, i.e., small changes in the interval [n, n + 1] are more
likely than large and abrupt changes (Brockwell et al., 2004;
Spivey et al., 2010). The stimuli component β was defined to
be a linear combination of information typically involved in a
univariate design, namely a categorical variable D containing
the levels of the experimental factor and a continuous covariate

X. This gave researchers the opportunity to additionally analyse
which component of the experimental design is relevant in
producing the effect of β on Y. The data-generation process was
defined according to a mixture of two von-Mises distributions
representing the categories of a two-choice categorization task.
Among others, we chose this distribution because it provides
a flexible representation for angular ordered data, especially
because it simplifies mathematical computations involved in the
model’s derivation (e.g., see McClintock et al., 2012; Mulder and
Klugkist, 2017).

There are other existing methods that offer alternative ways
to model mouse-tracking data. For instance, Van Der Wel
et al. (2009) proposed the use of the movement superposition
model (Henis and Flash, 1995) to model and analyse the typical
two-choice lexical decision task. In particular, they modeled
mouse-tracking trajectories by representing the complete hand
movement as a summation of sub-movements, which were
obtained by the solution of the minimum-jerk equation for
the standard reaching trajectory (i.e., a movement characterized
by a bell-shaped speed profile that minimizes the sum of the
squared rates of jerks over the movement duration). Similarly,
Friedman et al. (2013) discussed how an intermittent model
of arms movement can be used for reaching trajectories in
random-dot experiments. They used both Wiener’s diffusion
process and Flash and Hogan’s movement equation to predict
reaction times (RTs) and movement data. Their goal was to
assess the link between movement trajectories and underlying
cognitive processing. Our model differs in some respects from
these works. With regards to Van Der Wel et al. (2009), for
instance, we used a stochastic state-space approach to model
the movement trajectories instead of deterministic equations.
Instead, with respect to Friedman et al. (2013), we tailor-made
our model to a typical two-choice categorization task, making
use of few assumptions on the nature of the movement process
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[as those implied by the Gaussian AR(1) process]. By and large,
our goal was not to provide a mathematical representation of
the cognitive components underpinningmouse-trajectories since
the model does not describe the cognitive processing per se. By
contrast, we simply provided a statistical model for the analysis
of mouse-tracking data, which can offer a good compromise
between data modeling and data analysis.

5.1. Model’s Advantages and Limitations
Our non-linear state-space model has several advantages. For
instance, when comparing with the standard approaches, our
proposal provides a unified analytic framework to simultaneously
model and analyse trajectories data. By modeling movement
heterogeneity and task variability together, we can evaluate how
experimental variables directly act on the observed series of
trajectories, with no need to use any kind of summary measures.
An additional advantage of our model concerns the study of
individual differences in terms of latent dynamics. While this
is impractical in standard two-step approaches, in our proposal
researchers can assess individual variations by studying the
movement profiles Z̃ once they are estimated. For instance, they
can be analyzed in terms of similarity/dissimilarity with regards
to external individual covariates (e.g., vocabulary knowledge
and bilingualism in psycholinguistic experiments; IQ, risk-taking
propensity, or more generally clinical variables in decision-
making tasks). Still, individual dynamics can be compared each
other qualitatively in terms of chance to activate the distractor
or target cues. As the dynamics are normalized on a common
cumulative scale, researchers can assess whether the chance to
activate the distractor cue at a certain percentage of the process
and for an experimental manipulation, is particularly higher in
a sub-group of participants (this case, for example, has been
described in section 4.6).

As for any modeling approach, also the current proposal
can potentially suffer from some limitations. A first limitation
concerns the only-intercept model π(Z,β) used to integrate
individual dynamics and experimental information. Although
this was enough to represent whether or not certain stimuli
can increase the probability to select the distractor cue, we may
want to known whether some experimental manipulations can
modify the individual dynamics as well. However, this would
particularly pronounce the computational costs required for the
model identification (especially with regards to filtering), as we
need to appropriately generalize Equation (3) to include more
parameters. Lastly, in the current study we used univariate non-
linear state-space models to represent individual dynamics for
the sake of parsimony. However, more complicated situations
may require models including further movement characteristics
like step-length, velocity, acceleration, and jerk (Kulkarni and
Paninski, 2008), which may be modeled as statistical constraints
of themodel (Ciavolino and Calcagnì, 2014; Calcagnì et al., 2017).

5.2. Further Extensions
Our non-linear state-space model can be improved in many
aspects. For instance, the stimuli equation (4) can be generalized
to cope with more complex experimental designs, like those

involving multiple factors and covariates together with high-
order interaction terms. Likewise, the current model restrictions
can be relaxed to allow changes in slopes of π(Z,β) as a
function of the experimental stimuli. Further, the development of
a hierarchical representation of the model, with a random-effect
component in the state Equation (3), would offer a way to model
the inter-individual variations as resulting from an underlying
common population. Still, the development of a multivariate
state-space model to include other movement components will
surely be considered a future extension of the present work.
Further studies may lead to generalize the AR(1) process used
for the movement dynamics to include former knowledge on the
deterministic constraints of the hand movement as those used,
for instance, by Van Der Wel et al. (2009) and Friedman et al.
(2013). Moreover, further studies may also lead to generalize
the AR(1) process used for the movement dynamics to include
former knowledge on the deterministic constraints of the hand
movement as those used, for instance, by Van Der Wel et al.
(2009) and Friedman et al. (2013). Finally, an open issue which
deserves greater consideration in future investigations is the
need for a formal comparative framework with which we may
eventually contrast and compare spatial modeling perspectives
(like the one presented in this contribution) and currently used
methods for analyzing mouse tracking data based on descriptive
statistics (e.g., see Freeman, 2017).

6. CONCLUSIONS

In this paper we presented a novel and comprehensive analytic
framework formodeling and analysemouse-tracking trajectories.
In particular, a non-linear state-space approach was used
to model the observed trajectories as a function of both
individual movement dynamics and experimental variables.
Model identification was performed under the umbrella of
Bayesian methods, in which a Metropolis-Hastings algorithm
was coupled with a recursive gaussian approximation filter to
get posterior distributions of model parameters. For the sake
of illustration, we applied our new approach to a real mouse-
tracking dataset concerning a two-choice lexical categorization
task. The results indicated how our proposal can provide valuable
insights to assess the dynamics involved in the decision task and
identify how the experimental variables significantly contributed
to the observed movement heterogeneity. Moreover, the analysis
of individual profiles allowed for comprehensive and reliable
identification of individual and group-based differences in the
dynamics of decision making.

In conclusion, we think that this work yielded interesting
findings in the development of computational models able to
capture the unfolding high-level cognitive processes as reflected
by motor executions which are typically involved in mouse-
tracking tasks. To our knowledge, this is the first time that
mouse-tracking data are fully modeled and analyzed within a
process-oriented approach. We believe our contribution will
offer a novel strategy that may help cognitive researchers to
understand the roles of cognition and action in mouse-tracking
based experiments.
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Recent controversies about the level of replicability of behavioral research analyzed
using statistical inference have cast interest in developing more efficient techniques for
analyzing the results of psychological experiments. Here we claim that complementing
the analytical workflow of psychological experiments with Machine Learning-based
analysis will both maximize accuracy and minimize replicability issues. As compared
to statistical inference, ML analysis of experimental data is model agnostic and primarily
focused on prediction rather than inference. We also highlight some potential pitfalls
resulting from adoption of Machine Learning based experiment analysis. If not properly
used it can lead to over-optimistic accuracy estimates similarly observed using statistical
inference. Remedies to such pitfalls are also presented such and building model based
on cross validation and the use of ensemble models. ML models are typically regarded
as black boxes and we will discuss strategies aimed at rendering more transparent
the predictions.

Keywords: machine learning, cross-validation, replicability, machine learning in psychological experiments,
machine learning in psychometrics

INTRODUCTION

The use of Machine Learning (ML) in psychometrics has attracted media attention after the
Cambridge Analytica affair which dominated headlines around the world after the election of
President Trump. Originally, academics from the Psychometric Centre from the University of
Cambridge United Kingdom, collected a huge number of social media data (on over 50.000
participants) in order to predict personality of Facebook (FB) profile owners on the basis of their
FB behavior. This research yielded a highly influential publication (Kosinski et al., 2013) were
the authors showed how FB-based behaviors (i.e., likes) could be used to identify private traits
with high accuracy (Christianity vs. Islam AUC = 0.82; Democrats vs. Republican, AUC = 0.88).
Widespread attention arose because these data were opaquely leaked from the academic researchers
to Cambridge Analytica, the now-infamous firm that scraped Facebook psychometric test data to
construct millions of psychographic profiles, which it then used to hyper-target voters with custom-
made campaign ads in favor of the Candidate Donald Trump during the presidential race of 2016.
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In short, Cambridge Analytica targeted “persuadable,” voters
whose psychographic profiles (mostly a Big Five profiling)
suggested they were open to suggestion.

A less media-attracting example of the use of ML in
psychological science is the field of Psychometric Credit Score.
A Psychometric Credit Score is a predictive model based on
a microcredit applicant psychological and behavioral profile
which is a substitute of the FICO score used for banked
applicants, which, in turn is mainly based on bureau data and
credit cards historical records (e.g., Meier and Sprenger, 2012).
Fintech mobile apps powered by machine learning psychometric
evaluations are testing microcredit applicants (e.g., for estimating
the personal risk of the applicant) and are granted access to
the data of the applicant’s smartphone which are fed into a
machine learning model that extracts data relevant to the default
prediction (e.g., number of phone calls during working hours
is an indirect estimator of income, etc.). The psychological and
behavioral data are used to estimate, using ML models, the default
risk of the applicant and, for low risk applicants only, grant
the loan asked for.

The above reported examples refer to the recent applications
of ML and Deep Learning methods in psychological science
that are emerging mainly outside the academic arena. However,
the number of experiments reported in academic journals that
use ML as analytical tools to complement statistical analysis is
also increasing (Kosinski et al., 2013; Monaro et al., 2018; Pace
et al., 2019). Machine learning has been successfully applied,
for example, in the analysis of imaging data in order to classify
psychiatric disorders (Orrù et al., 2012; Vieira et al., 2017), in
genetics (Libbrecht and Noble, 2015; Navarin and Costa, 2017),
in clinical medicine (Obermeyer and Emanuel, 2016), in forensic
sciences (Pace et al., 2019) etc.

However, ML is not extensively used in the analysis of
psychological experiments as compared to other fields (e.g.,
genetics). This seems particularly strange if we consider that
mathematical modeling of cognitive/brain functioning had great
advancements from psychology and neural network based
cognitive modeling emerged as one of the main advancements
in cognitive psychology (e.g., Seidenberg, 2005).

Experiments in psychological science has been traditionally
analyzed with statistical inferential tools. However, recent
controversies about the level of replicability in behavioral
research of such analytical tools have cast interest in
developing more efficient techniques for analyzing the results of
psychological experiments (Pashler and Wagenmakers, 2012).
ML has developed techniques that may control at least some
forms of replicability, the replication of results with similar
accuracy to unseen fresh new data.

The Theoretical Role of Psychological
Science in the Emergence of Machine
Learning and Deep Learning
Hebb (1949) pioneered the mathematical modeling of a neural
network that is still at the base of model based on reinforcement
learning. He proposed what has come to be known as Hebb’s rule.
He states, “When an axon of cell A is near enough to excite a cell

B and repeatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased.”

Later, in 1958, Frank Rosenblatt, a Cornell psychologist
(see Rosenblatt, 1962) in charge of The Perceptron Project
designed what has been described as “the first precisely
specified, computationally oriented neural network” (Anderson
and Rosenfeld, 1988, p. 89).

Neural network modeling rebirth dated 1986 with the
publication of David Rumelhart and Jay McClelland’s
influential two−volume textbook, Parallel distributed processing:
Explorations in the microstructure of cognition, Volume 1:
Foundations, Volume 2: Psychological and biological models,
commonly referred to as the PDP Volumes. In 1987, Walter
Schneider noted that the Parallel Distributed Processing
(PDP) volumes were already the basis for many courses in
connectionism and observed that they were likely to become
classics (Schneider, 1987, p. 77). His prediction was borne out.
A leading figure in the group was Geoffrey Hinton, a Canadian
psychologist turned-data-scientist who contributed to the first
papers of the PDP group (McClelland et al., 1987), Hinton
is now regarded as a godfather of deep and is now chief
scientist at Google.

Machine Learning in Analyzing the
Results of Psychological Experiments
While psychology was in the front-end in theory building, is
late in adopting ML as a tool for analyzing experimental results.
In fact, psychological experiment results are largely analyzed
by orthodox p-based statistical inference and more recently by
effect size measures.

Here, we will not systematically review the recent
advancement in modeling cognitive processes using ML/Deep
Learning models (e.g., reinforcement learning) but rather focus
on the benefits deriving from the more extensive use of ML
methods in the analysis of results collected from psychological
experiments as a complement to more traditional statistical
inference techniques.

Here we claim that the use of ML could be a useful
complement to inferential statistics and will help in achieving at
least the following objectives:

– developing models which can generalize/replicate to fresh
new data;

– developing models focused on prediction also at single
subject level.

The Difference Between Statistics and
Machine Learning
In the now classic paper, Breiman (2001) highlighted the
difference between statistical modeling and ML. He stated that
the classical orthodox statistical approach assumes that data are
generated by a given stochastic data mode and the evaluation
is more focused on the degree of fitness that the data have
to the model. Statistical inference based on data modeling has
been the standard de facto procedure in the analysis of scientific
experiments since 1940.
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Inference creates a mathematical model of the data-generation
process to formalize understanding or test a hypothesis about
how the system behaves. Statistical methods have a long-standing
focus on inference, which is achieved through the creation and
fitting of a project-specific probability model. The model allows
us to compute a quantitative measure of confidence that a
discovered relationship describes a ‘true’ effect that is unlikely
to result from noise. Measures typically include p-values with
a recent shift to effect size in order to contrast the improper
use of p-based inferences that may lead to a lack of replicability
(Ioannidis et al., 2011).

By contrast, ML approach treats the data as unknowns and
is mainly focusing on predictive accuracy. Prediction aims at
forecasting unobserved outcomes or future behavior. Prediction
is also addressed in statistics but with models that are usually
constrained by strong assumptions (e.g., linear regression and
logistic regression). ML models are more focused on prediction
and “model agnostic.” It is a frequent observation that in
most dataset analyzed with ML models similar predictions
accuracies may be achieved using models that rely on very
different assumptions (e.g., Support Vector Machine, Naive
Bayes, Knn, Random Forest).

In ML models, prediction is achieved by using general-
purpose learning algorithms to find patterns in often numerous
and highly complex datasets.

ML methods are particularly helpful when one is dealing with
datasets in which the number of input variables exceeds the
number of subjects, as opposed to datasets where the number of
subjects is greater than that of input variables.

ML makes minimal assumptions about the data-generating
systems; they can be effective even when the data are gathered
without a carefully controlled experimental design and in
the presence of complicated non-linear interactions. However,
despite convincing prediction results, the lack of an explicit
model can make ML solutions difficult to directly relate to
existing biological knowledge.

The boundary between statistical inference and ML is fuzzy
and methods originally developed in statistics are included in
the ML toolbox. For example, logistics among classifiers, linear
regression among regression techniques, hierarchical clustering
among clustering techniques and Principal components analysis
among dimensionality reduction techniques are routinely
included in all ML packages. Some of these models (e.g., logistics)
usually compares favorably with more complex models (Zhang
et al., 2019) with respect to accuracy.

Statistics requires us to choose a model that incorporates
our knowledge of the system, and ML requires us to choose
a predictive algorithm by relying on its empirical capabilities.
Justification for an inference model typically rests on whether
we feel it adequately captures the essence of the system.
The choice of pattern-learning algorithms often depends on
measures of past performance in similar scenarios. Inference
and ML are complementary in pointing us to biologically
meaningful conclusions.

The agnostic empirical approach of ML is best understood
considering the Naive Bayes classifier. The Naive Bayes algorithm
is an intuitive method that uses the probabilities of each feature

(independent variable) predicts the class the individual case
belongs to. It is referred to as “naive” because all features
are regarded as independent, which is rarely the case in real
life. Naive Bayes simplifies the calculation of probabilities by
assuming that the probability of each attribute belonging to
a given class is independent of all other attributes. This is
a strong and frequently false assumption but results in a
fast and effective classification method. Despite the apparently
unrealistic assumptions it has been shown the mathematical
properties of the good performance of the classifier (Ng and
Jordan, 2001). It has been shown that no matter how strong
the dependencies among attributes are, Naive Bayes can still
be optimal if the dependencies distribute evenly in classes,
or if the dependencies cancel each other out (Zhang, 2004).
Basically, Naive Bayes is finding the probability of given feature
being associated with a label and assigning the label with the
highest probability. Despite the assumption of independence
the Naive Bayes classifier is usually performing well and is
used in practice for a number of practical reasons (e.g., no
need to handle inter-correlations, small computational time,
performs well for categorical input data, needs less data with
respect to other classifiers, e.g., logistics). The success of Naive
Bayes classifier is an example of the empirical approach that
is characterizing ML modeling. What counts is predictive
efficiency rather than how well-prediction based on correct
assumptions reliably approximate the data. We will see, in the
simulation reported below, that Naive Bayes results among the
best classifiers and among those that consistently generalizes
across different datasets.

Machine Learning Models
ML models are typically distinguished in supervised models
and unsupervised models. Supervised models are built from
examples which are labeled. By contrast unsupervised models are
developed using unlabeled examples and consists in grouping
examples on the basis of their similarities (e.g., clustering,
anomaly detectors, etc.) (Mohri et al., 2012).

Supervised models may be further distinguished in classifiers
and regressors. Classifiers deal with classification problems when
the output variable is a category (e.g., “disease” vs. “no disease”).
Regressors address regression problems when the output variable
is a real value (e.g., Reaction Time).

Some ML learning models deal only with classification
problems (e.g., Naive Bayes) while others may be used both for
classification and regression (e.g., Decision trees, Artificial neural
Networks, Random Forest) and their use depends on the problem
that is addressed.

Here, we will focus on supervised models used for
classification among which we could list:

(1) Decision Trees: decision tree builds classification or
regression models in the form of a tree structure. It
utilizes an if-then rule set which is mutually exclusive
and exhaustive for classification. The rules are learned
sequentially using the training data. Each time a rule is
learned, the tuples covered by the rules are removed. This
process is continued on the training set until meeting
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a termination condition. The tree is constructed in a
top-down recursive divide-and-conquer manner. Simple
decision trees have the advantage of transparency as the
final user understands the prediction rules. However,
complex decision tree models such as Random forest (e.g.,
Breiman, 2001) and Xgboost usually outperform the most
simple decision trees.

(2) Naive Bayes: Naive Bayes (John and Langley, 1995) is
a probabilistic classifier inspired by the Bayes theorem
under a simple assumption which the attributes are
conditionally independent. Even though the assumption is
not valid in most cases since the attributes are dependent,
surprisingly Naive Bayes performs impressively in a variety
of datasets.

(3) Artificial Neural Network (ANN): is a brain-inspired
model with a set input/output units where each connection
has a weight associated. ANNs were originally developed
by psychologists and neurobiologists to develop and test
computational analog of neurons. During the learning
phase, the network learns by adjusting the weights
(strength of the synapses of the virtual neuron) so as
to be able to predict the correct class label of the input
stimulus. ANN could be used both for classification
and regression.

(4) k-Nearest Neighbor: is a lazy learning algorithm which
stores all instances in a n-dimensional space. When an
unknown new data must be classified, it analyses the closest
k number of instances saved (nearest neighbors) and
returns the most common class as the prediction. In the
distance-weighted nearest neighbor algorithm, it weighs
the contribution of each of the k neighbor’s according to
their distance using the giving greater weight to the closest
neighbors (Aha et al., 1991). KNN could be used both for
classification and regression.

(5) Logistic Regression: (Le Cessie and van Houwelingen,
1992) is a powerful statistical way of modeling a categorical
outcome with one or more explanatory variables. It
measures the relationship between the categorical
dependent variable and one or more independent variables
by estimating probabilities using a logistic function, which
is the cumulative logistic distribution.

(6) Ensemble Methods: are learning algorithms that construct
a set of classifiers and then classify new data points by
taking a weighted vote of their individual predictions.
The original ensemble method is Bayesian averaging, but
more recent algorithms include error-correcting output
coding, bagging, and boosting. Ensemble models, by
combining different classifiers, usually perform better with
a reduction of prediction variability when compared with
their constituent classifiers. Ensemble methods usually
outperform single classifiers as can be seen in Kaggle
competition winners solutions. Ensemble methods usually
are optimal solutions of the so called bias/variance trade-
off. Usually Bias, the amount of systematic error in
prediction, is related to the complexity of the model
and highly complex models tend to have low bias but
also overfit (e.g., Random Forest). By contrast, simple

models, which make few assumptions, tend to underfit.
Variance refers to the variability in the predictions,
which is usually high in complex models and low
in simple models.

There are two procedures that in some cases may enhance
a classifier performance apart of ensembles models: feature
selection and feature engineering and parameter tuning. Feature
selection consists in selecting among the all features (independent
variables) the most informative ones while feature engineering
consists in deriving new features usually basing on domain
knowledge and preliminary data analysis. In other words,
feature engineering is about creating new input features from
existing ones with the intention to boost the performance
of ML models. In psychological test development, feature
selection and engineering may be used to derive a subset
of items (e.g., the original tests) that performs similarly to
the full test and eventually enhance efficiency via developing
combination of features.

Parameter tuning consists in selecting the optimal value for
parameters of the model that are intended to be used. For
example Knn, is a classification model with a single parameter
which is the number of neighbors that are used to decide the
category of which the new example belongs to. The winning
class that is assigned to the new unlabeled case will result
from computing the majority of neighbors. The dimension
of the neighborhood (2, 3. . .10, 11) is a parameter that may
be optimized and identified as the one that gives maximum
performance. In some cases, such as in deep learning models of
object detection, the number of parameters to be estimated is in
the order of 100.000.

The Interpretability/Accuracy Trade-Off
Best performing models are usually hard to interpret giving rise
to a clear interpretability/accuracy trade-off (Johansson et al.,
2011). For example, Fernández-Delgado et al. (2014) evaluated
the performances of 179 ML classifiers on 121 different datasets
arriving to the conclusion that the best performer is Random
Forest with support vector machine (SVM) notably second (no
significant difference between the two). Additional investigations
(Wainberg et al., 2016) re-analyzing the data claimed the Random
Forest superiority was not significantly better than SVM and
Neural Networks. However, for what counts here, Random
Forest, as well as Neural Network and SVM are all hard to
interpret. Simpler models, such as pruned decision rules (J48),
Naive Bayes, Knn are easier to interpret but rarely result in having
the best performance.

Some insight on the interpretability/accuracy trade-off may
also come from inspecting the strategies used by Kaggle masters.
Kaggle is a site where ML experts can compete in finding the
best predictive model on a public dataset. The Netflix Prize
was one of these competitions (prize $100.000). Best practices
collected from such ML competitions indicate that winners
systematically rely on the following strategies in deploying
winning models: (i) feature engineering (finding new features
usually combinations of the available ones), (ii) parameters
tuning (finding the optimal parameters of the model that
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maximize performance), and (iii) ensemble learning (build a
complex model which is a combination of more simple models).
Ensemble learning performs better than the constituent classifiers
but this reduces interpretability. An example is the difference in
the interpretability of a single decision rule when contrasted with
a random forest model on the same data. The single decision
rule is transparent (e.g., if X > 3.5 than class A else B) while
Random Forest (of decision rules) results in an uninterpretable
random mixture of a high number (e.g., 100) decision rules that
render opaque any understanding on the exact mechanism at the
base of prediction.

In short, interpretable models usually are not the best
performers and the best performers classifiers are usually not
interpretable. This means that using ML models for analysis
results of psychological experiments one could use hard-to-
interpret ensemble models to have an estimate of the maximum
accuracy possible while using easy-to-interpret decision rules for
more confidence based evaluations.

Replicability of Results and Cross
Validation
The recent focus on the lack of replicability in behavioral
experiments is known with the term of replicability crisis. One
source of potential problem leads back to the use of inferential
statistics and its misunderstanding of p-values and underpowered
experiments (Baker, 2016). Recent methodological discussions
are related to procedures that guarantee replicable results
(Browne, 2000). In summarizing their assessment of replicability
Szucs and Ioannidis (2017) concluded that:

“Assuming a realistic range of prior probabilities for null hypotheses,
false report probability is likely to exceed 50% for the whole
literature. In light of our findings, the recently reported low
replication success in psychology is realistic, and worse performance
may be expected for cognitive neuroscience.”

Replication of experimental results may be distinguished in
exact and broad replication (Cumming, 2008). Exact replication
refers to a replication using exactly the same procedure of the
original experiment and is targeted by cross validation. The
author (Cumming, 2008) proved, in a simulation study of 25
repetitions, that a result in the first experiment significant at
p < 0.05 in the replications may vary from p < 0.001 to p = 0.76
(with a 10% chance of p > 0.44) showing that p is a very unreliable
measure. To complicate the landscape, some researchers have
also highlighted how failed replication are not immune from the
same type of error that may be detected in the original studies
(Bressan, 2019) and false negatives in replication studies have
recently attracted attention (Bryan et al., 2019).

Similarly to analysis conducted with inferential statistics, ML
workflow encounters the problem replication (Gardner et al.,
2018; Gundersen and Kjensmo, 2018). In fact, it is easy to develop
complex ML models (e.g., Random Forest) that on small datasets
reach near perfect classification accuracies (McDermott et al.,
2019). However, this accuracy does not replicate to fresh data
which are not used to develop the model (holdout data). For this
reason a de facto standard for handling this overfitting problem,

that plagues not only ML models but also statistical models (e.g.,
logistics, linear regression) is cross validation.

Cross Validation (see Figure 1) is usually a very good
procedure to measure how well a result may be replicable at least
for what has been called exact replication (Cumming, 2008). Even
if ideally it does not address reproducibility of the main finding
when minor variations are introduced, exact replication refers to
replication where all the conditions of the original experiment are
maintained. As cross validation consists in evaluating models on
a hold-out set of experimental examples, this set do not differ
from the examples used for model development. While cross
validation does not prevent the model to overfit, it still estimates
the true performance.

In order to avoid overfitting, cross validation regards a
compulsory step in ML analysis but its use is very limited in
the analysis of psychological experiments. There are a number
of different cross validation procedure but one which guarantees
good result is the so called stratified 10-fold cross validation. In
order to develop models able to generalize new data (unseen data)
a good procedure envisages to: (1) remove the 20% of the data for
validation; (2) run 10-fold cross validation on the remaining 80%
with the aim to select optimal parameters; (3) train model with
all 80% of the data with optimal parameters; (4) test the model
on the 20% validation set. The result of step 4 will be the best
approximation to exact replication of the experiment.

A special case of n-fold cross validation is the LOOCV (Cawley
and Talbot, 2010) a method of choice in imaging studies with
clinical samples (Orrù et al., 2012). In LOOCV, the statistical
model is developed using only n-1 examples and tested on the
remaining one exemplar. The procedure is repeated rotating
systematically the left out case and the final out-of-sample
classification error estimate is derived from the average error
of the n-1 models.

When running a cross validation, special care is needed to
control information leakage which is one of the reasons why
cross validation goes wrong. For example, selecting a subset of
predictors before cross validation is a form of leaking knowledge
that reduces generalization.

Most psychometric investigations do not address the problem
of generalization outside the sample used to develop the model.
Clearly, avoiding cross validation yields inflates results, which
are over optimistic and may not replicate when the model is
applied to out-of-sample data. Similar results have been recently
reported by Bokhari and Hubert (2018). The authors reanalyzed
the results of the MacArthur Violence Risk Assessment Study
using ML tree models and cross validation. Also Pace et al.
(2019), in discussing the results of the B test (a test for
detecting malingered cognitive symptoms), similarly observed
that a decision rule developed on the whole dataset yielded a
classification accuracy of whole dataset 88% but using LOOCV
the expected accuracy drops to 66%.

Working Example: ML Analysis on Millon
Clinical Multiaxial Inventory (MCMIIII)
The example below (Table 1) regards the psychometric
identification of malingering (Sartori et al., 2016, 2017).
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FIGURE 1 | 10-fold cross validation.

The dataset analyzed here consists in the raw scores on the
personality questionnaire MCMI-III that was used to predict
whether the test was collected in one of two settings. Both
groups are low credibility groups, the first are fake good
suspects (they have advantages from denying psychopathology)
while the second are fake bad suspects (they have advantages

TABLE 1 | ML analysis conducted on 186 participants tested with the MCM III.

Stratified Model overfitting

Cross holdout training minus

Training set validation test set stratified holdout

Classifier (n = 186) (n = 186) (n = 62) test accuracy

Naive Bayes 67% 65% 66% 1%

Logistic 75% 62% 58% 17%

SVM 74% 70% 67% 7%

Knn 79% 70% 64% 15%

OneR 70% 62% 67% 3%

CART 93% 62% 61% 32%

Random forest 100% 66% 64% 36%

Neural network 96% 66% 69% 27%

(Averaging) 81.6% 65.4% 65.3% 0.1%

(12.7) (3.33) (3.37)

Ensemble learner 80.6% 67.7% 69.4% 1.7%

Half of the participants belonged to the Fake-Good group and Half to the
Fake-Bad group. A stratified holdout test set (n = 62) was used to evaluate
the generalization/replicability of the predictions. Note how the 10-fold cross
validation conducted on the training data (n = 186) is a good approximation of
the performance on the holdout test set (n = 62). The ensemble model performed
slightly better than the performance of the constituents ML models.

from doctoring a get-out-of-jail psychopathology). One group
was administered the test for a psychological assessment
for reinstatement of driving license and child custody court
assessment (n = 93) while the fake bad group included cases
involved in a criminal trial who underwent a mental insanity
assessment (n = 93). Input were a total of 27 MCMI-III scores,
which were used to predict whether the test results were drawn
from a Fake good setting or Fake bad, setting. To check the level
of replicability, models were tested on 62 new cases extracted,
as a first step of the procedure, from the original sample of
186+ 62 cases1.

As seen above, if a model is developed on all the available data
then the final accuracy will be an over optimistic estimate that
is not confirmed when the model is tested on previously unseen
data (out-of-sample dataset).

From the inspection of the above reported table it appears that:

– Developing the model on all the available training data
leads to an accuracy which is not replicated on the test set
(average; 81.6 vs. 65.3%).

– The 10-fold cross validation leads to accuracy estimates
that correspond to that obtained on the test set. Exact
replication on the test set show that the 10 fold cross
validation does not lead to an overly optimistic estimate.
In short, models developed with cross validation replicate
well (see also Koul et al., 2018).

– There is no clear winner among the classifiers. Very simple
classifiers (in terms of parameters that require estimation)

1All the analysis reported here were done in WEKA (Hall et al., 2009), one of the
open sourced code-free ML tools available. Other no-code GUI-based software
packages are: ORANGE, KNIME and for deep learning Uber’s LUDWIG.
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give comparable results to more complex models (compare
Naive Bayes and Knn versus Random Forest and Multilayer
Neural Network).

– The ensemble of many classifiers performs well on new
data and therefore replicates well on fresh new data.

– Some very complex models with many parameters to
estimate show extreme overfitting (Random Forest and
Multiplayer Neural Network). For example, a Random
Forest model developed on the training set yielded a
perfect classification (100% accurate) while after a 10-
fold cross validation accuracy drops to 66 and 64% on
the stratified holdout test set. On the same data the
figures for a Multilayer Neural network were 96% on the
total of the sample while the result drops to 66% after
a 10-fold cross validation which approximates well the
69% measured on the holdout test set. Cross validation
is therefore approximating results in exact replication
with high accuracy.

– Some very simple models (Naive Bayes) do not suffer much
from overfitting when trained without cross validation.

– Also decision rules (usually developed in psychological
test building for identifying test cut-off) when fine-tuned
without cross validation may heavily overfit. Note that
decision rules (e.g., OneR) are the method of choice in
most neuropsychological and personality tests; they are
simple, readily interpretable but they also need cross
validation because they also suffer from overfitting and
low replicability.

As regards to exact replicability, it has been noted that results,
analyzed with statistical inferences techniques, when replicated
show a reduced effect size. In short, an original experiment
with an effect size of d = 0.8 when replicated shows an effect
size d = 0.4. Repeated K-fold cross validation may derive a
distribution of measures generalization/replication.

Characteristics of the Dataset
High performance neural networks are trained with extremely
large dataset. For example a deep neural network with 152
layers and trained on a Imagenet dataset (n = 1.2 mn images)
has reduced to 3% the error in classifying images (He et al.,
2016). It has been well-established that for a given problem,
with large enough data, very different algorithms perform
virtually the same.

However, in the analysis of psychological experiments typical
number of data points is in the 100 range. Do ML classifiers
trained on such small dataset maintain their performance?

In order to evaluate the capacity of ML models to replicate
classification accuracies on small datasets, we ran a simulation
using the dataset used for the simulations reported in Table 1.
A total of 298 participants assessed in a low credibility setting
(124 in the fake good group and 124 in the fake bad group) were
administered the MCMI-III as a part of a forensic assessment.
The whole dataset was split into four stratified subsets (folds).
Each ML model was trained on one of these folds (using 10-fold
cross validation) and tested on the remaining three. The results
are reported in Table 2.

TABLE 2 | Different machine learning models trained using 10-fold cross
validation.

Max% diff

CV on Fold Tested on Tested on Tested on (average = 8.3%)

(a) Naive Bayes

Fold 1 = 68% Fold 2 = 73% Fold 3 = 68% Fold 4 = 66% 5%

Fold 2 = 69% Fold 1 = 65% Fold 3 = 66% Fold 4 = 66% 4%

Fold 3 = 69% Fold 1 = 63% Fold 2 = 73% Fold 4 = 66% 6%

Fold 4 = 65% Fold 1 = 65% Fold 2 = 66% Fold 3 = 63% 2%

(b) SVM

Fold 1 = 63% Fold 2 = 70% Fold 3 = 71% Fold 4 = 69% 8%

Fold 2 = 69% Fold 1 = 66% Fold 3 = 66% Fold 4 = 61% 8%

Fold 3 = 69% Fold 1 = 70% Fold 2 = 69% Fold 4 = 61% 8%

Fold 4 = 65% Fold 1 = 74% Fold 2 = 67% Fold 3 = 72% 9%

Max% diff

CV on fold Tested on Tested on Tested on (average = 9.5%)

(c) Random forest

Fold 1 = 62% Fold 2 = 69% Fold 3 = 67% Fold 4 = 58% 7%

Fold 2 = 72% Fold 1 = 66% Fold 3 = 64% Fold 4 = 67% 8%

Fold 3 = 71% Fold 1 = 69% Fold 2 = 67% Fold 4 = 56% 15%

Fold 4 = 63% Fold 1 = 66% Fold 2 = 71% Fold 3 = 64% 8%

Max% diff

CV on fold Tested on Tested on Tested on (average = 7%)

(d) Ensemble

Fold 1 = 65% Fold 2 = 67% Fold 3 = 69% Fold 4 = 61% 5%

Fold 2 = 69% Fold 1 = 64% Fold 3 = 65% Fold 4 = 63% 6%

Fold 3 = 68% Fold 1 = 65% Fold 2 = 74% Fold 4 = 60% 8%

Fold 4 = 63% Fold 1 = 71% Fold 2 = 69% Fold 3 = 72% 9%

Results are reported on testing a ML model on each of the four stratified folds
(using 10-fold cross validation) and tested on each of the remaining 3. Results of
three classifiers are reported as well as the results of an ensemble model built using
all the classifiers included in Table 1. The maximum error is reported as well as the
average error%. CV, cross validation.

As shown in Table 2 all the classifiers trained on a small
dataset of 62 cases (32 per each of the two categories) perform
well on each of the other test folds. Simple classifiers (e.g., Naive
Bayes) perform slightly less erratically across holdout folds than
more complex one (e.g., Random Forest). A good strategy in
developing ML models that replicates well is to train simple
classifiers or ensemble of classifiers rather than models with
many parameters.

Balanced Versus Unbalanced Datasets
and Priors
In all the examples reported above the number of cases for each
class was equal. Unbalanced datasets are usually a problem for
classifiers and usually performance of classifiers is generally poor
on the minority class. For this reason a number of techniques
have been developed in order to deal with unbalanced datasets.

Another problem often neglected is that the final accuracy
is the result not only of the accuracy of the model but also
depends on the prior probability of the class under investigation.
For example, if the prior probability of the class is 10% and the
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accuracy of classifiers trained on a balanced dataset is 90% the
actual probability that a case is correctly classified in the minority
class is 50% (of the 18 classified 9/18 will be correct).

Comparing Statistical Inferences With
Machine Learning Results
ML uses evaluation metrics mainly addressing accuracy in
classification such as Accuracy, area under the curve (AUC), etc.
By contrast, statistical metrics are different and more linked to
inference (p-values) and more recently focusing on reporting
effect sizes (e.g., Cohen’s d etc.).

One problem that requires to be addressed when
complementing statistical analysis with ML results is in
the comparison between the metrics used in statistics
(e.g., r, d, etc.) and the typical metrics used in ML (classification
accuracy, F1, AUC).

Salgado (2018) addressed the problem of translating
performance indicators from ML metrics and statistical metrics.
It has been shown that the most used ML evaluation metrics can
be mapped into effect size; for example, it has been shown that
an AUC = 0.8 corresponds to a Cohen’s d = 1.19. It is possible to
transform the accuracy results obtained from ML models to more
psychologically oriented effect size measures (Salgado, 2018).
It is worth noting, that a Cohen’s d of 0.8 is usually regarded
as large but, when translated to classification accuracy among
two categories, corresponds to an accuracy in classification of
71% due to an overlap between the two distributions of 69%.
Using results from Table 1 an out-of-sample accuracy of 65.3%
resulting from the averaging of various classifiers corresponds to
a Cohen’s d = 0.556, usually regarded as a medium effect (Cohen,
1977). However, an accuracy of 65.3% in distinguishing fake good
versus faked bad responders of MCM III is far from being of any
practical utility when applying the test at single subject level (as
in clinical usage of the test).

Model-Hacking in Machine Learning
One procedure which is believed to be at the origin of lack
of replicability in reporting experimental results, analyzed with
statistical inference, is the so called p-hacking (Nuzzo, 2014).

In ML analyses, there is a similar source of lack of replicability,
which could be called model hacking. If many models are tested
in order to report only the best model, we are in a condition
similar to p- hacking. In the example reported in Table 1, using
cross validation and reporting only the best performer among the
classifiers, in this case SVM, would have produced an accuracy
estimation in excess of 4.5% (SVM cross validation results = 70%;
average of all cross validation results = 65.5%).

In order to avoid model hacking, one strategy is to
verify that classification accuracy is not changing much
among different classes of classifiers (see Monaro et al.,
2018) as follows: if similar results are obtained by ML
models relying on radically different assumptions, we may
be relatively confident that the results are not dependent
on such assumptions. Additionally, model stability may be
addressed by combining different classifiers into an ensemble
classifier that indeed reduces the variance in out-of-sample

predictions and therefore gives more reliable predictions. Using
ensembles instead of specific classifiers is a procedure that
avoids model-hacking.

CONCLUSION

Academic psychologists have pioneered the contemporary
ML/deep learning development (Hebb, 1949; Rumelhart et al.,
1986) and cognitive theorists used connectionist modeling
in the field of reading, semantics, attention (Seidenberg,
2005) and frequently anticipated the now much spoken about
technology advancements in such fields such as Natural Language
Processing (e.g., Word2vec and Lund and Burgess, 1996) and
object recognition.

By contrast, ML/deep learning models used for cognitive theo-
rizing have been rarely used in the analysis of psychological
experiments and in psychometric test development (Mazza
et al., 2019). Classification of brain images (both functional
and structural) is a notable exception (Orrù et al., 2012;
Vieira et al., 2017).

We have highlighted, in this paper, the reasons why ML
should systematically complement statistical inferential analysis
when reporting behavioral experiments. Advantages derived
from using ML modeling in an analysis experimental results
include the following:

– generalization/replication of results to unseen data is
realistically estimated rather than optimistically inflated;

– n-fold cross validation guarantees replicable results also
for small datasets (e.g., n = 40) which are typical in
psychological experiments;

– practical and clearly understandable metrics (e.g., out-
of-sample accuracy) are reported, rather than indirect
inferential measures;

– personalized predictions at single subject level (specific
single subjects estimations may be derived also when there
are numerous predictors) and subjects which are classified
erroneously may be individually analyzed;

– more realistic estimate about the utility of a
diagnostic procedure.

Known potential pitfalls of ML data analysis that may obstacle
a more extensive use of the ML methods are:

– model hacking. When only the single best performer model
is reported rather than a variety of models with differing
theoretical assumptions. Model hacking may lead to an
overestimation of replicable results. A remedy against
model hacking consists in reporting many ML models or
ensemble models;

– lack of interpretability. Usually maximum accuracy
in prediction is achieved with highly complex non-
interpretable models such as XGboost, Random Forest
and Neural Networks. This is probably the single most
important problem in clinical applications where the
clinician needs a set of workable rules to drive the
diagnosis. To tamper the problem it may be useful to

Frontiers in Psychology | www.frontiersin.org 8 January 2020 | Volume 10 | Article 2970104

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-10-02970 December 30, 2019 Time: 16:53 # 9

Orrù et al. Machine Learning in Psychometrics and Psychological Research

report simple decision rules that may help in evaluating
the cost of non-interpretability (accuracy achieved with
simple interpretable models as compared to maximum
accuracy achieved by complex less interpretable models).
Interpretability is important in clinical setting where
clinicians need simple and reliable decision rules (see
Figure 3 in Mazza et al., 2019).
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DscoreApp: A Shiny Web Application
for the Computation of the Implicit
Association Test D-Score
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Several options are available for computing the most common score for the Implicit

Association Test, the so-called D-score. However, all these options come with some

drawbacks, related to either the need for a license, for being tailored on a specific

administration procedure, or for requiring a degree of familiarity with programming. By

using the R shiny package, a user-friendly, interactive, and open source web application

(DscoreApp) has been created for the D-score computation. This app provides different

options for computing the D-score algorithms and for applying different cleaning criteria.

Beyond making the D-score computation easier, DscoreApp offers the chance to have

an immediate glimpse on the results and to see how they change according to different

settings configurations. The resultingD-scores are immediately available and can be seen

in easy-readable and interactive graphs, along with meaningful descriptive statistics.

Graphical representations, data sets containing the D-scores, and other information

on participants’ performance are downloadable. In this work, the use of DscoreApp is

illustrated on an empirical data set.

Keywords: implicit association test, implicit measures, shiny, web application, D-score, user-friendly, social

cognition

1. INTRODUCTION

The Implicit Association Test (IAT; Greenwald et al., 1998) is one of the most common measures
for assessing the strength of automatically activated associations between concepts. The resistance
to self-presentation strategies (Egloff and Schmukle, 2002; Greenwald et al., 2009) and its ease
of adaptation to different topics (Zogmaister and Castelli, 2006) make the IAT broadly used in
studies on various issues, ranging from consumers behaviors (e.g., Karnal et al., 2016) and addiction
behaviors (e.g., Chen et al., 2018) to self–esteem (e.g., Dentale et al., 2019) and personality traits
(e.g., Steffens, 2004). Given its ability of overcoming self–presentation biases, the IAT finds many
applications in social cognition studies, where it is employed for assessing implicit attitudes toward
different social groups (e.g., Anselmi et al., 2015).

A convenient measure of the strength and direction of the implicit association assessed by the
IAT is the D-score algorithm (Greenwald et al., 2003), for which different variations are available.
The differences between each of the algorithms mainly concern the treatment for error and fast
responses, while the core procedure for its computation is the same.

Despite many options are available for the D-score computation, like SPSS syntaxes, R packages,
Inquisit scripts, they all come with some drawbacks. The use of SPSS syntaxes requires the SPSS
license, programming skills are required for using R packages, and Inquisit scripts are tailored
on Inquisit administration procedure. The aim of this study is to present an interactive Web
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Application for the computation of the D-score able to
combine an easy and intuitive User Interface (UI) with
the computational power of R, while being completely
Open Source.

2. THE IMPLICIT ASSOCIATION TEST—IAT

The IAT procedure (depicted in Table 1) is typically composed of
seven different blocks, and is based on the speed and accuracy
with which different type of stimuli (appearing sequentially
at the center of the screen) are sorted in their reference
categories (displayed at the top corners of the screen). Three
blocks (Blocks 1, 2, and 5) are practice blocks, in which
either object stimuli (e.g., images of flowers and insects in
a Flowers-Insects IAT) or attribute stimuli (e.g., Positive and
Negative words) are sorted in their reference categories. In
the first associative condition (Blocks 3 and 4), flowers images
and positive words are mapped with the same response key,
while insects images and negative words are mapped with
the opposite response key. In the second associative condition
(Blocks 6 and 7), the labels for categorizing flowers and insects
stimuli switch their positions on the screen. Thus, flowers
images and negative words are mapped with the same response
key, and insects images and positive words are mapped with
the other response key. The categorization task is supposed
to be easier in the condition consistent with respondents’
automatically activated association (the so-called “compatible
condition”) than in the condition against their automatically
activated association (the so-called “incompatible condition”).
In a more general fashion, the two associative conditions can
be arbitrarily identified as Mapping A (e.g., Blocks 3 and
4) and Mapping B (e.g., Blocks 6 and 7). The difference
between respondents’ performance in the two conditions results
in the IAT effect that can be easily interpreted by means of
the D-score.

The IAT administration procedure might include a
feedback strategy, for which a red cross appears on the
screen every time a stimulus is incorrectly categorized.
Participants are then asked to correct their response to continue
the experiment.

TABLE 1 | IAT blocks and conditions, adapted from Greenwald et al. (2003).

Block Function Left key Right key

B1 Practice Flowers Insects

B2 Practice Good Bad

B3 Practice Mapping A Flowers + Good Insects + Bad

B4 Test Mapping A Flowers + Good Insects + Bad

B5 Practice Insects Flowers

B6 Practice Mapping B Insects + Good Flowers + Bad

B7 Test Mapping B Insects + Good Flowers + Bad

The presentation order of the critical blocks B3 and B4 and the critical blocks B6 and B7

is counterbalanced across participants.

2.1. The D-Score
The D-score algorithms result from the combination of the
various error correction and lower tail treatment strategies
(“Error inflation” and “Lower tail treatment” in Table 2).

Grounding on the IAT administration procedure, the error
correction may apply either a built-in or an ex post correction.
In the former case (D1 andD2), the response time considered for
theD-score computation is the time at the first incorrect response
increased by the time required to correct it. In the latter case (D3,
D4, D5, and D6), the error response is replaced by the average
response time of the block in which the error occurred, increased
by a fixed penalty (i.e., either 600 ms or two times the standard
deviation of the block response time). The D-score algorithms
differ also according to the lower tail treatment, which concerns
the decision to discard fast trials (< 400 ms) or not. Once the
treatments for the error and fast responses have been applied
according to the chosen algorithm, the D-score can be computed.
Firstly, the D-scores for associative practice blocks (Equation 1)
and associative test blocks (Equation 2) are computed:

Dpractice =
MB6 −MB3

sdB6, B3
, (1)

and

Dtest =
MB7 −MB4

sdB7, B4
. (2)

In both cases, the difference in the average response times
between the two critical blocks is divided by the standard
deviation computed on the pooled trials of both blocks. Once the
D-scores for practice and test blocks are obtained, it is possible to
compute the actual D-score:

D-score =
Dpractice + Dtest

2
. (3)

The blocks order in Equations (1) and (2) is arbitrary, and can
be reversed. The interpretation of the D-score clearly follows the
order with which the subtraction between the blocks is computed.
For instance, if the D-score of the Flowers-Insects IAT illustrated
in Table 1 is computed following the blocks order in Equation 1
(MB6 − MB3) and Equation 2 (MB7 − MB4), a positive score

TABLE 2 | Overview of the D-score algorithms.

D-score Error inflation Lower tail treatment

D1 Built-in correction No

D2 Built-in correction Delete trials < 400 ms

D3 Mean (correct responses) + 2 sd No

D4 Mean (correct responses) + 600 ms No

D5 Mean (correct responses) + 2 sd Delete trials < 400 ms

D6 Mean (correct responses) + 600 ms Delete trials < 400 ms

For all the algorithms, trials with a latency >10,000 ms are discarded. Trials from Blocks

3, 4, 6, and 7 are used for computing the D-score. Practice blocks (i.e., Blocks 1, 2, and

5) are discarded.
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would stand for a possible preference for flowers over insects
(that is, faster responses would have been observed in B3 and
B4 compared with B6 and B7). Vice versa, if the order of the
blocks in Equation 1 and in Equation 2 is reversed (MB3 − MB6

andMB4 −MB7, respectively), a positive score would stand for a
possible preference for insects over flowers.

Several options (illustrated in Table 3) are available for
computing the D-score, namely Inquisit scripts, SPSS syntaxes,
and R packages.

Inquisit scripts are probably the most straightforward way for
obtaining the D-score since they compute it right after the IAT
administration procedure and store the result along with other
information on participants’ performance (e.g., response time
for each IAT trial, correct and incorrect responses). Nonetheless,
these scripts work only when associated with the Inquisit
administration procedure, and they can compute just one of the
availableD-score algorithms. Finally, Inquisit requires a license to
be used.

SPSS syntaxes provides several information on participants’
performance, and they are not tied to a specific administration
software. Nonetheless, their use requires a certain degree of
expertise with SPSS language, and SPSS license.

R provides the open-source alternative to both Inquisit scripts
and SPSS syntaxes. Both IATanalytics and IATScore
packages by Storage (2018a) and Storage (2018b) provide
the users with just the function for computing the D-score.
IATScore gives the chance to compute the score also for
Brief-IAT (B-IAT; Sriram and Greenwald, 2009). Both IAT and
IATScores provide functions for cleaning the original data
set, for plotting the data, and for computing the different D-
score algorithms. So far, only IATScores has built-in functions
for computing IAT reliability (i.e., split–half and the test–retest
IAT reliability).

Regardless of the specific R package one wants to use, the
data preparation is not straightforward and easy. For some of
the packages (e.g., IATanalytics), the columns identifying
the variables for the computation of the D-score have to follow
a specific order, otherwise the computation will fail. Also
the coding of the variables might result counterintuitive: For
example, in IAT package, error responses have to be coded
as 1 and correct responses have to be coded as 0. Moreover,
in both IATanalytics and IATScore it is possible to
compute the D-score for just one participant at a time, and

TABLE 3 | Overview of the available options for computing the D-score.

Open

source

Programming

skills

Multiple

D-score

Plot Reliability

SPSS syntaxes No A bit Yes No No

Inquisit scripts No No No No No

IATanalytics Yes Yes Not clear No No

IATScore Yes Yes Not clear No No

IAT Yes Yes Yes Yes No

IATScores Yes Yes Yes Yes Yes

R packages are reported in bold.

it is not well specified which D-score is computed. None of
the above mentioned options provides the users with graphical
representations of the D-scores.

An interactive tool able to combine a user–friendly interface
with the computational power of R and its open source
philosophy could represent an optimal solution for the D-
score computation, also for researchers with no experience with
coding. Additionally, this tool might be of convenience for
researchers more experienced in coding and data analysis that
want to obtain a quick overview of IAT results.

In the next sections, the functioning of DscoreApp is
illustrated through a practical example.

3. THE CHOCOLATE-IAT DATA SET

Data comes from the responses of 152 participants (F = 63.82%,
Age = 24.03 ± 2.82) to a Dark-Milk Chocolate IAT. This IAT
was developed for the assessment of dark and milk chocolate
implicit preference. It followed the structure depicted in Table 1.
The two critical conditions were made out of 60 trials each (i.e.,
20 trials in each associative practice block and 40 trials in each
associative test block). The associative condition in which Milk
chocolate was associated with negative words and Dark chocolate
was associated with positive words was identified as Mapping
A (i.e., .Milkbad in Figure 1). Vice versa, the associative
condition in which Dark chocolate was associated with negative
words andMilk chocolate was associated with positive words was
identified as Mapping B (i.e., .Milkgood in Figure 1). In case
of an erroneous stimulus categorization, participants received no
feedback. Results obtained from this data have been previously
published in Epifania et al. (in press).

4. DSCOREAPP

DscoreApp was developed in R (R Core Team, 2018) by using
shiny (Chang et al., 2018) and shinyjs (Attali, 2018)
packages. DscoreApp can be retrieved at the URL: https://fisppa.
psy.unipd.it/DscoreApp/, and its source code is available on
GitHub. DscoreApp is platform independent, and is distributed
under a MIT license. The UI is designed to be as clear and
straightforward as possible, and the pop–up menus for the
different functions are meant to make the use of the app more
intuitive and interactive. The app is organized in different panels
(i.e., “Input,” “Read me first,” “D-score results,” and “Descriptive
statistics”) that will be presented in the next sections.

4.1. Read Me First Panel
The “Read Me First” panel includes important information
regarding the app functioning. The interactive structure allows
the users to jump directly to the instructions section they are
interested in, making the information on the different app
functions easily accessible. The Download Template button can
be used to download a CSV template suggested for using the
app. However, it is not strictly necessary to use the provided
CSV template, or to specify the variables in the same order as
in the template. As long as the uploaded file is in a CSV format
(with comma set as separator) and contains the variables for
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FIGURE 1 | Input panel. (A) Data correctly uploaded. (B) Data ready for computation.

the D-score computation with the same names as the variables
in the CSV template, the app will work. Specifically, the data
frame must contain a variable identifying participants’ IDs
(participant), the labels identifying the four critical blocks
of the IAT (block), the latency of the responses expressed
in milliseconds (latency), and the variable identifying the
accuracy responses (correct).

The pure practice blocks (Blocks 1, 2, and 5) must be
removed before using the app. If they are not removed,
the app will throw an error. The block variable must be
a character string that uniquely identify the four critical
blocks of the IAT. This variable contains the information
for distinguishing between the practice and test blocks of
the two mapping conditions, such as “practiceMappingA,”
“praticeMappingB,” “testMappingA,” and “testMappingB.” The
specific name of each level is not important, as it is not
important the order with which they have been presented
to participants. In case the blocks labels are not unique, the

app will throw an error. If the IAT administration procedure
included a built-in correction, the latency variable must
contain the already inflated response times. Otherwise, it must
contain the raw response times. Finally, the correct variable
must be a numeric variable with just two possible values,
namely 0 identifying incorrect responses and 1 identifying
correct responses. Usually, accuracy responses are automatically
coded as 0 for incorrect and 1 for correct responses by the
software for the IAT administration, unless otherwise specified
by the users.

The “Read me first” panel also provides information about
the different D-score algorithms, the blocks order for the D-
score computation (i.e., MappingB − MappingA), and the
downloadable file that can be retrieved at the end of the
computation. Further details on the downloadable file are given
in Section 4.5. The blocks order for the D-score computation can
be changed by reversing the Mapping A and Mapping B labels
(see section 4.2).
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4.2. Input Panel
In the starting state of the app, none of the buttons are enabled,
and the input drop-down menus for labeling the blocks are
empty. The app comes with a toy data set that can be used to
familiarize with the app functions, and that can be uploaded
by clicking on the checkbox Race IAT dataset. Users can
upload their own data by means of the Browse button.

Two different states of the “Input Panel” are illustrated
in Figure 1.

Figure 1A depicts the app state when the data set has been
correctly uploaded and read by the app. The name of the
uploaded file and its extension appear right next to the Browse
button. The labels of the four different blocks, as they are named
in the data frame, are shown into their—alleged—positions (i.e.,
“MappingA practice block label,” “MappingA test block label,”
“MappingB practice block label,” “MappingB test block label” in
Figure 1A). In case the uploaded data set has some problems,
like it uses another column separator than the comma, the
app will not be able to distinguish between the columns, and
the drop-down menus for the assignment of the blocks labels
will be empty. Users can redefine the labels for each block by
clicking and selecting from the drop-down menus. To reverse

the direction of the D-score, and hence the interpretation of
its meaning, users can switch the labels for Mapping A and
Mapping B. The Prepare Data button becomes active when
the data are correctly uploaded and the labels for each level of
the IAT blocks are defined. Once the Prepare Data button has
been clicked and data are ready for the D-score computation,
the alert message “Waiting for data” becomes “Data are ready,”
and the Select your D drop-down menu is enabled (Figure 1B).
A brief description of the D-score algorithms is given next to
each option.

The IAT administration procedure of the example data set did
not include a built-in correction strategy, and hence a D-score
algorithm with an ex post strategy for the error responses was
chosen, specifically theD3 one. Since the default direction for the
D-score computation is (MappingB−MappingA), positive scores
stand for faster response times in associating Milk chocolate with
negative words and Dark chocolate with positive words.

The Calculate & Update button and the Graphic display

options become active after a D-score has been selected, as well as
theAccuracy cleaning option and the Fast participants cleaning
option. The Accuracy cleaning option refers to the elimination
of participants with an high percentage of incorrect responses in

FIGURE 2 | Results panel.
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at least one of the two associative conditions, either Mapping A
or Mapping B (Nosek et al., 2002). The default threshold is set
at 25%, and participants with an error percentage exceeding this
threshold are discarded. Users can modify the default threshold

via the Error percentage option (active only when the “Yes”
option of Accuracy Cleaning is selected). The Fast participants
cleaning refers to the elimination of participants with more than
10% of trials with responses faster than 300 ms (Greenwald

FIGURE 3 | Shiny App graphical representations. (A) Points (default). (B) Histogram. (C) Density. (D) Histogram and Density.

FIGURE 4 | Area highlighter for detecting participants’ D-score.
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et al., 2003). If one of these options is selected, the results
of the participants meeting these elimination criteria are not
displayed in the “D-Score results” panel, but their D-scores, and
the information on their performance, will still be available in the
downloadable file.

The Download button is enabled after the first D-score
is computed.

4.3. D-Score Results Panel
When theCalculate &Update button is clicked, results appear in
the “D-score results” panel (Figure 2). The Calculate & Update

button must be clicked every time users want to make a settings
change effective, otherwise the app will not be updated.

Despite not shown in Figure 2, the “Input Panel” remains
visible on the left side, so that users can constantly check the
specific configuration for the computation of the D-score.

The first object appearing in this panel is the graphical
representation of the results, for which various options
are available (“Points,” “Histogram,” “Density,” “Histogram +
Density,” see section 4.3.1 for further details). The functioning
of the Points and Area boxes is illustrated in section 4.3.1 as
well. The default graph appearing is a points graph depicting each
participant’s D-score.

In the Summary box, the descriptive statistics (i.e.,Minimum,
First Quartile, Median, Mean, Third quartile, and Maximum)
of D-practice, D-test, and D-score are presented. The Trials
> 10, 000 ms box reports the number of trials discarded because
of a response time higher than 10,000 ms. If no trials meet this
elimination criterion, the message “None” is displayed. When
a D-score algorithm that eliminates trials faster than 400 ms
(i.e., D2, D5, D6) is selected, the Trials < 400 ms box
reports the number of discarded trials, otherwise the “Not
expected for this D” message is shown, as in the example.

Finally, the Practice-Test reliability box shows the
IAT reliability computed as the correlation between Dpractice and
Dtest across all participants (Gawronski et al., 2017).

Figure 2 depicts the app appearance when the default settings
are used (e.g., no participants are discarded, the plot of the D-
score is the default representation plot). However, users are given
the chance to customize the settings configuration for theD-score
computation, and the display of the results, according to various
criteria. For instance, if the Accuracy cleaning option is selected,
the box Accuracy deletion would appear, reporting the
number of participants with an error percentage higher than
the selected threshold (if any). Likewise, if the Fast participants
cleaning option is selected, the box Participants < 300
ms appears, reporting the number of participants with more than
10% of responses with latency faster than 300 ms (if any).

By looking at the graphical representation and the summary
statistics of the results, it pops out that respondents’ tended to
have a preference (dislike) for Milk (Dark) chocolate, since they
tended to be faster in Mapping B associative condition (i.e., the
condition in which Milk chocolate was associated with positive
words and Dark chocolate was associated with negative words).
Moreover, the majority of the D-scores tended to have a strong
effect (see section 4.3.1).

4.3.1. Graphic Display
DscoreApp provides the possibility to visually inspect theD-score
results (Figure 3), both at the individual level (Figure 3A) and
at the sample level (Figures 3B–D). The lines for interpreting
the D-scores effect sizes are drawn at ±0.15 (“slight”), at ±0.35
(“moderate”), and at ±0.65 (“strong”), consistently with the
guidelines in Project Implicit Website.

Users can customize the graphs to have a better inspection
of the results. For instance, in the point graph participants

FIGURE 5 | Descriptive statistics panel.
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order can be arranged by changing the options in the Point

graph drop-down menu. The default representation (“None”)
follows the order participants had in the original data frame,
while the “D-score: Increasing” and “D-score: Decreasing”
options arrange participants by increasing or decreasing D-
score, respectively. In the graphs including the histogram
representation (Figures 3B,D), users can set the number of
displayed bins by means of a slider, which appears only when
either the “Histogram” or the “Histogram + Density” options
are selected.

Graphical representation is a convenient way for inspecting

the results, particularly for identifying extreme scores. However,

it might be difficult to pinpoint a particular score in the graph,
and then to link it to the corresponding participant in the

data set. DscoreApp provides two useful and handy tools for
linking specific points or area of the graphs to the corresponding

participants and their D-scores. By clicking on a point in

the points graph, the ID and the D-score of the participant
corresponding to that point will appear in the Point box. By
selecting an area in any of the graphs, the IDs and D-scores of the
participants in the selected area will appear in the Area box.

All the graphs are downloadable by clicking on theDownload

graph button, which will be active only after the first graph is
displayed. The default name of the graph will contain the type
of graph and the specific D-score it shows. In the example in

Figure 2, the default name will be “PointDefaultDscore3.pdf.” All
the graphs have a.pdf extension.

In the depicted example, five participants showed aD-score far
from other participants’ D-scores. By using the area highlighter,
as illustrated in Figure 4, it is possible to immediately and
conveniently identify the IDs of these participants (see Area
box in the figure), and to check for any particular response
pattern resulting in these scores in the original data set. Within
these five participants, it is possible to note that there is also
the participant obtaining the maximum D-score of the sample,
namely Participant 31 (see Summary box in Figure 2).

4.4. Descriptive Statistics Panel
Figure 5 depicts the appearance of the “Descriptive
statistics” panel.

The average response times and the proportion of correct
responses in each of the mapping conditions and blocks
of the IAT are reported. MappingA and MappingB
include all the trials in both practiceMappingA
and testMappingA and practiceMappingB and
testMappingB, respectively. Practice blocks trials
(practiceMappingA and practiceMappingB) compose
practice, while test blocks trials (testMappingA and
testMappingB) compose test. All the other categories
(i.e., practiceMappingA, practiceMappingB,

TABLE 4 | Content of the Downloadable File.

Variable Content

participant Participants’ IDs.

n_trial Number of IAT trials (before data cleaning).

slow10000 Number of trials with latency > 10, 000 ms.

num.300 Number of trials with latency < 300 ms.

num.400 Number of trials with latency < 400 ms.

mean.tot Average response time across all blocks.

p_correct_block.practice.MappingA Proportion of correct responses in practice block of Mapping A.

p_correct_block.practice.MappingB Proportion of correct responses in practice block of Mapping B.

p_correct_block.test.MappingA Proportion of correct responses in test block of Mapping A.

p_correct_block.test.MappingB Proportion of correct responses in test block of Mapping B.

p_correct_bpool.practice Proportion of correct responses in practice blocks (practiceMappingA

and practiceMappingB).

p_correct_bpool.test Proportion of correct responses in test blocks (testMappingA and

testMappingB).

prop_correct_cond_MappingA Proportion of correct responses in Mapping A.

prop_correct_cond_MappingB Proportion of correct responses in Mapping B.

p_correct_tot Overall proportion of correct responses.

d_practice.# D-score for the practice blocks.

d_test.# D-score for the test blocks.

dscore.# D-score.

cond_ord Order of presentation of the two associative conditions (i.e.,

MappingA_first or MappingB_first).

LegendMappingA Users’ data set labels for Mapping A (e.g.,

practiceMappingA_and_testMappingA).

LegendMappingB Users’ data set labels for Mapping B (e.g.,

practiceMappingB_and_testMappingB).
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testMappingA, and testMappingB) are composed by
their respective number of trials in users’ original data set.

The descriptive statistics are computed on the same data set
on which the D-score is computed. For instance, if a D-score
algorithm with the lower tail treatment is selected, the descriptive
statistics are computed without considering the discarded trials.
Likewise, if participants cleaning is selected, the descriptive
statistics will not include the discarded participants.

4.5. Downloadable File
At the end of the computation, users can download a CSV file
containing the last computed D-score. The default name of the
file will contain the number of the selected D-score algorithm.
The variables contained in the downloadable file are illustrated
in Table 4.

The value in each column refers to the observed value for each
participant. The # represents the number corresponding to the
selected D-score algorithm.

In the depicted example, the default file name will be
“ShinyAPPDscore3.csv.”

5. FINAL REMARKS

The user-friendly and intuitive interface of DscoreApp makes
its use straightforward, with no need for programming skills.
Furthermore, the preparation of the data set for the analyses does
not require any particular software or skill.

Beyond making the D-score computation easier, DscoreApp
provides unique features that are not accessible with the available
options for the D-score computation. First, DscoreApp provides
the ability to immediately see the results and how they change
in response to users’ configurations. Additionally, since all the
important information on participants performance and IAT
functioning are available at the same time (e.g., D-scores, number
of fast trials, IAT reliability), this app allows for grasping a
complete overview of the functioning of the IAT. For instance,

it allows for an immediate glimpse of how fast trials or inaccurate
participants influence the results, and to identify critical aspects
of the IAT that might deserve further investigation. Moreover,
the preparation of the data set itself is particularly easy: Users will
just have to eliminate the pure practice blocks and to rename the
columns according to the instructions.

The downloadable file contains all the information that might
be needed for further analysis on the IAT, or for plotting the
results according to users’ needs.

DscoreApp is constantly updated by the Authors, and new
functions that are not present in this paper might be available
in the future (e.g., other IAT reliability indexes). DscoreApp has
been tested on several browsers (i.e., Google Chrome, Safari,
Firefox, and Internet Explorer), and it has been found to have
a reliable functioning. Problems encountered when using these
browsers might be attributable to browsers security settings
and/or poor internet connection.
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In the past two decades, psychological science has experienced an unprecedented

replicability crisis, which has uncovered several issues. Among others, the use and

misuse of statistical inference plays a key role in this crisis. Indeed, statistical inference

is too often viewed as an isolated procedure limited to the analysis of data that

have already been collected. Instead, statistical reasoning is necessary both at the

planning stage and when interpreting the results of a research project. Based on these

considerations, we build on and further develop an idea proposed by Gelman and Carlin

(2014) termed “prospective and retrospective design analysis.” Rather than focusing

only on the statistical significance of a result and on the classical control of type I and

type II errors, a comprehensive design analysis involves reasoning about what can be

considered a plausible effect size. Furthermore, it introduces two relevant inferential risks:

the exaggeration ratio or Type M error (i.e., the predictable average overestimation of

an effect that emerges as statistically significant) and the sign error or Type S error

(i.e., the risk that a statistically significant effect is estimated in the wrong direction).

Another important aspect of design analysis is that it can be usefully carried out both

in the planning phase of a study and for the evaluation of studies that have already

been conducted, thus increasing researchers’ awareness during all phases of a research

project. To illustrate the benefits of a design analysis to the widest possible audience,

we use a familiar example in psychology where the researcher is interested in analyzing

the differences between two independent groups considering Cohen’s d as an effect

size measure. We examine the case in which the plausible effect size is formalized as a

single value, and we propose a method in which uncertainty concerning the magnitude

of the effect is formalized via probability distributions. Through several examples and an

application to a real case study, we show that, even though a design analysis requires

significant effort, it has the potential to contribute to planning more robust and replicable

studies. Finally, future developments in the Bayesian framework are discussed.

Keywords: prospective and retrospective design analysis, Type M and Type S errors, effect size, power,

psychological research, statistical inference, statistical reasoning, R functions
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“If statisticians agree on one thing, it is that scientific inference

should not be made mechanically.”

Gigerenzer and Marewski (2015, p. 422)

“Accept uncertainty. Be thoughtful, open, and modest. Remember

‘ATOM’.”

Wasserstein et al. (2019, p. 2)

1. INTRODUCTION

In the past two decades, psychological science has experienced
an unprecedented replicability crisis (Ioannidis, 2005; Pashler
and Wagenmakers, 2012; Open Science Collaboration, 2015)
that has uncovered a number of problematic issues, including
the adoption of Questionable Research Practices (John et al.,
2012) and Questionable Measurement Practices (Flake and
Fried, 2019), the reliance on excessively small samples (Button
et al., 2013), the misuse of statistical techniques (Pastore
et al., 2019), and the consequent misleading interpretation and
communication of research findings (Wasserstein et al., 2019).

Whereas some important reasons for the crisis are intrinsically
related to psychology as a science (Chambers, 2019), leading to a
renewed recommendation to rely on strong and well-formalized
theories when planning a study, the use of statistical inference
undoubtedly plays a key role. Specifically, the inferential
approach most widely used in psychological research, namely
Null Hypothesis Significance Testing (NHST), has been strongly
criticized (Gigerenzer et al., 2004; Gelman, 2018; McShane et al.,
2019). As a consequence, several alternative approaches have
received increasing attention, such as the use of Bayes Factors for
hypothesis testing and the use of both Frequentist and Bayesian
methods to estimate the magnitude of the effect of interest with
uncertainty (see Kruschke and Liddell, 2018, for a comprehensive
historical review).

In the current paper, we focus on an upstream—but still
neglected—issue that is unrelated to the approach chosen by
the researcher, namely the need for statistical reasoning, i.e.,
“to reason about data, variation and chance” (Moore, 1998,
p. 1253), during all phases of an empirical study. Our work
was inspired by the famous statistician Ronald Fisher (1890–
1962), who stated that, “To consult the statistician after an
experiment is finished is often merely to ask him to conduct
a post-mortem examination. He can perhaps say what the
experiment died of” (Fisher, 1938, p.17). Indeed, we argue that
statistical inference is too often seen as an isolated procedure
that is limited to the analysis of data that have already
been collected. In particular, we emphasize the non-trivial
importance of making statistical considerations at the onset of
a research project. Furthermore, we stress that, although Fisher
has ironically defined them as a “post-mortem examination,”
appropriate evaluations of published results can provide a
relevant contribution to the progress of (psychological) science.
The ultimate goal of this paper is to increase researchers’
awareness by promoting active engagement when designing
their research.

To achieve this goal, we build on and further develop an
idea proposed by Gelman and Carlin (2014) called “prospective

and retrospective design analysis,” which is virtually absent in
current research practice. Specifically, to illustrate the benefits
of design analysis to the widest possible audience, we use
a familiar example in psychology where the researcher is
interested in analyzing the differences between two independent
groups considering Cohen’s d (Cohen, 1988) as an effect
size measure.

In brief, the term design analysis has been proposed byGelman
and Carlin (2014) as a broader definition of power analysis—
a concept that in the statistical literature traditionally indicates
the determination of an appropriate sample size, at prespecified
levels of Type I and Type II errors and a “plausible effects size”
(Gigerenzer et al., 2004). Indeed, a comprehensive design analysis
should also explicitly consider other two inferential risks: Type
M error and Type S error. Type M error (where M stands for
magnitude) is also known as exaggeration ratio and indicates how
much a statistically significant effect is, on average, overestimated
in comparison to a “plausible effect size.” Type S error (where
S stands for sign) indicates the risk that a statistically significant
effect is estimated in the wrong direction. These two errors will
be further discussed in the subsequent paragraphs with several
examples. Notably, the estimation of these errors will require an
effort from psychologists to introduce their expert knowledge
and hypothesize what could be considered a “plausible effect
size.” As we will see later, a key aspect of design analysis is that
it can be usefully carried out both in the planning phase of a
study (i.e., prospective design analysis) and for the evaluation
of studies that have already been conducted (i.e., retrospective
design analysis).

Although the idea of a design analysis could be developed
within different inferential statistical approaches (e.g.,
Frequentist and Bayesian), in this paper we will rely on the
Neyman-Pearson (N-P) approach (Pearson and Neyman,
1928) as opposed to the widely used NHST. The rationale
for this choice is that, in addition to other strengths,
the N-P approach includes formalization of the Null
Hypothesis (i.e., the absence of an effect) like NHST, but
it also includes an explicit formalization of the Alternative
Hypothesis (i.e., the magnitude of the expected effect).
For a more comprehensive description of the difference
between N-P and NHST approaches, we refer the reader to
Gigerenzer et al. (2004).

In the next paragraphs, we will briefly review the main
consequences of underpowered studies, discuss two relevant
misconceptions concerning the interpretation of statistically
significant results, and present a theoretical framework for
design analysis, including some clarifications regarding the
concept of “plausible effect size.” In section 2, through
familiar examples within psychological research, the benefits
of prospective and retrospective design analysis will be
highlighted. In section 3, we will propose a specific method
that, by explicitly taking uncertainty issues into account,
could further assist researchers in evaluating scientific
findings. Subsequently, in section 4, a real case study will
be presented and analyzed. Finally, in section 5, we will
summarize the potentials, further developments, and limitations
of our proposal.
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To increase readability and ensure transparency of our work,
we also include two Appendices as Supplementary Material:

• Appendix A. A detailed description concerning the
computation and the interpretation of Cohen’s d.

• Appendix B. A brief explanation of the ad-hoc R (R Core
Team, 2018) functions used in the paper. Details on how to
reproduce the presented examples and on how to use our R
functions for other purposes are also provided. Furthermore,
the source code of our functions, PRDA.R, is freely available
at the Open Science Framework (OSF) at the link https://osf.
io/j8gsf/files/.

1.1. The Consequences of Underpowered
Studies in Psychology
In 1962, Cohen called attention to a problem affecting
psychological research that is still very much alive today (Cohen,
1962). Researchers seemed to ignore the statistical power of
their studies—which is not considered in NHST (Gigerenzer
et al., 2004)—with severe consequences for the robustness of
their research findings. In the N-P approach, the power of a
statistical test is defined as the probability that the test has to
reject the Null Hypothesis (H0) when the Alternative Hypothesis
(H1) is true. One of the problems with underpowered studies
is that the probability of finding an effect, if it actually exists,
is low. More importantly, if a statistically significant result
(i.e., “in general,” when the observed p-value is <0.05 and
consequently H0 is rejected; see Wasserstein et al., 2019) is
obtained in an underpowered study, the effect size associated
with the observed p-value might be “too big to be true”
(Button et al., 2013; Gelman and Carlin, 2014).

This inflation of the effect sizes can be seen when examining
results of replication projects, which are usually planned to
have higher power than the original studies. For example,
the Open Science Collaboration (2015, pp. 4–5) reported that
“Overall, original study effect sizes (M = 0.403, SD =
0.188) were reliably larger than replication effect sizes (M =
0.197, SD = 0.257),” and in the Social Science Replication
Project (Camerer et al., 2018, p. 637), “the effect size of the
replication was on average about 50% of the original effect
size.” These considerations contributed to the introduction in
the literature of the term “decline effect,” defined as “the notion
that science routinely observes effect sizes decrease over repeated
replications for reasons that are still not well-understood”
(Schooler, 2014, p. 579).

Given that underpowered studies are widespread in
psychology (Cohen, 1962; Sedlmeier and Gigerenzer, 1989;
Maxwell, 2004), the shrinkage of effect sizes in replications
could be partially explained by the fallacy of “what does not kill
statistical significance makes it stronger” (Loken and Gelman,
2017) and by the trap of the “winner’s curse” (Button et al., 2013).

1.2. The “What Does Not Kill Statistical
Significance Makes It Stronger” Fallacy
and the “Winner’s Curse” Trap
When a statistically significant result is obtained in an
underpowered study (e.g., power = 40%), in spite of the

low probability of this event happening, the result might be
seen as even more remarkable. In fact, the researcher might
think, “If obtaining a statistically significant result is such a
rare event, and in my experiment I obtained a statistically
significant result, it must be a strong one.” This is called the
“what does not kill statistical significance makes it stronger”
fallacy (Loken and Gelman, 2017). The reason why this is a
fallacy lies in the fact that it is possible to obtain statistical
significance due to the presence of many other factors that
are different from the presence of a real effect. The researcher
degrees of freedom, large measurement errors, and small sample
sizes all contribute to the creation of noise in the data,
thus inflating the perhaps true but small underlying effect.
Then, if the procedure used to analyze those data is only
focused on a threshold (like in NHST, with a conventional
significance level of 0.05), the noise in the data allows it to pass
this threshold.

In these situations, the apparent win in terms of obtaining
a statistically significant result is actually a loss; “the lucky”
scientist who makes a discovery is cursed by finding an inflated
estimate of that effect (Button et al., 2013). This is called
the “Winner’s curse,” and Figure 1 shows an example of this.
In this hypothetical situation, the researcher is interested in
studying an effect that can plausibly be of small dimensions, e.g.,
Cohen’s d of 0.20 (see Appendix A, for a detailed description
of the calculation and interpretation of Cohen’s d). If they
decide to compare two groups on the outcome variable of
interest, using 33 participants per group (and performing a
two-tailed test), they will never be able to simultaneously reject
H0 and find an effect close to what it is plausible in that
research field (i.e., 0.20). In fact, in this underpowered study
(i.e., based on a d of 0.20, the actual power is only 13%) all
the effects falling in the “rejection regions” are higher than
0.49 or smaller than −0.49, and 0.20 falls in the region where
the decision rules state that you cannot reject H0 under the
NHST approach, and that you can accept H0 under the N-
P approach.

FIGURE 1 | The Winner’s Curse. Hypothetical study where the plausible true

effect size is small (Cohen’s d = 0.20) and a two-tailed independent samples

t-test is performed with 33 people per group. In order to reject H0, the

researcher has to overestimate the underlying true effect, which is indicated by

the dashed vertical line. Note: the rejection regions of H0, given a significance

level of 0.05, lie outside the vertical black lines.
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1.3. Beyond Power: The Design Analysis
As we saw in the previous example, relying solely on the statistical
significance of a result can lead to completely misleading
conclusions. Indeed, researchers should take into account other
relevant information, such as the hypothesized “plausible effect
size” and the consequent power of the study. Furthermore, to
assist researchers with evaluating the results of a study in a
more comprehensive way, Gelman and Carlin (2014) suggested
that two other relevant types of errors should be considered in
addition to the traditional Type I and Type II errors, namely
Type M and Type S errors (see also Gelman and Tuerlinckx,
2000; Lu et al., 2019). Specifically, a Type M [magnitude] error
or exageration ratio can be viewed as the expected average
overestimation of an effect that emerges as statistically significant,
whereas a Type S [sign] error can be viewed as the probability
of obtaining a statistically significant result in the opposite
direction with respect to the sign of the hypothesized plausible
effect size.

Based on this consideration, Gelman and Carlin (2014)
proposed the term “design analysis” to broadly identify the
analysis of the properties of different studies, such as their
statistical power as well as Type M and Type S errors.
Moreover, as is shown in the next paragraph, in design
analysis particular emphasis is given to the elicitation and
formalization of what can be considered a plausible effect
size (see also paragraph 1.4) for the study of interest. In
this regard, it is important to make a clarification. Although
Gelman and Carlin (2014) developed a design analysis relying
on an unstandardized effect size measure (i.e., the difference
between two means), we have, in this paper, adapted their
method to deal with Cohen’s d, a standardized measure of
effect size that is more commonly used in psychology (see
Appendix A for more details on the reasons that motivated
this choice).

Given these premises, the steps to perform design analysis
using Cohen’s d as a measure of effect size can be summarized
in three steps:

1. A plausible effect size for the study of interest needs to
be identified. Rather than focusing on data at hand or on
noisy estimates of a single pilot study, the formalization of a
plausible effect size should be based on an extensive theoretical
literature review and/or on meta-analyses. Moreover, specific
tools (see for example Zondervan-Zwijnenburg et al., 2017;
O’Hagan, 2019; Zandonella Callegher et al., 2019) that allow
for the incorporation of expert knowledge can also be
considered to increase the validity of the plausible effect size
elicitation process1.

2. Based on the experimental design of the study of interest (in
our case, a comparison between two independent groups), a
large number of simulations (i.e., 100,000) will be performed
according to the identified plausible effect size. This procedure

1To obtain a more comprehensive picture of the inferential risks associated with

their study, we suggest that researchers inspect different scenarios according to

different plausible effect sizes and perform more than one design analysis (see for

example our application to a real case study in section 4).

serves to provide information about what to expect if the
experiment is replicated an infinite number of times and
assuming that the pre-identified plausible effect is true.

3. Given a fixed level of Type I error (e.g., 0.05), power as well
as type M and type S errors will be calculated. Specifically,
power will be estimated as the ratio between the number of
significant results obtained and the number of replicates (i.e.,
the higher the power, the higher the probability of detecting
the plausible effect). A Type M error will be estimated as
the ratio between the mean of the absolute values of the
statistically significant replicated effect sizes and the plausible
effect size. In this case, larger values indicate an expected large
overestimation of the plausible effect size. Type S error will
be the ratio between the number of significant results with
opposite signs with regard to the plausible effect size and the
total number of significant results. Put in other terms, a type S
error estimates the probability of obtaining a significant result
in the wrong direction.

Although the procedure may seem complex to implement,
we have here https://osf.io/j8gsf/files/ (see also Appendix B)
made available some easy-to-use R functions that allow others
to perform different types of design analysis, even for less
experienced users. The same functions will also be used in the
examples and application presented in this paper.

To get a first idea of the benefits of design analysis, let us re-
analyze the hypothetical study presented in Figure 1. Specifically,
given a plausible effect size equal to d = 0.20 and a sample size
of 33 participants per group, a design analysis will highlight the
following information: power = 13%, TypeM error = 3.11, and
Type S error = 2%. Despite the low power, which shows that
the study has only a 13% probability of detecting the plausible
effect size, a type M error explicitly indicates that the expected
overestimate of a result that will emerge as statistically significant
is around three times the plausible effect. Furthermore, given a
Type S error of 2%, there is also a non-negligible probability of
obtaining a significant result in the wrong direction. Overall, the
results of design analysis clearly tell the researcher that the study
of interest could provide very poor support to both the existence
and non-existence of a plausible effect size.

Another advantage of design analysis, which will be better
explored in the following sections, is that it can be effectively used
in the planning phase of a study, i.e., prospective design analysis,
as well as in the evaluation of already obtained study results, i.e.,
retrospective design analysis. For example, in prospective design
analysis, considerations concerning power as well as TypeM and
Type S errors could assist researchers in deciding the appropriate
sample size for detecting the effect of interest (if it actually
exists). In a retrospective design analysis, power as well as Type
M and Type S errors (always calculated using the theoretically
plausible effect size) can be used to obtain information about
the extent to which the results of the study could be exaggerated
and/or in the wrong direction. Most importantly, we believe that,
engaging in a retrospective design analysis helps researchers to
recognize the role of uncertainty and to make more reasonable
statistical claims, especially in those cases at risk of falling in the
aformentioned “Winner’s Curse” trap.
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In conclusion, it is important to note that whatever the type
of design analysis chosen (prospective or retrospective), the
relationships between power, type M error, and type S error
are the same. For illustrative purposes, these relationships are
graphically displayed as a function of sample size in Figure 2. A
medium-to-small effect of d = 0.35 (i.e., a reasonable average
effect size for a psychological study in the absence of other
relevant information, see also section 4) was considered as a
plausible effect size, and Type I error was set at 0.05.

As expected, power increases as sample size increases.
Moreover, type M and type S errors decrease as the size
of the sample increases, with the latter showing a much
steeper decrease.

From an applied perspective, issues with type M and S errors
emerge with underpowered studies, which are very common in
psychological research. Indeed, as can be seen in Figure 2, for
a power of 40% (obtained with 48 participants per group), the
type M error reaches the worrisome value of 1.58; for a power
around 10% (i.e., with 10 participants per group), even a type S
error becomes relevant (around 3%).

1.4. What Does “Plausible Effect Size”
Mean?

“Thinking hard about effect sizes is important for any school of

statistical inference [i.e., Frequentist or Bayesian], but sadly a

process often neglected.”

Dienes (2008, p. 92)

The main and most difficult point rests on deciding what could
be considered a “plausible effect size.” Although this might seem
complex, studies are usually not developed in a void. Hypotheses
are derived from theories that, if appropriately formalized in
statistical terms, will increase the validity of the inferential
process. Furthermore, researchers are commonly interested in
knowing the size and direction of effects; as shown above, this
corresponds to control for a TypeM [magnitude] error and a type
S [sign] error.

From an epistemological perspective, Kruschke (2013)
suggests an interesting distinction between strong theories and
weak theories. Strong theories are those that try to make precise
predictions and could be, in principle, more easily disconfirmed.
For example, a strong theory could hypothesize a medium-sized
positive correlation between two variables. In contrast, weak
theories make broader predictions, such as the hypothesis that
two variables are correlated without specifying the strength and
direction of the correlation (Dienes, 2008). The former type
allowsmanymore research findings to disconfirm the hypothesis,
whereas the latter type allows only the result of no correlation to
disconfirm it. Specifically, following Karl Popper (1902–1994), it
could be argued that theories explaining virtually everything and
that are hard to disconfirm risk being out of the realm of science.
Thus, scientific theories should provide at least a hint regarding
the effect that is expected to be observed.

A challenging point is to establish the dimension of this effect.
It might seem paradoxical that the researcher must provide an
estimate of the effect size before running the experiment given

that they will conduct the study with the precise aim of finding
what that estimate is. However, strong theories should allow to
make such predictions, and the way in which science accumulates
should provide increasing precision to these predictions.

In practice, it might be undesirable to simply take the estimate
found in a pilot study or from a single previous study published
in the literature as the “plausible effect size.” In fact, the plausible
effect size refers to what could be approximately the true value of
the parameter in the population, whereas the results of pilots or
single studies (especially if underpowered) are noisy estimates of
that parameter.

In line with Gelman and Carlin (2014), we suggest the use of
information outside the data at hand, such as literature reviews
and/or meta-analyses taking into account issues concerning
publication bias (Borenstein et al., 2009). Moreover, as stated
in the previous paragraph, promising procedures to elicit and
formalize expert knowledge should also be considered. It is
important to note that, whatever the procedures, all assumptions
that will lead to the identification of a plausible effect size must
be communicated in a transparent manner, thus increasing the
information provided by a study and ensuring more reasonable
statistical claims related to the obtained results, regardless of
whether they are significant or not.

As we have seen, the identification of a plausible effect size
(or a series of plausible effect sizes to explore different scenarios)
requires significant effort from the researcher. Indeed, we believe
that this kind of reasoning can make a substantial contribution
to the planning of robust and replicable studies as well as to the
efficient evaluation of obtained research findings.

To conclude, we leave the reader with a question: “All other
conditions being equal, if you had to evaluate two studies of
the same phenomenon, the first based on a formalization of
the expected plausible effect sizes of interest that is as accurate
as possible, and the second one in which the size of the
effects of interest was not taken into account, the findings of
which study would you believe the most?” (R. van de Schoot,
personal communication).

2. PROSPECTIVE AND RETROSPECTIVE
DESIGN ANALYSIS

To highlight the benefits of design analysis and to make familiar
the concepts of Type M and Type S errors, we will start with a
simple example that is well-known in psychological research, i.e.,
the comparison between the means of two independent groups2.

In particular, the goal of our hypothetical case study was
to evaluate the differences between two treatments that aim to
improve a cognitive ability called Y . Both treatments have the
same cost, but the first is innovative, whereas the second is
traditional. To this end, the researchers recruited a sample of
participants whowere homogeneous with respect to pre-specified

2We remind the reader thatAppendix B provides a brief explanation of the ad-hoc

R functions used in the paper as well as details on how to reproduce the presented

examples and on how to use our R functions for other purposes. The source code of

our functions, functions_PRDA.R, is available at the link https://osf.io/j8gsf/

files/.
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FIGURE 2 | Relationship between sample size and Power, Type M, and Type S for a Cohen’s d of 0.35 in an independent samples t-test. Type I error is set at 0.05.

relevant study variables (i.e., age, IQ, etc.). Next, they randomly
assigned each participant to one of the two conditions (i.e.,
innovative vs. traditional treatment). After the treatment phase
was completed, the means of the two groups were compared.

2.1. Prospective Design Analysis
Before collecting data, the researchers planned the appropriate
sample size to test their hypotheses, namely that there was a
difference between the means of G1 (the group to which the
innovative treatment was administered) and G2 (the group to
which the traditional treatment was administered) vs. there was
no difference.

After an extensive literature review concerning studies
theoretically comparable to their own, the researchers decided
that a first reasonable effect size for the difference between the
innovative and the traditional treatment could be considered
equal to a Cohen’s d of 0.30 (see Appendix A for a detailed
description of the calculation and interpretation of Cohen’s d).
Due to the possible presence of publication bias (Borenstein
et al., 2009), which could lead to an overestimation of the
effects of published studies, the researchers decided to be more
conservative about the estimate of their plausible effect size. Thus,
they decided to consider a Cohen’s d of 0.25. Eventually, all
researchers agreed that a Cohen’s d of 0.25 could also represent
a clinically relevant effect in order to support the greater efficacy
of the innovative treatment.

Based on the above considerations, the researchers started to
plan the sample size for their study. First, they fixed the Type
I error at 0.05 and—based on commonly accepted suggestions
from the psychological literature—fixed the power at 0.80.
Furthermore, to explicitly evaluate the inferential risks connected
to their choices, they calculated the associated Type M and Type
S errors.

Using our R function design_analysis, they obtained
the following results:

> design_analysis (d=0.25, power=0.80)
d power n typeS typeM

0.25 0.80 252.00 0.00 1.13

Based on the results, to achieve a power of 0.80, a sample size of
252 for each group was needed (i.e., total sample size = 504).With
this sample size, the risk of obtaining a statistically significant
result in the wrong direction (Type S error) was practically 0,
and the expected exaggeration ratio (Type M error) was 1.13. In
other words, the expected overestimation related to effects that
would emerge as statistically significant would be around 13% of
the hypothesized plausible effect size.

Although satisfied in terms of expected type S and type
M risks, the researchers were concerned about the economic
feasibility of recruiting such a “large” number of subjects. After
a long discussion, they decided to explore which inferential risks
would result for a lower level of power, namely 60%3.

Using the function design_analysis

> design_analysis (d=0.25, power=0.60)
d power n typeS typeM

0.25 0.60 158.00 0.00 1.30

they discovered that: (1) the overall required sample size was
considerably smaller (from 504 to 316 = 158 × 2), thus
increasing the economic feasibility of the study; (2) the Type S
error remained negligible (0%); and (3) the exaggeration ratio
considerably increased (from 1.13 to 1.30); thus, an effect that will
emerge as statistically significant will be on average 130% of the
hypothesized plausible effect size.

The researchers had to make a decision. From a merely
statistical point of view, the optimal choice would be to consider
a power of 80% that is associated with a Type M error of 1.13
(i.e., mean overestimation of ∼10%) and a negligible Type S
error close to zero. However, it is important to highlight that
these values cannot be considered universal benchmarks. Indeed,
other relevant aspects must be considered, such as the practical
implications of an expected overestimation of the plausible
effect size, the phase of the study (i.e., preliminary/exploratory,
intermediate, or final/confirmatory), and feasibility constraints.

3Specifically, we agree with Gelman (2019) that an 80% level of power should

not be used as an automatic routine, and that requirements of 80% power could

encourage researchers to exaggerate their effect sizes when planning sample size.
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Whatever the decision, the researchers must be aware of
the inferential risks related to their choice. Moreover, when
presenting the results, they must be transparent and clear in
communicating such risks, thus highlighting the uncertainty
associated with their conclusions.

2.2. Retrospective Design Analysis
To illustrate the usefulness of retrospective design analysis,
we refer to the example presented in the previous paragraph.
However, we introduce three new scenarios that can be
considered as representative of what commonly occurs during
the research process:

• Scenario 1 (S1): Evaluating sample size based on a single

published study4

Imagine that the researchers decide to plan their sample size
based on a single published study in the phase of formalizing
a plausible effect size, either because the published study
presents relevant similarities with their own study or because
there are no other published studies available.
Question: What type of inferential risks can be associated with
this decision?
Issues: Using a single study as a reference point without
considering other sources (e.g., theoretical framework, expert
opinion, or a meta-analysis), especially when the study has
a low sample size and/or the effect of interest is small, can
lead to use an excessively optimistic estimate of the effect
size when planning an appropriate sample size (Gelman and
Carlin, 2014).

• Scenario 2 (S2): Difficulty in recruiting the planned number

of research participants

Imagine that, due to unforeseen difficulties (e.g., insufficient
funding), the researchers are not able to recruit the
pre-planned number of participants as defined based on
prospective design analysis.
Question: How do you evaluate the inferential risks associated
with the new reduced sample size? How do you communicate
the obtained results?
Issues: Researchers are often tempted to evaluate the results
of their study based on the observed effect size. This
procedure, known as “post-hoc power analysis,” has been
strongly criticized, and many statistical papers explicity advise
against its use (see for example, Goodman and Berlin, 1994;
Gelman, 2019). Indeed, to evaluate the information provided
by the obtained results, researchers should use the a priori
plausible effect size, i.e., the one formalized before collecting
their data.

• Scenario 3 (S3): No prospective design analysis because the

number of participants is constrained

Imagine the number of participants involved in the study
have specific characteristics that make it impossible to yield a
large sample size, or that the type of treatment is particularly
expensive and cannot therefore be tested on a large sample. In

4Even though, in this paper, we strongly recommend that one does not plan

the sample size based on a single study, we propose this example to further

emphasize the inferential risks associated with the information provided by a single

underpowered study.

this case, the only possibility is to recruit the largest possible
number of participants.
Question: What level of scientific quality can be provided by
the results?
Issues: Although study results can provide a useful
contribution to the field, there are several associated
inferential risks that the researchers need to communicate in a
transparent and constructive way.

As we will see below, retrospective design analysis can be a useful
tool to deal with the questions and the issues raised across all
three scenarios.

For the sake of simplicity and without loss of generalizability,
suppose that in each of the three scenarios the researchers
obtained the same results (see Table 1).

At a first glance, the results indicated a statistically significant
difference in favor of the innovative treatment (see Table 1), with
a large effect size (i.e., d = 0.90). However, the 95% confidence
interval for Cohen’s d was extremely wide, suggesting that both
medium-small (i.e., d = 0.38) and very large (i.e., d = 1.43)
effects were consistent with the observed data.

A closer look indicated that the estimated effect size seemed
too large when compared with the initial guess of the researchers
(i.e., d = 0.25). Furthermore, an estimated d of 0.90
seemed, in general, implausibly large for a difference between
two cognitive treatments (see also Appendix A). The latter
interpretation seemed to be also supported by the fact that
the hypothesized plausible effect size was not even included in
the estimated confidence interval. Overall, in order to prevent
the aforementioned “Winner’s Curse” and “What Does Not
Kill Statistical Significance Makes It Stronger” heuristics, results
had to be evaluated and eventually communicated with caution
and skepticism.

To obtain a clearer picture of the inferential risks associated
with the observed results, we performed a retrospective design
analysis using d = 0.25 as plausible effect size and 31 participants
per group as sample size:

> design_analysis (n=31, d=0.25)
power typeS typeM
0.16 0.01 2.59

As can be seen, the power was markedly low (i.e., only 16%)
and the TypeM error even suggested an expected overestimation
around two and a half times the plausible effect size. Lastly, the
Type S error, although small, indicated a 1% risk of obtaining
a significant result in the wrong direction (i.e., the traditional
treatment is better than the innovative treatment). Let’s see
how this information could be helpful to deal with the three
presented scenarios.

TABLE 1 | Comparison of the cognitive skill Y between the two groups.

Group n M SD t (df) p Cohen’s d (95% CI)

Innovative treatment 31 114 16 3.496 (60) 0.001 0.90 (0.38–1.43)

Traditional treatment 31 100 15
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In S1, the researchers took a single noisy estimate as the
plausible effect size from a study that found a “big” effect
size (e.g., 0.90). The retrospective design analysis showed what
happens if the plausible effect size is, in reality, much smaller
(i.e., 0.25). Specifically, given the low power and the high
level of Type M error, researchers should abandon the idea of
planning their sample size based on a single published study.
Furthermore, issues regarding the presence of Questionable
Research Practices (John et al., 2012; Arrison, 2014) and
Questionable Measurement Practices (Flake and Fried, 2019)
in the considered published study must at least be explored.
From an applied perspective, researchers should continue with
a more comprehensive literature review and/or consider the
opportunity of using an effect size elicitation procedure that is
based on expert knowledge (Zondervan-Zwijnenburg et al., 2017;
O’Hagan, 2019).

In S2, to check the robustness of their results, researchers
might initially be tempted to conduct a power analysis based on
their observed effect size (d = 0.90). Acting in this way, they
would obtain a completely misleading post-hoc power of 94%. In
contrast, the results of the retrospective design analysis based on
the a-priori plausible effect size (d = 0.25) highlight the high
level of inferential risks related to the observed results. From an
applied perspective, researchers should be very skeptical about
their observed results. A first option could be to replicate the
study on an independent sample, perhaps asking for help from
other colleagues in the field. In this case, the effort to recruit a
larger sample could be well-justified based on the retrospective
design analysis.

In S3, given the low power and the high level of Type
M error, results should be presented as merely descriptive
by clearly explaining the uncertainty that characterizes
them. Researchers should first reflect on the possibility of
introducing improvements to the study protocol (i.e., improving
the reliability of the study variables). As a last option, if
improvements are not considered feasible, the researchers might
consider not continuing their study.

Despite its advantages, we need to emphasize that design
analysis should not be used as an automatic problem solver
machine: “Let’s pull out an effect size . . . let me see the correct
sample size for my experiment.” In other words, to obtain
reliable scientific conclusions there is no “free lunch.” Rather,
psychologists and statisticians have to work together, case by
case, to obtain a reasonable effect size formalization and to
evaluate the associated inferential risks. Furthermore, researchers
are encouraged to explore different scenarios via a sensitivity
analysis (see section 4) to better justify and optimize their choices.

3. INCORPORATING UNCERTAINTY
CONCERNING EFFECT SIZE
FORMALIZATION IN RETROSPECTIVE
DESIGN ANALYSIS

As shown in the previous examples, a key point both in
planning (i.e., prospective design analysis) and in evaluating (i.e.,
retrospective design analysis) a study is the formalization of a

plausible effect size. Using a single value to summarize all external
information and previous knowledge with respect to the study of
interest can be considered an excessive simplification. Indeed, all
uncertainty concerning the magnitude of the plausible effect size
is not explicitly taken into consideration. In particular, the level
of heterogeneity emerging from the examination of published
results and/or from different opinions of the consulted experts,
which can be poorly formalized. The aim of this paragraph is to
propose a method that can assist researchers with dealing with
these relevant issues. Specifically, we will focus on the evaluation
of the results of a study (i.e., retroprospective design analysis).

Ourmethod can be summarized in the three steps: (1) defining
a lower and an upper bound within which the plausible effect size
can reasonably vary; (2) formalizing an appropriate probability
distribution that reflects how the effect size is expected to vary;
and (3) conducting the associated analysis of power, Type M
error, and Type S error.

To illustrate the procedure, we use the study presented in
Table 1 as a reference. Let us now hypothesize that, after a
thorough evaluation of external sources, the researchers conclude
that a plausible effect size could reasonably vary between 0.20 and
0.60 (instead of specifying a too simplistic single-point value).
It should be noted that, from a methodological perspective,
the specification of a “plausible interval” can be considered an
efficient and informative starting point to elicit the researchers’
beliefs (O’Hagan, 2019).

At this point, a first option could be to assume that,
within the specified interval, all effect size values have the
same probability of being true. This assumption can be easily
formalized using a Uniform distribution, such as the one shown
in Figure 3 (left panel).

However, from an applied point of view it is rare for the
researcher to expect that all values within the specified interval
have the same plausibility. Indeed, in general conditions, it is
more reasonable to believe that values around the center of
the interval (i.e., 0.40 in our case) are more plausible, and
that their plausibility gradually decreases as they move away
from the center. This expectation can be directly formalized in
statistical terms using the so-called “doubly truncated Normal
distribution.” On an intuitive level (for a more complete
description see Burkardt, 2014), the doubly truncated Normal
distribution can be seen as a Normal distribution whose values
are forced to vary within a specific closed interval. In case of the
formalization of the plausible effect size, we propose the use of
doubly truncated Normal distribution with several parameters:
a lower and an upper bound according to the pre-specified
plausible interval, a mean fixed at the center of the interval, and
a standard deviation that reflects the hypothesized uncertainty
around the center. A standard deviation of 1

10 the length of the
chosen interval will produce a substantially Normal distribution.
Higher values, like 1

6 the length of the interval (see right panel
of Figure 3) will lead to normal-like distributions with increased
probability on the tails, thus reflecting greater uncertainty around
the center.

Coming back to our example, suppose that the researchers
want to evaluate the study of interest assuming a plausible
interval for Cohen’s d as the one represented in Figure 3.
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FIGURE 3 | Different ways to formalize a plausible interval for the effect size d. In the left panel, a Uniform distribution with lower bound = 0.20 and upper bound =

0.60 is used. In the right panel, a doubly truncated Normal distribution with lower bound = 0.20, upper bound = 0.60, mean = 0.40, and standard deviation equal to 1
6

the length of the interval (i.e., 0.60−0.20
6 = 0.067) is used.

Using the ad-hoc function design_est5 they will obtain this
information :

> design_est(n1=31, n2=31, target_d_limits=
c(0.20,0.60), distribution="normal")
power typeS typeM
0.35 0.00 1.73

To summarize, this information suggests that the results of the
study of interest (see Table 1) should be taken very cautiously.
Indeed, the expected power was low (35%), and the expected
overestimation of the most plausible effect size (i.e., d = 0.40)
was around 73%. Furthermore, it is important to note that the
observed effect size of 0.90 fell abundantly outside the pre-
specified plausible interval of 0.20–0.60, thus supporting the
idea that the study of interest clearly overestimated the actual
magnitude of the effect.

In general, when the observed effect size falls outside
the pre-specified plausible interval, we can conclude that
the observed study is not coherent with our theoretical
expectations. On the other hand, we could also consider that our
plausible interval may be unrealistic and/or poorly formalized.
In these situations, researchers should be transparent and
propose possible explanations that could be very helpful to
the understanding of the phenomenon under study. Although
this way of reasoning requires a notable effort, the information
provided will lead to a more comprehensive inference than the
one deriving from a simplistic dichotomous decision (i.e., “reject
/ do not reject”) typical of the NHST approach. Indeed, in this

5The idea behind this function is simple. First, we sample a large number (e.g.,

100,000) of effect sizes d from the probability distribution associated with the

plausible interval. Then, for each d we calculate power, type M error, and type

S error based on the sample size of the two groups involved in the comparison,

and we consider the center of the plausible interval as the most plausible effect

size. In this way, a distribution for each of the three indices is finally obtained.

In the output of the function, the means of the three distributions are presented

as a summary value. For additional details, see Appendix B, which also shows (in

section “design_est”) how to obtain the expected distribution of power as well as

TypeM and Type S errors, given the plausible interval for d.

approach the hypotheses are poorly formalized, and power, Type
M error, and Type S error are not even considered.

4. AN ILLUSTRATIVE APPLICATION TO A
CASE STUDY

To illustrate how design analysis could enhance inference
in psychological research, we have considered a real case
study. Specifically, we focused on Study 2 of the published
paper “A functional basis for structure-seeking: Exposure to
structure promotes willingness to engage in motivated action”
(Kay et al., 2014).

The paper presented five studies arising from findings
showing that human beings have a natural tendency to perceive
structure in the surrounding world. Various social psychology
theories propose plausible explanations that share a similar
assumption that had never been tested before: that perceiving
a structured world could increase people’s willingness to make
efforts and sacrifices toward their own goals. In Study 2, the
authors decided to test this hypothesis by randomly assigning
participants to two different conditions differing in the type
of text they had to read. In the “random” condition, the text
conveyed the idea that natural phenomena are unpredictable and
random, whereas in the “structure” condition the phenomena
were described as predictable and systematic. The outcome
measure was the willingness to work toward a goal that each
participant chose as their “most important.” The expected result
was that participants in the “structure” condition would report a
higher score in the measure of goal-directed behavior than those
in the “random” condition.

4.1. Prospective Design Analysis
As we saw in the previous paragraphs, before collecting data it is
fundamental to plan an appropriate sample size via prospective
design analysis. In this case, given the relative novelty of Study
2, was hard to identify a single plausible value for the size of the
effect of interest. Rather, it seemed more reasonable to explore
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TABLE 2 | Sample size, Type M and Type S error by power and plausible effect

size. Type I error is fixed at 0.05.

Power Cohen’s d n (per sample) Total n Type M error Type S error

0.80

0.20 392 784

0.35 130 260 1.13 0.00

0.50 64 128

0.60

0.20 244 488

0.35 82 164 1.30 0.00

0.50 40 80

different scenarios according to different plausible effect sizes
and power levels. We started with a minimum d of 0.20, so
that the study was planned to detect at least a “small” effect
size. If the final results did not reach statistical significance, the
researchers could conclude that it was unlikely that the true effect
was equal to or >0.20, and they could eventually decide whether
it would be worth it to replicate the study, perhaps by modifying
their protocol.

As the most plausible effect size, we considered d = 0.35,
which could be considered—at least in our opinion—a typical
average level with which to test a hypothesis in psychological
research in the absence of informative external sources (see for
example the results reported in Open Science Collaboration,
2015)6. As extrema ratio, we included also a d of 0.5, which,
in the words of Jacob Cohen, can be referred to as “differences
that are large enough to be visible to the naked eye” (see Cohen
1988, p. 26 and Appendix A), and that, given the experiment
under investigation, could be viewed as an extremely optimistic
guess. Finally, to take issues concerning the feasibility of the study
into account, we also considered two levels of power, namely 80
and 60%.

Overall, our “sensitivity” prospective design analysis (see
Table 2) suggested that the sample size chosen by the authors
(n = 67) was inadequate. Indeed, even in the least reasonable
scenario (d = 0.50, power = 0.60), a minimum of 80 participants
is required. Furthermore, is should be noted, that the associated
Type M error was considerably high, i.e., 130%, signaling a high
risk of overestimating the plausible effect.

A good compromise could be to consider the second scenario
(d = 0.35, power = 0.80), which requires a total sample size of
260, guaranteeing optimal control of the Type M error. After
conducting the study with this sample size, a significant result
would lead to the acceptance of the researcher’s hypothesis,
while a non-significant result would indicate that, if an effect

6In the Open Science Collaboration (2015), the authors conducted replications of

100 experimental and correlational studies published in three psychology journals

using high-powered designs and original materials when possible. They found an

average effect size of r = 0.197, i.e., d = 0.41. Given the heterogeneity of the

100 studies, we propose the use of a more conservative value to represent a typical

average effect in psychology. Overall, it should be noted that all the pre-specified

values of d, albeit plausible, are not based on a thorough theoretical revision and/or

on the formalized knowledge of experts in the field. Indeed, an appropriate use of

the latter two external sources would undoubtedly contribute to producing more

reliable results, but a discussion of these strategies is beyond the scope of this paper.

exists, the effect would presumably be <0.35. Whatever the
result, the researchers could eventually present their findings in
a transparent and informative way. In any case, the results could
be used to improve scientific progress. As an example, other
researchers could fruitfully use the observed results as a starting
point for a replication study.

4.2. Retrospective Design Analysis
Let us now evaluate Study 2 from a retrospective point of view.
Based on their results [Mstructure = 5.26, SDstructure = 0.88,
Mrandom = 4.72, SDrandom = 1.32, ntotal = 67; t(65) =
2.00, p = 0.05, Cohen’s d = 0.50]7, the authors concluded
that “participants in the structure condition reported higher
willingness to expend effort and make sacrifices to pursue their
goal compared to participants in the random condition.” Kay
et al. (2014, p. 487), thus supporting their initial hypothesis.

To evaluate the inferential risks associated with this
conclusion, we ran a sensitivity retrospective design analysis on
the pre-identified plausible effect sizes (i.e., d = 0.20, d = 0.35,
d = 0.50).

In line with the results that emerged from the prospective
analysis, the retrospective design analysis indicated that the
sample size used in Study 2 exhibited high inferential risks. In
fact, both for a plausible effect of d = 0.20 (power = 0.13, type
M = 3.06, type S = 2%) and for a plausible effect of d = 0.35
(power = 0.29, type M = 1.86, type S = 0%), the power was
very low, and the Type M error reached worrying levels. For a
d of 0.50 (chosen on the basis of plausible effects and not based
on the results observed in Study 2), the Type M error was 1.40,
indicating an expected overestimate of 40%. Furthermore, the
power was 0.52, suggesting that if we replicated the study on a
new sample with the same number of participants, the probability
of obtaining a significant result would be around the chance level.

We also evaluated the results of Study 2 by performing a
retrospective design analysis using the method presented in
section 3. Specifically, we used a doubly truncated normal
distribution centered at 0.35 (i.e., the most plausible effect size)
with a plausible interval of 0.20–0.50. As could be expected,
the results (i.e., power = 0.29, type M = 1.86, type S =
0%) substantially confirmed what emerged from the sensitivity
retrospective design analysis.

In summary, our retrospective design analysis indicated that,
although statistically significant, the results of Study 2 were
inadequate to support the authors’ conclusions.

As mentioned at the beginning of this paragraph, Study 2
by Kay et al. (2014) was selected for illustrative purposes in a
constructive perspective. For a more comprehensive picture, we
invite interested readers to consult the “Many Labs 2 project”
(Klein et al., 2018), which showed that with a large sample
size (n = 6506) the original conclusion of Study 2 cannot be
supported (i.e., t(6498.63) = −0.94, p = 0.35, d = −0.02,

7The authors reported only the total sample size (n = 67). Since participants were

randomly assigned to each of the two experimental conditions, in the following we

assumed, without loss of generalizability, that 34 participants were assigned to the

“structure” condition and 33 to the “random” condition.
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95%CI = [−0.07, 0.03], and neither can the subsequent response
of the original authors (Laurin et al., 2018).

5. DISCUSSION AND CONCLUSIONS

In psychological research, statistical inference is often viewed as
an isolated procedure that limits itself to the analysis of data that
have already been collected. In this paper, we argue that statistical
reasoning is necessary both at the planning stage and when
interpreting the results of a research project. To illustrate this
concept, we built on and further developed Gelman and Carlin’s
(2014) idea of “prospective and retrospective design analysis.”

In line with recent recommendations (Cumming, 2014),
design analysis involves in-depth reasoning on what could be
considered as a plausible effect size within the study of interest.
Specifically, rather than focusing on a single pilot or published
study, we underlined the importance of using information
outside the data at hand, such as extensive literature reviews
and meta-analytic studies, taking issues related to publication
bias into account. Furthermore, we introduced the potentials
of elicitation of expert knowledge procedures (see for example
Zondervan-Zwijnenburg et al., 2017; O’Hagan, 2019). Even
though these procedures are still under-utilized in psychology,
they could provide a relevant contribution to the formalization
of research hypotheses.

Moving beyond the simplistic and often misleading
distinction between significant and non-significant results,
a design analysis allows researchers to quantify, consider, and
explicitly communicate two relevant risks associated with their
inference, namely exaggeration ratio (Type M error) and sign
error (Type S error). As illustrated in the paper, the evaluation
of these risks is particularly relevant in studies that investigate
small effect sizes in the presence of high levels of intra- and inter-
individual variability, with a limited sample size—a situation that
is quite common in psychological research.

Another important aspect of design analysis is that it can
be usefully carried out both in the planning phase of a study
(i.e., prospective design analysis) and to evaluate studies that
have already been conducted (i.e., retrospective design analysis),
reminding researchers that the process of statistical inference
should start before data collection and does not end when the
results are obtained. In addition, design analysis contributes
to have a more comprehensive and informative picture of the
research findings through the exploration of different scenarios
and according to different plausible formalizations of the effect
of interests.

To familiarize the reader with the concept of design analysis,
we included several examples as well as an application to
a real case study. Furthermore, in addition to the classic
formalization of the effect size with a single value, we
proposed an innovative method to formalize uncertainty and
previous knowledge concerning the magnitude of the effect
via probability distributions within a Frequentist framework.
Although not directly presented in the paper, it is important
to note that this method could also be efficiently used to
explore different scenarios according to different plausible
probability distributions.

Finally, to allow researchers to use all the illustrated methods
with their own data, we also provided two easy-to-use R functions
(see also Appendix B), which are available at the Open Science
Framework (OSF) at the link https://osf.io/j8gsf/files/.

For the sake of simplicity, in this paper we limited our
consideration to Cohen’s d as an effect size measure within a
Frequentist approach. However, the concept of design analysis
could be extended to more complex cases and to other statistical
approaches. For example, our R functions could be directly
adapted to other effect size measures, such as Hedges’ g,
Odds Ratio, η2, and R2. Moreover, concerning the proposed
method to formalize uncertainty and prior knowledge, other
probability distributions beyond those proposed in this paper
(i.e., the uniform and the doubly truncated normal) could
be easily added. This was one of the main reasons behind
the choice to use resampling methods to estimate power as
well as Type M and Type S errors instead of using an
analytical approach.

Also, it is important to note that our considerations regarding
design analysis could be fruitfully extended to the increasingly
used Bayesian methods. Indeed, our proposed method to
formalize uncertainty via probability distributions finds its
natural extension in the concept of Bayesian prior. Specifically,
design analysis could be useful to evaluate the properties and
highlight the inferential risks (such as TypeM and Type S errors)
associated with the use of Bayes Factors and parameter estimation
with credible Bayesian intervals.

In summary, even though a design analysis requires
significant effort, we believe that it has the potential to
contribute to planning more robust studies and promoting
better interpretation of research findings. More generally,
design analysis and its associated way of reasoning helps
researchers to keep in mind the inspiring quote presented at the
beginning of this paper regarding the use of statistical inference:
“Remember ATOM.”
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How to detect faking on personality measures has been investigated using various
methods and procedures. As previous findings are mixed and rarely based on ideal
point item response theory models, additional research is needed for further exploration.
This study modeled the responses of personality tests using ideal point method
across instructed faking and honest responding conditions. A sample of undergraduate
students participated the within-subjects measures to examine how the item location
parameter derived from the generalized graded unfolding model changed, and how
individuals’ perception about items changed when faked. The mean test scores of
faking group was positively correlated to the magnitude of within-subjects score change.
The item-level analysis revealed both conscientiousness items (18.8%) and neuroticism
items (50.0%) appeared significant shifts on item parameters, suggesting that response
pattern changed from honest to faking conditions. The direction of the change appeared
both in positive and negative way, demonstrating that faking could increase or decrease
personality factor scores. The results indicated that the changes of perceptions on items
could be operated by faking, offering some support for the ideal point model to be an
adequate measure for detecting faking. However, the findings of diagnostic accuracy
analysis also implied that the appropriateness of ideal point models for detecting faking
should be under consideration, also be used with caution. Implications, further research
directions, and limitations are discussed.

Keywords: item parameter, ideal point model, faking detection, item response theory, personality tests,
appropriate measurement

INTRODUCTION

For many years, faking on personality measures has been perceived as a response distortion or
intentional dissimulation. From theoretical perspective, it is well known that the measurement
validity of the tests would be significantly affected due to faking, which can negatively impact the
quality of the potential personality measures (Topping and O’Gorman, 1997; Stark et al., 2001;
Pauls and Crost, 2004, 2005; Holden, 2008; Komar et al., 2008; Buehl et al., 2019). In practical
contexts, the typical case is that the candidates who want to improve their chance to be accepted
to a job are more likely to fake, even if without any help, they still try to find a way to bring
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the answers closer to the expectations of the organizations.
However, the decision is therefore effected when substantial
proportions of applicants would be incorrectly admitted as
increasing the likelihood that an organization would hire the
fakers (Rosse et al., 1998; Donovan et al., 2014; Niessen
et al., 2017). Additionally, even non-real-life-applicants under
experimental conditions also can fake when instructed to do
so (Thumin and Barclay, 1993; Dalen et al., 2001; Mueller-
Hanson et al., 2003; Nguyen et al., 2005; Griffith et al., 2007; Day
and Carroll, 2008; Berry and Sackett, 2009; Buehl et al., 2019).
Thus, there has been a considerable research interest focused on
detecting faking using various methods and procedures.

Many methodologies and techniques have been developed
for detecting response distortion over the years, for example,
machine learning models, reaction times, regression analysis,
etc. (Dunn et al., 1972; Sellbom and Bagby, 2010; Jiménez
Gómez et al., 2013; Monaro et al., 2018; Roma et al., 2018;
Mazza et al., 2019). Still, there is a concern about the
perceptions and interpretations of the change on items due
to intentional dissimulation. From an item-level perspective,
the changing-item paradigm (Zickar and Robie, 1999) posits
that not the standing on the latent trait changes when
individuals fake, but the item locations on the continuum
that change. In other words, when response distortion occurs,
the individuals’ level of the latent trait is fixed without
the impact of faking, but the items will be positioned a
higher or lower standing on the latent continuum than what
is actually possessed. In this case, when the difference of
item locations between faking situation and honest situation
is captured (i.e., assessed at the item level), the fakability
would be identified.

The research following the changing-item paradigm has
often employed differential item functioning (DIF) techniques
to address changes over items. As item response theory (IRT)
provides a formal statistical model for the relationship between
the item response and the latent characteristic, IRT-based DIF
is deservedly appropriate for modeling the change of item
locations over different responding conditions (Zickar and Robie,
1999; Stark et al., 2001). To describe how people respond to
personality measures, the ideal point response process assumes
that individuals will have a higher probability to endorse an item
that is closer to their “true” latent levels (Roberts, 1996; Roberts
and Laughlin, 1996). Specifically, an item response function (IRF)
is shown in Figure 1 (Stark et al., 2006). For example, on a
measure of conscientiousness (i.e., θ), the agreement probability
(i.e., vertical axis) on a statement will be the highest when the item
locates nearest the true level of conscientiousness (i.e., horizontal
axis). When the distance between conscientiousness level and
item location increases, an individual will less likely endorse the
item. The generalized graded unfolding model (GGUM) is used
as the ideal point model in past years (Roberts and Laughlin,
1996; Roberts et al., 2000). There has already been many previous
research that identified advantages of the GGUM in working with
personality and attitude data, including the use of understanding
faking (Stark et al., 2006; Chernyshenko et al., 2007; Weekers and
Meijer, 2008; Tay et al., 2009; Carter and Dalal, 2010; O’Brien and
LaHuis, 2011; Speer et al., 2016).

FIGURE 1 | Example of item response function for an ideal point response
process.

In this study, we performed an item-level analysis to
investigate the valence of ideal point IRT models that focus on
how perceptions of personality items change when individuals
are responding honestly or faking. The within-subjects design
was employed to form the comparison groups, under which
participants completed both conscientiousness and neuroticism
scales. In summary, it can be expected that there is an overall
tendency to response distortion that is reflected in different
conditions of responding. The hypothesis concerns that different
groups of subjects differ in their pattern of selecting options
regarding to instructed faking and honestly responding sessions.
It is hypothesized that not only the change of test scores can be
significantly identified with faking condition, but also the item
locations would shift with a dishonest response pattern and the
shifts can be examined. Finally, whether the GGUM is adequate
for detecting faking needs to be under consideration with caution.

METHODS

Participants
Respondents consisted of 568 undergraduate students from four
Chinese colleges. They volunteered for the study and received
extra credit in exchange for their participation. Approximately
78.4% of the participants were female, the average age was
19.84 years (SD = 1.11 years), and non-psychology students.
In total, 499 valid cases remained in conscientiousness factor,
547 remained in neuroticism factor. The subjects were excluded
from data analysis for two reasons: (a) only one or two response
options were selected for all the items (i.e., straight-column
answers), and (b) pairwise deleted the data that without an
identifying number.

Design
The response instructions were the within-subjects factor in both
experimental sessions. At Time 1, about half of the sample was
randomly assigned to respond to the questionnaires honestly,
while the other half was assigned to complete the questionnaires
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with fake instructions. At Time 2, respondents received the
opposite set of instructions.

Procedure
The study was approved by the Institutional Review Board of
the Southwest University of China. All participants provided
written informed consent after being fully informed of the
research procedure.

The questionnaires were administered in paper-and-pencil
version in classrooms. The instructions for the honest condition
were as follows:

Please complete this personality inventory as honestly as you can.
There are no good or bad answers to the items. It is very important
that you respond to this survey by describing yourself as you really
are and not as you want to be or as you want others to see you.

The instructions for the faking-good condition were as
follows:

Imagine that you are applying for a job you really want. Please
complete this personality inventory to increase your chances of being
hired. To try to give a good impression to the organization, you
should present yourselves as the candidates think the organization
would like, regardless of your truthful opinions.

After a retest interval of 3 weeks, the second session was the
same as the first one except that participants received the other
set of response instructions.

Measures
The International Personality Item Pool (IPIP) is a public-
domain measure of the Five-factor model of personality. The
IPIP conscientiousness and neuroticism factors are two core
personality characteristics that more likely susceptive related to
faking (Topping and O’Gorman, 1997; McFarland and Ryan,
2000; Mueller-Hanson et al., 2006; Komar et al., 2008). In this
study, the two factors were measured by 20 items from the
IPIP, respectively (40 total items). Thus the Conscientiousness
Scale and Neuroticism Scale were constructed for measuring the
extent to which each item described the respondent on a five-
point rating scale ranging from 0 (very inaccurate) to 4 (very
accurate). Each scale consists of 10 items that are reverse-coded,
and higher composite scores indicate higher levels of traits. The
forward–backward procedure was applied to translate the scales
from English to Chinese. Participants completed the final Chinese
version of the two scales.

Analyses
Firstly, to examine the veracity of the unidimensional data
assumption, a parallel analysis and the matrix of polychoric
correlations were performed separately for each response
condition on conscientiousness and neuroticism factors. Then,
the chi-square test (Drasgow et al., 1995), with the MODFIT
program (Stark, 2001) was employed separately for each response
condition on both personality factors to examine the fit of the
GGUM to the data.

Secondly, the GGUM2004 program (Roberts et al.,
2006) was used to obtain the item and person parameters
derived from the marginal maximum likelihood estimation

method and the expected a posteriori estimation method,
respectively. Then the GGUMLINK program (Roberts
and Huang, 2003) was performed for equating the
parameter estimates by transforming the metric of the
fake condition group to the same metric of the honest
condition group.

Finally, to examine the impact of response distortion on each
item, a statistical comparison based on (Scherbaum et al., 2013)’
study was conducted between the GGUM parameter estimates
obtained separately under honest and faking conditions. Then we
used receiver operating characteristic (ROC) curves analyses to
evaluate the diagnostic accuracy of model estimates in detecting
faking-induced change1.

RESULTS

Descriptive Statistics
Descriptive statistics of the row scores of two personality scales
in each condition are presented in Table 1. The amount of
faking refers as within-subjects change in row scores between two
experimental sessions. The intraclass correlation coefficient of the
3-week test–retest was 0.74 (0.70–0.79) for the conscientiousness
scale and 0.75 (0.70–0.79) for the neuroticism scale. Under
the fake response condition, we observed significant higher
scores on conscientiousness (t(498) = 5.85, p < 0.05, d = 0.24),
and significant lower scores on neuroticism (t(546) = -3.36,
p < 0.05, d = -0.13), compared to the honest response condition,
indicating that the faking manipulation was effective. The order
effects of response instructions was not statistically significant
for conscientiousness (t(497) = 0.04, p > 0.05, d = 0.04), or
neuroticism (t(545) = 0.72, p> 0.05, d = 0.06).

Correlation Between Faking Scores and
Score Changes
According to the results of the correlation matrix (see
Supplementary Table 1 in Supplementary Material), scores
of personality factors in faking condition were significantly
correlated with the magnitude of score change from the faking
to honest context, but with moderate correlation coefficients.
For conscientiousness, r = 0.50 (0.43–0.56, p < 0.05), and for
neuroticism, r = 0.46 (0.41–0.52, p < 0.05). This finding suggests
that the overall tendency of the change for score elevation
is consistent with the test scores related to faking condition,
supporting the hypothesis regarding the tendency.

Test of GGUM Assumptions and Model
Fit
One of the assumptions of GGUM is to model data that obtained
in unidimensionality personality tests (Roberts et al., 2000). The
results of parallel analysis and polychoric correlation coefficients
demonstrated that both the conscientiousness and neuroticism
data met this assumption. As presented in Table 2, the results of
GGUM model fit were reasonably good, except for several items.
Hence these four items (“Am always prepared”; “Get chores

1We would like to thank the reviewers for raising this suggestion.
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TABLE 1 | Descriptive statistics and reliability of study measures.

Honest Faking Amount of faking t d

M SD α M SD α M SD 95%CI

C 2.33 0.48 0.85 2.45 0.51 0.87 0.12 0.44 0.08–0.16 5.85*** 0.24

N 1.71 0.49 0.83 1.65 0.50 0.83 −0.06 0.44 −0.10−0.03 −3.36** −0.13

C = conscientiousness; N = neuroticism; amount of faking = change in scores calculated as fake response scores minus honest response scores of pairwise data;
α = Cronbach’s α coefficient; 95% CI = 95% confidence interval; t = result of t-test comparing mean scores in faking and honest response conditions; d = Cohen’s d,
computed using the standard formula of the difference between the means of faking and honest scores divided by the pooled standard deviation. **p< 0.01, ***p< 0.001.

TABLE 2 | Model fit results of GGUM by scales and conditions.

Measure Honest Faking

Number of items with χ2/df < 3 M SD Number of items with χ2/df < 3 M SD

C 17 0.06 0.03 18 0.17 0.15

N 20 0.09 0.13 19 0.07 0.09

C = conscientiousness; N = neuroticism.

done right away”; “Do just enough wore to get by”; “Do things
according to a plan”) in the Conscientiousness scale under both
two conditions were pair-wised excluded from the subsequent
analyses for the reliable veracity of model assumptions, as well
as a neuroticism item (“Feel comfortable with myself ”) under
the faking condition, although most IRT estimation procedures
are generally tolerant of slight to moderate violations of the
unidimensionality assumption (Hulin et al., 1983).

Model Parameter Estimates and Shifts in
Item Parameter
The item location parameters (i.e., δ) were estimated from
GGUM to indicate the location of each item on the latent trait
continuum. All of the δ values were positive, as the negatively
worded items were recoded and rescored in the positive direction.
A test was conducted to identify the differences between the
location parameters from the two response groups in order to
estimate the shifts. As the differences between item parameters
from an IRT model can be considered an effect size (Steinberg
and Thissen, 2006), the effect size indicator (i.e., d) in this case
was the one-to-one difference of the δ (Table 3).

From the table, nearly 20% of conscientiousness items
and over 50% of neuroticism items demonstrated statistically
significant shifts in the item location parameter. These significant
changes occurred in opposite directions in the two personality
factors. As the δ is also helpful to index a respondent’s θ level
above or below the item location, and the distance between the
location of the person and the item, with regard to positive
shifts, individuals who were actually at lower levels of this trait
tended to select higher order options and appeared as if they were
really located on the positive side of the latent trait continuum.
Correspondingly, the implication for negative shifts indicated
that individuals with high levels of this factor were not likely to
select a higher order option and appear as if they were lower
on the trait than they really were. These findings supported
the hypothesis that the item location could be changed due to

response pattern changed and the changes could be modeled
using an ideal point IRT model.

ROC Analyses for Diagnostic Accuracy
Receiver operating characteristic analyses evaluated the shifts of
item location parameter for detecting faking-good items versus
honest items (see Supplementary Table 2 in Supplementary
Material). The area under the curve (AUC) of ROC were
0.74 (SE = 0.12) and 0.64 (SE = 0.13) for conscientiousness
factor and neuroticism factor, respectively. Although these AUCs
indicated moderate diagnostic accuracy, they are evaluated
without statistical significance (p > 0.05), suggesting that
the effectiveness of the item parameter shifts for examining
the faking-induced change of item response pattern was not
powerful enough.

DISCUSSION

The current study used an ideal point IRT model to identify
dishonest responses at the item level. We found that the
magnitude of score change was positively correlated to the
test scores of motived faking group. Parts of the item
location parameters derived from the GGUM showed statistically
significant shifts across honest and faking conditions in the
within-subjects’ response pattern, which indicates that, to some
extent, the shifts of item parameters play the role as indicators of
faking. Moreover, the accuracy of the indicators was moderately
weak for evidencing the appropriateness of ideal point IRT
models that used for detect faking.

It was noteworthy that the deltas significantly differed in
two response conditions for some items. This demonstrates that
operating the response instructions could lead to changes of
item positions on the latent trait continuum, and the ideal point
IRT model might provide some insight into how faking impacts
individuals’ perception of personality items. Specifically, almost
all conscientiousness items experienced positive shifts. In this
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TABLE 3 | Item parameters for conditions and shifts for each item.

Measure Item δ t d

Honest Faking

C Waste my time 4.61 6.50 0.19 1.89

C Pay attention to details 4.66 5.78 0.13 1.12

C Find it difficult to get
down to work

4.06 2.69 −0.22 −1.37

C Carry out my plans 3.79 4.73 0.30 0.94

C Do not see things
through

4.37 4.98 0.08 0.61

C Make plans and stick to
them

3.71 5.19 0.66 1.48

C Shirk my duties 3.81 4.36 0.11 0.55

C Complete tasks
successfully

4.30 5.35 0.15 1.05

C Mess things up 2.52 4.13 5.03*** 1.61

C Leave things unfinished 3.86 2.78 −0.22 −1.08

C Am exacting in my work 2.70 4.28 2.87** 1.58

C Don’t put my mind on
the task at hand

2.67 5.21 7.26*** 2.54

C Finish what I start 4.06 4.35 0.05 0.29

C Make a mess of things 3.46 4.58 0.33 1.12

C Follow through with my
plans

3.96 3.94 0.00 −0.02

C Need a push to get
started

4.37 5.29 0.12 0.92

N Often feel blue 0.98 0.44 9.00*** −0.54

N Seldom feel blue 0.82 0.59 −2.56* −0.23

N Dislike myself 0.68 0.37 −4.43*** −0.31

N Am often down in the
dumps

1.05 2.55 25.00*** 1.50

N Rarely get irritated 0.21 0.47 2.60** 0.26

N Have frequent mood
swings

0.93 1.30 3.70*** 0.37

N Am not easily bothered
by things

0.49 0.63 1.40 0.14

N Panic easily 0.88 0.86 −0.33 −0.02

N Am very pleased with
myself

0.47 0.34 −1.44 −0.13

N Am filled with doubts
about things

1.31 0.66 −3.82*** −0.65

N Am relaxed most of the
time

0.65 0.30 −3.50*** −0.35

N Feel threatened easily 1.05 0.99 −0.60 −0.06

N Seldom get mad 0.41 0.49 1.00 0.08

N Get stressed out easily 1.01 1.14 0.68 0.13

N Am not easily frustrated 0.56 0.18 −4.22*** −0.38

N Fear for the worst 1.19 0.92 −1.08 −0.27

N Remain calm under
pressure

0.47 4.06 29.92*** 3.59

N Worry about things 1.11 1.07 −0.33 −0.04

N Rarely lose my
composure

0.29 0.08 −1.75 −0.21

C = conscientiousness; N = neuroticism; δ = item location parameter; t = test
statistic of the difference between the δ parameters under faking and honest
conditions divided by the standard error of the parameter estimates; d = the indictor
of effect size, calculated as faking δ values minus honest δ values of pairwise data.
*p < 0.05, **p < 0.01, ***p < 0.001.

case, individuals with lower levels of the personality characteristic
were likely to endorse higher-order options and appear to be
higher on the factor than they really were. All the items with
significant shifts on the conscientiousness factor showed the
same pattern. On the other hand, however, not all the significant
neuroticism items followed the same pattern in the direction
of the shifts (i.e., negative shifts). The significant reverse shifts
demonstrate that the response patterns are complex and sensitive
to the characteristic assessed by an item even if such characteristic
is not seen as a desirable behavior in the faking condition.

We also found that the magnitude of the shifts was large for
many conscientiousness items, whereas it was universally small
for neuroticism items. Given that the one-to-one difference of
deltas is regarded as an effect size, these values can demonstrate
how far apart the item parameters are on the distribution of
standardized latent trait. It could be the case that neuroticism
is generally not seen as a desirable characteristic and therefore
there might not be a uniform perception about these items when
respondents fake, so that the direction of distortion varied to
generate smaller value of effect size. In addition, the items might
show fake in both sides of directions (i.e., positive or negative),
which results in counteractions between possible shifts thus less
significant shifts in item parameter, and negative impact on
accuracy of the IRT-based procedure.

Implications
Ideal point IRT models (e.g., the GGUM used here) provide an
effective means to extend the research on response distortion at
the item level. These procedures could quantitatively model the
impact of response behavior on personality items and therefore
detect the change of response patterns under different response
conditions. Positive shifts suggested that the item location on the
continuum was higher in the faking condition, whereas negative
values indicated that the δ parameter was lower in the faking
condition. These findings are consist with the hypothesis that
concerning different groups of subjects differ in their pattern of
selecting options with respect to different experimental sessions.
Not only the change of test scores is significantly identified
with instructed faking, but also the item locations shift with
a dishonest response pattern and consequently the shifts are
examined via an IRT model.

Given that the diagnostic accuracy had appeared unexpected
results, the valence of IRT item-analysis might be considered
with the issues of appropriateness for ideal point models. It
is suggested that if responders compare their self-perception
to a certain threshold rather than to the statement’s location,
when responding to items, ideal point models should not be
used (Brown and Maydeu-Olivares, 2010). Second, focus on the
precision of item estimates, it is inherently more difficult to
recover true item parameters for ideal point models with the
normal probability density function model, if comparing with
that for dominance models which derive item estimates with
the normal ogive model (Brown and Maydeu-Olivares, 2010).
Considering GGUM’s mathematical complexity for estimation
difficulties, some studies related to detect faking used other
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methods, for example, techniques based on reaction times, and
scored invalidity scales (Sellbom and Bagby, 2010; Monaro et al.,
2018; Roma et al., 2018; Mazza et al., 2019), generally obtained
superior accurate outcomes. Finally, practically speaking, the use
of ideal point models seems not to result in any improvement for
predictive validity, if comparing with dominance models (Zhang
et al., 2019). Hence there are still some issues with ideal point
models when used for modeling faking response data.

The results of the present study also point to some areas for
further research. Firstly, we need to better understand the various
direction of the parameter shifts on personality factors. Although
the shifts showed a pattern similar to that found in previous
research, there is no readily unambiguous explanation for the
opposite direction to that being hypothesized. Then, as (Ferrando
and Anguiano-Carrasco, 2013) noted, the effectiveness of mixed
procedures is higher than that of previous single procedure. The
research on faking could benefit from traditional IRT models
combined with other recent model-based approaches such as
multilevel IRT analysis or mixture IRT models as a starting point.

Limitations
One potential limitation of this study is the insufficient
proportion of double-barreled items and vague quantifiers. If
only extreme items are used, dominance and ideal point models
will more likely yield a similar fit with nearly monotonical IRFs of
personality items (Drasgow et al., 2010). In this case, intermediate
statements should be used more frequently for larger effect sizes
thereby allowing the researchers to accurately identify an item’s
position on the latent continuum underlying faking.

We see an additional limitation regarding the measures
of consequent outcomes for the validity of studies under
simulated applicant-situations. Generally, these following
criterion measures on scales or work performance in real-life
context will more accurately predict or estimate the number or
percent of the “benefited” items and responders due to faking
behavior. It may well be that it provides an available way to
examine the internal accuracy and external generalizability.

Conclusion
Taken together, we find that the test scores in faking condition
corresponded with the amount of faking, moreover, the ideal
point IRT models in some cases to be an adequate measure
for detecting faking at the item level. The shifts of item
location parameters offer direct support for the change of

individuals’ response pattern due to motivated faking. However,
the diagnostic accuracy of the detection is not such ideal so
that the usage of ideal point models should be approached with
caution. On the whole, this study presents a possible useful
method that is worth further investigation.
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Background: Subjective well-being refers to the extent to which a person believes or
feels that her life is going well. It is considered as one of the best available proxies for a
broader, more canonical form of well-being. For over 30 years, one important distinction
in the conceptualization of subjective well-being is the contrast between more affective
evaluations of biological emotional reactions and more cognitive evaluations of one’s
life in relation to a psychologically self-imposed ideal. More recently, researchers have
suggested the addition of harmony in life, comprising behavioral evaluations of how one
is doing in a social context. Since measures used to assess subjective well-being are
self-reports, often validated only using Classical Test Theory, our aim was to focus on
the psychometric properties of the measures using Item Response Theory.

Method: A total of 1000 participants responded to the Positive Affect Negative Affect
Schedule. At random, half of the participants answered to the Satisfaction with Life
Scale or to the Harmony in life Scale. First, we evaluate and provide enough evidence
of unidimensionality for each scale. Next, we conducted graded response models to
validate the psychometric properties of the subjective well-being scales.

Results: All scales showed varied frequency item distribution, high discrimination values
(Alphas), and had different difficulty parameters (Beta) on each response options.
For example, we identified items that respondents found difficult to endorse at the
highest/lowest point of the scales (e.g., “Proud” for positive affect; item 5, “If I could
live my life over, I would change almost nothing,” for life satisfaction; and item 3, “I am
in harmony,” for harmony in life). In addition, all scales could cover a good portion of the
range of subjective well-being (Theta): −2.50 to 2.30 for positive affect, −1.00 to 3.50
for negative affect, −2.40 to 2.50 for life satisfaction, and −2.40 to 2.50 for harmony in
life. Importantly, for all scales, there were weak reliability for respondents with extreme
latent scores of subjective well-being.

Conclusion: The affective component, especially low levels of negative affect, were less
accurately measured, while both the cognitive and social component were covered to
an equal degree. There was less reliability for respondents with extreme latent scores
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of subjective well-being. Thus, to improve reliability at the level of the scale, at the item
level and at the level of the response scale for each item, we point out specific items
that need to be modified or added. Moreover, the data presented here can be used as
normative data for each of the subjective well-being constructs.

Keywords: Harmony in Life Scale, item response theory, Positive Affect Negative Affect Schedule, Satisfaction
with Life Scale, subjective well-being

INTRODUCTION

Subjective well-being refers to the extent to which a person
believes or feels that his or her life is going well and is considered
as one of the best available proxies for a broader, more canonical
form of well-being (Diener et al., 2018). This line of research
has led to important contributions with regard to physical,
psychological, and social health (e.g., Cloninger, 2004; Eid and
Larsen, 2008; Lyubomirsky, 2008; Diener et al., 2009; Kjell
et al., 2013), thus, making subjective well-being a popular and
interesting construct (OECD, 2013). For over 30 years, subjective
well-being has been conceptualized as comprising affective and
cognitive evaluations of one’s life (Diener, 1984; Diener et al.,
2018). The affective component is conceptualized as affective
evaluations of the emotions people experience in their daily
lives, emotions such as, sadness, fear, anger, joy, etc. (cf. Watson
et al., 1988). The cognitive component, on the other hand, is
conceptualized as the way people evaluate their life as a whole
in relation to a self-imposed ideal (Diener et al., 1985). Hence,
one important distinction in the conceptualization of subjective
well-being is the contrast between more affective evaluations that
are obtained when asking about a person’s typical emotional
experience and more cognitive, judgment-focused evaluations
like life satisfaction (Diener et al., 2018).

Despite some debates regarding the best way to conceptualize
and measure the affective component of subjective well-being
(e.g., how frequent or how intensive positive and negative
emotions are experienced, whether it is best to use experience
sampling methods or recollections of experienced emotions),
most researchers agree that the frequency of emotions, rather
than how intensive emotions are experienced, is a better measure
of the affective component (Diener et al., 2018). For instance,
people who experience high levels of well-being experience
intensive positive emotions very rarely (only 2.6% of the time);
instead they feel contented or mildly happy very frequently
(Diener and Diener, 1996; Diener and Seligman, 2002; Garcia
and Erlandsson, 2011). Judgments of life satisfaction, on the
other hand, have been the undisputed way to conceptualize the
cognitive component of subjective well-being. More recently,
however, researchers have suggested harmony in life as a
complement or supplement to life satisfaction (Kjell et al.,
2016; Kjell, 2018). Nevertheless, in contrast to the focus on
a psychologically self-imposed ideal involved in evaluations of
life satisfaction, harmony is the sense of balance and flexibility
that an individual experience in relation to the world around
her (Li, 2008a,b). Moreover, harmony is distinctive from life
satisfaction, not only by means of relations to different constructs
or psychometric properties of measures (i.e., the Satisfaction with

Life Scale vs. the Harmony in Life Scale), but also through how
people pursue harmony in their life (Kjell et al., 2016; Garcia
et al., 2020b). Indeed, when people are asked to describe how
they pursue harmony, the most frequent words they use are:
peace, balance, unity, agreement, calm, mediation, cooperation,
tolerant, nature, forgiveness, etc. (Kjell et al., 2016). In contrast,
when asked to describe how they pursue life satisfaction, the
most frequent words are: job, money, achievement, education,
success, wealth, house, gratification, etc. (Kjell et al., 2016). Thus,
conceptually, harmony is different from life satisfaction, not
because it is a different cognitive component, but because the
concept comprises behaviors and notions of a person being in
balance, in agreement, or striving for equilibrium or unity with
the world around her (Garcia et al., 2020b).

In sum, life satisfaction comprises cognitive evaluations of
one’s life in relation to a psychologically self-imposed ideal
(Diener et al., 1985), harmony comprises behavioral evaluations
of how one is doing in a social context, and positive and negative
affect comprises affective evaluations of biological emotional
reactions. This is in line with the definition of health by the
World Health Organization [WHO] (1946), in which health
pertains not merely to the absence of disease or infirmity,
but also to a state of physical, mental, and social well-being
(see also Cloninger, 2004; VanderWeele, 2017). What is even
more, it also corresponds to the biopsychosocial model, which
is a scientific model that refers to a dynamic and complex
interaction of physiological, psychological, and social factors
that can both result in and contribute to health (Engel, 1977,
1980; Cloninger, 2004). Thus, we argue that the three subjective
well-being components together are extremely important for
our understanding of a complete biopsychosocial (cf. affect-
cognition-behavior) model of subjective well-being (Garcia et al.,
2020b). In this context, because most measures used to assess
subjective well-being are self-reports, the cornerstone of research
on a tentatively biopsychosocial model of subjective well-being
should be to focus on the psychometric properties of the
measures (Pavot, 2018). At a general level, the existing self-report
measures exhibit strong psychometric properties including
unidimensionality, high internal consistency, moderately strong
test-retest reliability, and theoretically meaningful patterns of
associations with other constructs and criteria (for reviews see
Diener et al., 2009; Diener et al., 2013; for criticism regarding
well-being measures see Brown et al., 2018). A clear majority of
these analyses have implemented Classical Test Theory (CTT),
which is a useful theory for understanding latent traits. To the
best of our knowledge, there is little debate about the quality
of these subjective well-being measures when researchers use
these traditional methods (Diener et al., 2018; for criticism
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regarding well-being measures see Brown et al., 2018). However,
evaluations of psychometric information of items and scales
using CTT is dependent on the number of items and on
the sample’s size and other features, so any changes of these
features can strongly affect both item and the total psychometric
properties of the scale (Oishi, 2007). For instance, more precise
estimates of reliability coefficients and their confidence intervals
are obtained in large sample sizes of at least 400 respondents
(Charter, 1999), which is no so common when these measures
have been tested (Leue and Lange, 2011). Moreover, using
CTT researchers can only report a single value to represent
the reliability of the scale that is under investigation. This is
problematic because by using this type of analysis, researchers
implicitly assume that the standard error of measurement is
equal across all points in the continuum of the concept being
measured (Oishi, 2007). Therefore, this type of analyses does
not provide sufficient information at different points along the
trait continuum (e.g., ranging from extremely satisfied with life
to extremely unsatisfied with life). In other words, CTT does
not yield detailed feedback about which items provide the most
reliable information across range of true scores (Oishi, 2007).
Instead, CTT considers a summated scale as a measure of the
latent trait although it is created without any justification from
the sum of item scores.

Indeed, as suggested by others, many of the advantages of
modern methods (e.g., Item Response Theory, IRT) have been
ignored when subjective well-being measures have been validated
(Oishi, 2007). IRT is as relatively modern psychometric technique
that overcomes some of these limitations. One of IRT’s biggest
advantages is that we can determine how suitable items are to
measure the latent traits, so it can increase reliable information
and validity of the scale as a whole. The error and the reliable
information obtained using IRT vary from one item to another
and throughout the trait continuum of the scale, sometimes
widely for one part of the scale compared with other parts
(Oishi, 2007). In short, the aim of the present study is to apply
IRT to evaluate existing well-validated measures1 that might
constitute a tentative biopsychosocial model of subjective well-
being (i.e., Positive Affect Negative Affect Schedule, Satisfaction
with Life Scale, and Harmony in Life Scale). Next, we briefly
present research regarding the psychometric properties of each
of the measures.

The Positive Affect Negative Affect
Schedule
The Positive Affect Negative Affect Schedule was developed by
Watson et al. (1988) as an attempt to provide better measures
of positive and negative affect than contemporary measures at
that time. These scales have been used in several studies to
assess the affective or biological component of subjective well-
being. Watson and colleagues started by selecting 60 adjectives
representing affect from the factor analyses conducted by
Zevon and Tellegen (1982). The selection criterion was that

1There are different well-validated scales that can be used to measure each
component of subjective well-being, for a compilation of the most common, the
reader is advised to see Lopez and Snyder (2004).

the adjectives were strongly correlated to one corresponding
affect dimension but exhibited a weak correlation to the
other. Throughout meticulous multiple rounds of selection and
preliminary analyses, Watson et al. (1988) ended up with 10
items for each of the scales (see also Watson and Clark, 1994).
That is, a total of 20 items consisting of 10 adjectives that
measure positive affect (i.e., “Interested,” “Enthusiastic,” “Proud,”
“Alert,” “Inspired,” “Determined,” “Attentive,” “Active,” “Excited,”
and “Strong”) and 10 adjectives that measure negative affect
(“Distressed,” “Upset,” “Guilty,” “Afraid,” “Hostile,” “Irritable,”
“Ashamed,” “Nervous,” “Jittery,” and “Scared”) with a 5-point
Likert (1 = not at all, 5 = very much). Watson et al. (1988)
suggested that the orthogonal rotation of the factors is the best
representation of positive and negative affect’s latent structure
because of the opposing pleasant-unpleasant relationship in the
factor loadings. The scales have shown high internal consistency
in different studies — Cronbach’s alphas raging between 0.83 to
0.90 for positive affect and between 0.85 to 0.93 for negative affect
(see Watson and Clark, 1994; Leue and Lange, 2011).

Nevertheless, researchers have reported a two-factor model
with positive affect and negative affect as uncorrelated factors
and correlated factors (e.g., Kercher, 1992; Krohne et al., 1996;
Crocker, 1997; Mackinnon et al., 1999; Terraciano et al., 2003;
Crawford and Henry, 2004) and also subfactors of positive affect
and negative affect as uncorrelated and correlated first-order
factors (e.g., Mehrabian, 1997; Killgore, 2000; Gaudreau et al.,
2006). Moreover, validation studies (see Crawford and Henry,
2004) using structural equation modeling suggest that best-
fitting models are achieved by specifying correlations between
error in items closely related to each other in meaning:
Distressed-Upset, Guilty-Ashamed, Scared-Afraid, Nervous-
Jittery, Hostile-Irritable, Interested-Alert-Attentive, Excited-
Enthusiastic-Inspired, Proud-Determined, and Strong-Active.
Hence, these covariances suggest the possibility of item reduction
without serious repercussions on the content domain or internal
consistency reliability of the positive and negative affect scales
(Thompson, 2007, 2017). Finally, despite a robust and impressive
body of research, only a few studies have conducted IRT analyses
to validate the Positive Affect Negative Affect Schedule (e.g.,
Pires et al., 2013 who showed, in a Brazilian sample, that the
item Alert was the one with highest difficulty2 and worst fit
statistics). Thus, IRT analyses are an important endeavor for the
development of accurate and effective operationalization of the
affective component of subjective well-being.

The Satisfaction With Life Scale
The Satisfaction with Life Scale was originally developed by
Diener et al. (1985) as a brief assessment of an individual’s general
sense of satisfaction with her life (see also Pavot and Diener,
1993, 2008). It has been used in thousands of studies to assess the
cognitive or psychological component of subjective well-being.
Diener et al. (1985) developed the scale by first generating a
pool of 48 items intended to reflect life satisfaction and well-
being. Using factor analysis, they identified 10 items with high

2Throughout the manuscript the term “difficult” or “difficulty” refers to
“endorsement rate” or “probability of endorsement.”
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loadings (0.60 or above) on a common factor interpreted as
global evaluations of a person’s life. After eliminating items with
redundancies, Diener et al. further reduced the number of items
to five (i.e., “In most ways my life is close to my ideal,” “The
conditions of my life are excellent,” “I am satisfied with my life,”
“So far I have gotten the important things I want in life,” and
“If I could live my life over, I would change almost nothing”)
with a 7-point Likert response scale (1 = strongly disagree to
7 = strongly agree).

The scale has high internal consistency as indicated by
Cronbach’s alphas raging between 0.79 and 0.89 in some studies
(Pavot and Diener, 1993), 0.87 (Adler and Fagley, 2005) and
0.86 (Steger et al., 2006) in other studies (for a meta-analysis
see Vassar, 2008). Moreover, in the original article (Diener et al.,
1985), the researchers showed that a principal-axis factor analysis
on the Satisfaction with Life Scale resulted in a single factor
solution, in which the single factor accounted for 66% of the
variance of the scale. Despite the fact that the single factor
solution has been replicated in several studies, the fifth item
of the scale (“If I could live my life over, I would change
almost nothing”) often shows lower factor loadings and item-
total correlations than the first four items of the scale (e.g.,
Senécal et al., 2000). Pavot and Diener (2008) suggested that,
because this specific item strongly implies a summary evaluation
over past years, responses to it may involve a different cognitive
recollection than the responses to the other items of the scale that
imply a focus on the present (e.g., “The conditions of my life are
excellent”) or a temporal summation (e.g., “In most ways my life
is close to my ideal”). One way or the other, both CTT and the
few studies using IRT methodology (e.g., Oishi, 2006) indicate
that the fifth item of the Satisfaction with Life Scale is somewhat
distinct from the other four items (Pavot and Diener, 2008). Since
this item is highly correlated with the other four, however, it is
not costume nor necessary or recommended to drop it from the
measure (Pavot and Diener, 2008).

The few studies using IRT (Vittersø et al., 2005; Oishi, 2006)
suggest that, in some cases, comparisons based on raw scores
of the Satisfaction with Life Scale may be misleading. In one
study, for example, although initial analyses showed no mean
difference between Greenlanders and Norwegians, when IRT was
applied, it was revealed that some Greenlanders were more prone
to random responding, and to use extreme response categories.
After controlling for these tendencies, Norwegians showed higher
life satisfaction than Greenlanders, with the exception of a specific
latent class of Greenlanders, who were in turn more satisfied than
the Norwegian sample (Vittersø et al., 2005).

The Harmony in Life Scale
The Harmony in Life Scale was developed by Kjell et al. (2016)
who suggested that focusing solely on life satisfaction as the
cognitive component of subjective well-being is problematic since
individuals think about their life in various ways (cf. Delle Fave
et al., 2011). Based on a literature review of global contexts, such
as, lifestyle, surroundings, conditions, environment, society and
the world, Kjell et al. (2016) generated 29 items that included
essential key concepts such as harmony, being attuned, fitting
in, acceptance, adaptation, adjustment, and peace of mind. These

items were evaluated by 5 experts within psychological research
who were presented with a review of the aims and theories
underlying the scale and asked to rate each item based on
relevance (cf. Davis, 1992). Based on these evaluations the final
numbers of items amounted to 15. The 15 items were randomly
presented, with the same instructions and Likert Scale as the
Satisfaction with Life Scale, to 476 respondents. Kjell et al. (2016)
used an exploratory factor analysis based on maximum likelihood
and promax rotation to explore the factor structure of the scale.
The analysis revealed a clear single factor model with the total
eigenvalue of 9.40 explaining 62.64%, while the factor loadings for
the 15 items ranged from 0.56 to 0.86. The researchers eliminated
redundant items and chose five items (i.e., “My lifestyle allows me
to be in harmony,” “Most aspects of my life are in balance,” “I am
in harmony,” “I accept the various conditions of my life,” and “I
fit well with my surroundings”) that they found relevant to their
theoretical framework and with factor loadings ranging from 0.73
to 0.86 (see also Singh et al., 2016 for factor loadings ranging from
0.75 to 0.90) and a Cronbach’s alpha of 0.90 (see also Garcia et al.,
2014 for a Cronbach’s alpha of 0.91, Kjell et al., 2019 for Cronbach’s
alphas between 0.89 and 0.95, and Singh et al., 2016 for Cronbach’s
alphas between 0.83 and 0.87).

In a second study in the same article (Time 1 n1 = 787
and Time 2 n2 = 545), Kjell et al. (2016) showed that the
Harmony in Life Scale had good test-retest reliability (r = 0.77)
and that it correlated as expected to other well-being related
scales, such as, the Satisfaction with Life Scale (r = 0.76) and
the Subjective Happiness Scale (r = 0.67). Interestingly, CTT
analyses showed that despite a strong correlation between life
satisfaction and harmony in life, the two-factor models, rather
than single factor models, were considerable better at both Time
1 [χ2(34) = 191.70, p < 0.001; CFI = 0.97; RMSEA = 0.08] and
Time 2 [χ2(34) = 120.72, p < 0.001; CFI = 0.98; RMSEA = 0.07].
Moreover, to the best of our knowledge, the Harmony in Life
Scale has only been used in three published articles besides
the original study (i.e., Garcia et al., 2014; Singh et al., 2016;
Kjell et al., 2019) and no study has used IRT as a method for
psychometric testing.

Item Response Theory and the Present
Study
IRT is a family of psychometric methods for analysis of items,
item responses as well as whole scale properties. The basic
premise of IRT is that the probability of a response is a function of
an underlying trait, continuum (latent dimension) or ability that
is denoted by Theta (θ). Theta represents a person’s true latent
trait (e.g., subjective well-being), which has been standardized
to follow standard normal distribution with a range from −3.00
to 3.00, with 0.00 representing the average score (Baker, 2001).
The primary goal of using IRT is to validate and modify existing
scales that measure how much of a latent trait one person
has, in this case positive affect, negative affect, life satisfaction,
and harmony. For example, IRT can be applied to investigate
which items that haven’t enough reliable information about the
construct and which parts of that construct that the items don’t
measure. IRT analyses can also differentiate items’ properties
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(e.g., discrimination and difficulty) among individuals across a
much wider range of the construct at hand. If the analyses show
that there is such a problem with some items, the researcher
can remove/modify those items or add new items that help to
measure these parts of the construct, thus, providing information
that can differentiate people across a much greater range of the
latent trait and increases the validity of the whole scale (Oishi,
2007). Also, IRT analyses might help clinicians to understand
patients’ behavior regarding a difficult or easy item, which
might be helpful for intervention as well as for normative data
(Pires et al., 2013).

The items of the scales used to measure subjective well-being
(i.e., Positive Affect Negative Affect Schedule, the Satisfaction
with Life Scale, and the Harmony in Life Scale) are ordinal and
scored on Likert scales, so the appropriate IRT model for them
is a graded response model (GRM). In GRM each item has its
own estimated difficulty scores or threshold parameter (i.e., Beta,
β) that represents the underlying latent trait for each response
for each person. More specifically, Beta represents the level of
the underlying trait at which the next response option has 50%
chance of being endorsed. Moreover, each item in GRM has also
its discrimination parameter (i.e., Alpha, α) which reflects how
well the items discriminate between different levels of the latent
trait. Moreover, Alpha is used to reflect how strongly an item
is related with this latent trait, so it can be considered roughly
equivalent to factor loadings used in CTT. The discrimination
parameter values can be from−∞ to+∞, but values are typically
at about 0 to +2.50. Here, item discrimination values of 0.01–
0.34 are considered very low; 0.34–0.64 low; 0.65–1.34 moderate;
1.35–1.69 high; and 1.70 and above very high (Baker, 2001). It
is usually recommended to delete the items with negative value,
because this might suggest that something is wrong with the
item since it indicates that the probability of a correct response
decreases while the ability increases (Baker, 2001).

In order to use IRT models, there are some basic assumptions
regarding unidimensionality, local independence, monotonicity
(shape of curve) and differential item functioning (DIF).
Unidimensionality states that the set of items in the
questionnaire/test are expected to load on only one latent
factor to explain the item response patterns. This is tested using
factor analysis. Local independence means that the latent trait
score explains most of the variance of participants’ responses
to the items in the scale. This is tested by verifying that the
residuals for each item is not significantly correlated to the
residuals of any other item in the scale. Monotonicity refers to
item characteristics that reflect the true relationship between the
person’s latent trait score and the participant’s actual response
to the item. In other words, IRT models assume that the levels
of the person’s latent trait increase, as a monotonical function,
as the probability to choosing the answer in each item that
represents the participants actual level of the trait increases. DIF
is applied to investigate so that the differences regarding the
responses to each item does not vary across different groups
(e.g., men and women).

Again, more sophisticated statistical techniques based on IRT
(e.g., techniques described above that address the properties of
the whole scale, items, and item responses at the population

and subpopulation level) seem to present a promising way
forward for the measurement of subjective well-being (Oishi,
2007; OECD, 2013). Our aim was to investigate, using IRT
methods, the psychometric properties of the two instruments
that are commonly used to measure the affective (or biological)
and cognitive (or psychological) components of subjective well-
being (i.e., the Positive Affect Negative Affect Schedule and the
Satisfaction with Life Scale) along a new measure, tentatively
suggested to measure the behavioral (or social) component (i.e.,
the Harmony in Life Scale). These measures are not only the
most common when measuring the different components, but
as reviewed in the introduction, they have good psychometric
properties and are unidimensional in nature as analyzed using
CTT in past research. Unidimensionality, is by the way, an
important assumption for IRT analyses. To the best of our
knowledge, this is the first study to examine these three subjective
well-being instruments in the same study using IRT.

MATERIALS AND METHODS

Ethics Statement
Ethics approval was not required at the time the research
was conducted as per national regulations. The consent of the
participants was obtained by virtue of survey completion after
they were provided with all relevant information about the
research (e.g., anonymity).

Participants and Data Collection
Procedure
The participants were recruited through Amazon’s Mechanical
Turk3,4. All participants originated from the United States and
spoke English as their first language. Participants were informed
that the survey was voluntary, anonymous, that they could
terminate the survey at any time and that those who accepted
would receive $0.50 as compensation for their participation.
We added two control questions to the survey, to control for
automatic responses (e.g., “This is a control question, please
answer “either agree or disagree”). The final sample, after taking
away those who responded erroneously to one or both of the
control questions (n = 100, 9.09% of all respondents) consisted of
1000 participants (404 males and 596 females), including two who
did not report their age (age mean for 998 participants = 34.22,
SD = 12.73, range from 18 to 74). All 1000 participants responded
to the Positive Affect Negative Affect Schedule. However, since
the instructions, the format, and response scale of the Satisfaction
with Life Scale and the Harmony in life Scale are exactly the same,
participants were randomly presented with the Satisfaction with
Life Scale (age mean for 498 participants = 34.08, SD = 12.55,
range from 18 to 74; male = 217 and female = 283) or the
Harmony in Life Scale among the participants (age mean for 500

3Amazon’s Mechanical Turk MTurk allows data collectors to recruit participants
(i.e., workers) online for completing different tasks for money (for a review on
the validity of this method for data collection see among others: Buhrmester et al.,
2011; Rand, 2012).
4http://www.mturk.com/mturk/welcome
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participants = 34.36, SD = 12.92, range from 18 to 73; male = 187
and female = 313). This was done in order to avoid any likeness
between the scales to influence participants’ responses.

Measures
The Positive Affect Negative Affect Schedule (Watson et al., 1988)
measures a person’s experience of positive and negative affect.
The respondents are asked to estimate and rate to which extent
they have felt 10 positive (e.g., “Attentive”) and 10 negative (e.g.,
“Hostile”) feelings and moods during the last week on a five-point
scale (1 = very slightly or not at all, 5 = extremely).

The Satisfaction with Life Scale (Diener et al., 1985) measures
individuals’ global cognitive judgments of their life as a whole in
relation to a self-imposed ideal using five items (e.g., “In most
ways my life is close to my ideal”) and a seven-point Likert scale
(1 = strongly disagree, 7 = strongly agree).

The Harmony in Life Scale (Kjell et al., 2016) assess a person’s
global sense of harmony in life and consists of five statements
(e.g., “My lifestyle allows me to be in harmony”) for which
respondents are asked to indicate degree of agreement on a
seven-point Likert scale (1 = strongly disagree, 7 = strongly agree).

Statistical Procedure
We used the following software to analyze the data: STATA
version 14, R, SPSS version 24, and AMOS version 24. First,
we used exploratory factor analysis (EFA) and confirmatory
factor analysis (CFA) to replicate past evidence showing that the
correlation among items in each measure is explained by only a
single latent trait (i.e., showing unidimensional factor structures).
The lack of unidimensionality, for instance, might lead to biased
results regarding IRT parameter estimates5. For each of the
subjective well-being measures, EFA showed that the scree plot of
eigenvalues suggested a single latent factor. The first eigenvalues
of each scale (3.56 for life satisfaction, 3.74 for harmony in
life, 5.08 for positive affect, and 1.05 for negative affect) were
much greater than the others, which were less than 1.06. The
ratio of the first to the second eigenvalue was greater than 5.00.
Hence, for all scales there is evidence of unidimensionality (cf.
Sattelmayer et al., 2017). Item loadings ranged from 0.63 to 0.80
for positive affect, 0.63 to 0.80 for negative affect, 0.74 to 0.90 for
life satisfaction, and 0.79 to 0.91 for harmony in life.

The basic single factor CFA model for positive affect showed
that the chi-square value was significant (χ2 = 443.59, df = 35,
p < 0.001), the goodness of fit index was 0.91, the incremental fit
index was 0.91, and the Root Mean Square Error of Approximation
fit statistic was slightly outside the acceptable rang 0.108
(for more details see Supplementary Figure S1). After one
modification, a path between the error measurement for Alert-
Attentive, the chi-square value was lower, but still significant
(χ2 = 307.55, df = 34, p < 0.001). Nevertheless, after this
modification, all other fit indexes were acceptable (the goodness
of fit index was 0.94, the incremental fit index was 0.94, and
the Root Mean Square Error of Approximation fit statistic that

5Some researchers, however, confirm that IRT analyses are reasonably robust to
violations to unidimensional factor structure assumptions (Ip, 2010).

was 0.09). All factor loadings were significant at p < 001
(Supplementary Figures S1, S2).

The basic single factor CFA model for negative affect showed
that the chi-square value was significant (χ2 = 1055.38, df = 35,
p < 0.001). Fit indexes were slightly outside the traditional
acceptable range: the goodness of fit index was 0.80, the
incremental fit index was 0.82, and the Root Mean Square Error
of Approximation fit statistic that was 0.17 (for more details
see Supplementary Figure S3). After three modifications, paths
between the error measurements for Guilty-Ashamed, Hostile-
Irritable, and Afraid-Scared, the chi-square value was lower but
still significant (χ2 = 438.53, df = 32, p < 0.001). Nevertheless,
after these modifications, all other fit indexes were acceptable (the
goodness of fit index was 0.91, the incremental fit index was 0.93,
and the Root Mean Square Error of Approximation fit statistic that
was 0.11). All factor loadings were significant at p < 001 (for more
details see Supplementary Figures S3, S4).

The basic single factor CFA model for life satisfaction fitted
well (Supplementary Figure S5). The results showed that the chi-
square value was not significant (χ2 = 10.14, df = 5, p = 0.07), the
goodness of fit index was 0.99, the incremental fit index was 1.00,
and the Root Mean Square Error of Approximation fit statistic that
was 0.04. Thus, indicating that the model fit was acceptable (cf.
Bollen, 1989; Browne and Cudeck, 1993). All factor loadings were
significant at p < 001.

The basic single factor CFA model for harmony in life fitted
also well (Supplementary Figure S6). The results showed that the
chi-square value was significant (χ2 = 31.68, df = 5, p < 0.001).
The goodness of fit index was 0.98, the incremental fit index
was 0.99, and the Root Mean Square Error of Approximation fit
statistic that was 0.10. That is, all indexes indicated that the model
fit was acceptable. All factor loadings were significant at p < 001.

Previous research suggests that fit indexes that are slightly
outside the traditional acceptable range can be considered as
sufficiently unidimensional for further IRT analysis (Cook et al.,
2009; Stepp et al., 2012). In addition, although significant
for some of the models, the chi-square statistic is heavily
influenced by sample size (Kline, 2010), with larger samples
leading to a larger value and therefore, a larger likelihood of
being significant. Thus, given the results of the scree plot of
eigenvalues, eigenvalues, ratios, item loadings and the results
of the CFA, we considered that our results provide sufficient
evidence of unidimensionality of single latent trait for each one
of these four main measures of a biopsychosocial model of
subjective well-being.

Regarding local independence, our analyses showed that, for
all scales, the residuals (i.e., differences between the individuals’
observed scores and their respective predicted scores) of almost
each paired correlation were significant. That is, most of the
items can be considered as locally dependent and that our data
had a tendency for multidimensionality. See Supplementary
Tables S2a,b for the details. Result regarding Monotonicity
indicated that the response function of the probability of getting
correct response of each item of each scale increased when
the person’s latent trait level increased. See Supplementary
Table S3 and Supplementary Figure S7 for the details. The result
exhibited uniform Differential Item Function (DIF) for each item
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in SWLS across gender. This indicated that the ability of a person
to answer does not change due to gender characteristics. See
Supplementary Figure S8 for the details.

We tested the item fit statistic using the Orlando–Thissen–
Bjorner item fit S-χ2 statistic to determine absolute fit of the
model to each item. Regarding S-χ2 statistic, a value that is not
significant indicates that the model adequately fits an item. The
result indicated that 25 items were adequately fit, while four
items were statistically significant at p < 0.05 and one item at
p < 0.01. The S-χ2 statistic is sensitive and influenced by sample
size, test length and multiple comparisons, with larger samples,
small test length and multiple comparisons leading to a larger
value and therefore, a larger likelihood of being significant (Type I
error). In other words, these five valid items were falsely identified
as mis-fitting when in fact the model fitted the data/items, so
the root mean square error of approximation (RMSEA) was
used but it was based on the S-χ2 statistic (RMSEA S-χ2).
Traditional cut-offs for RMSEA tend to be RMSEA ≤ 0.08 to
determine absolute fit of the model to each item. The result
exhibited that the largest value of RMSEA S-χ2 was 0.03,
so this result indicated an adequate item-level model-data fit.
Nevertheless, we applied the Benjamini–Hochberg criterion for
p-value adjustment (Benjamini and Hochberg, 1995). Three items
(“Scared,” “My lifestyle allows me to be in harmony,” and “I
fit in well with my surroundings”) were still significant after
correction (see Supplementary Table S4). We checked these
items’ information, difficulty, and discrimination parameter in
order to decide whether they needed to be excluded from
the analyses. Since these three items provided with reliable
information, discrimination and difficulty, along good properties
overall (see for example analyses regarding monotonicity), we
decided to keep them. For example, the item “Scared,” was
still significant after correction, but this item had good reliable
information, high discrimination parameter 3.49 and difficulty
parameters between 0.26 and 1.94, which are even better values
that some of the items that were not significant after correction.
See Supplementary Table S4 for the details.

Comparisons Among GRM, RSM and PCM
In order to determine the most appropriate IRT model to our
data, we compared the model we chose, GRM, with both Rating
Scale Model (RSM), which is for ordinal responses to items that
share the same rating scale structure, and Partial Credit Model
(PCM), which is for ordinal responses to item that have its
own rating scale structure. We used three fit indices to evaluate
model fit: Log-likelihood, Bayesian information criterion (BIC)
and Akaike information criterion (AIC). The result showed that
GRM was preferable. See Supplementary Table S1 for the details.

RESULTS

IRT Analyses of the Positive Affect
Negative Affect Schedule
Positive Affect
We found that the frequency distributions for each of the
items in the positive affect scale were different (see Table 1),

for example, for the item “Determined” 20.80% of the
participants reported the highest levels (5 = extremely) compared
with the item “Enthusiastic” for which only 10.30% of the
participants reported the highest levels (5 = extremely). The
item “Enthusiastic” was more difficult, explained through the
proportion of participants choosing the highest point of the
scale, than the item “Determined.” This is important, if the
items vary in their difficulty, the correlations among items
would be small. Moreover, in this analysis each item gets its
own discrimination/slope (Alpha) and own ‘location’ parameter
(Beta); the differences between categories around that location
are not equal across items (see Table 2 and Figure 1). Regarding
item discrimination, all items had high discrimination values
(Alphas from 1.37 to 2.65) and demonstrated a steeper slope,
which indicates that the items can differentiate well between
persons with high and low levels of the latent score of positive
affect (see Table 2 and Figure 1). Regarding the estimated
threshold/difficulty parameter (Beta) for the positive affect scale
were between -2.54 and 1.65 (see Table 2). The item “Alert”
had the highest estimated difficulty parameter on response 5
(β = 1.65) and the item “Interested” had the lowest estimated
difficulty parameter on response 1 (β = −2.54). To understand
the difficulty parameter, let’s exemplify with the first item,
“Interested.” A respondent with −2.54 in positive affect has a
50% chance of answering 1 (very slightly or not at all), versus
greater or equal chance of answering 2 (i.e., responses 2, 3,
4, or 5). A respondent with −1.36 in positive affect has a
50% chance of answering 1 or 2, rather than greater or equal
chance of answering 3 (i.e., responses 3, 4, or 5). A person with
1.33 in positive affect has a 50% chance of picking response 5
(extremely), rather than less or equal chance of answering 4 (i.e.,
responses 1, 2, 3, or 4).

Furthermore, the differences between categories around
difficulty parameters (Beta) are not equal across items. That is,
for each item a response of, for example, 5 (extremely) was
treated differently: β = 1.65 for item “Alert” while it was 1.15
for item “Determined.” Moreover, the differences in difficulty
varied within each item (i.e., distances between responses for each
item). For example, for the item “Interested” (see Table 2), the
difference between ≥2 and ≥3 is−2.54 – (−1.36) =−1.18, while
the difference between ≥3 and ≥4 is −1.36 – (−0.12) = −1.24.
Thus, participants’ total score of positive affect will differ from
totals scores using CTT, where differences are treated as equal and
added without further justification (for more details see Table 2
and Figure 1).

The graph regarding category characteristic curves (Figure 2)
gives information about the relationship between the level of
the participants’ positive affect (i.e., the latent trait) and the
probability of responding to specific points in the scale for each
item, respectively. The graphs show the location where the next
category becomes more likely (not 50%), that is, the points where
the adjacent categories cross represent transitions from one
response point to the next. For example, for the item “Interested,”
participants with positive affect (latent trait) levels below −2.46
are more likely to respond 1 (very slightly or not at all) while the
participants with positive affect levels between −2.46 and −1.38
are most likely to respond 2, and so on. Moreover, the probability
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TABLE 1 | The frequency distributions of the positive affect scale of the Positive Affect Negative Affect Schedule (N = 1000).

Item Points in the Likert Scale

1 2 3 4 5

Interested

Frequency 32 113 309 396 150

Percent 3.20 11.30 30.90 39.60 15.00

Cumulating 3.20 14.50 45.40 85.00 100.00

Enthusiastic

Frequency 115 183 300 299 103

Percent 11.50 18.30 30.00 29.90 10.30

Cumulating 11.50 29.80 59.80 89.70 100.00

Proud

Frequency 199 205 263 209 124

Percent 19.90 20.50 26.30 20.90 12.40

Cumulating 19.90 40.40 66.70 87.60 100.00

Alert

Frequency 79 152 273 347 149

Percent 7.90 15.20 27.30 34.70 14.90

Cumulating 7.90 23.10 50.40 85.10 100.00

Inspired

Frequency 175 212 269 227 117

Percent 17.50 21.20 26.90 22.70 11.70

Cumulating 17.50 38.70 65.60 88.30 100.00

Determined

Frequency 71 125 244 352 208

Percent 7.10 12.50 24.40 35.20 20.80

Cumulating 7.10 19.60 44.00 79.20 100.00

Attentive

Frequency 55 101 301 373 170

Percent 5.50 10.10 30.10 37.30 17.00

Cumulating 5.50 15.60 45.70 83.00 100.00

Active

Frequency 119 198 328 233 122

Percent 11.90 19.80 32.80 23.30 12.20

Cumulating 11.90 31.70 64.50 87.80 100.00

Excited

Frequency 169 243 290 188 110

Percent 16.90 24.30 29.00 18.80 11.00

Cumulating 16.90 41.20 70.20 89.00 100.00

Strong

Frequency 154 214 281 231 120

Percent 15.40 21.40 28.10 23.10 12.00

Cumulating 15.40 36.80 64.90 88.00 100.00

of option 1 and 5 for this item are about equal and very high (For
more details see Figure 2).

We also investigated the item information function (see
Figure 3A) for each item to see how much information each
item provides as estimated by their location on the continuum
(i.e., difficulty parameter) for the latent factor of positive affect
and to investigate what level of the continuum each item has
most or least information or reliability. In other words, the item
information function reflects the properties of each item in terms
of both its difficulty (Beta) and discrimination (Alpha) index.
Moreover, this analysis helped us to evaluate where additional

items would be useful to develop the scale. For instance, the
items “Enthusiastic” and “Excited” had the highest discrimination
estimates and seem to provide more information than the
remaining items, while the items “Alert” and “Attentive” provide
lesser information. In general, the items cover the distribution of
the true range of positive affect (Theta, θ) from low (−2.50) up to
high (2.30). Moreover, we show that we get reliable information
at θ = 0 (vertical red line in Figure 3A) at about 1.90 from the item
“Enthusiastic,” at about 1.30 from the item “Excited,” at about 1.20
from the item “Proud,” at about 1.10 from the item “Interested,”
at about 1.05 from item “Strong,” and so on.
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TABLE 2 | Item response analysis of the positive affect scale in the Positive Affect Negative Affect Schedule (N = 1000).

Item Coef. SE Z P 95% CI

Interested

Discrimination 2.03 0.12 17.58 0.00 1.81 2.26

Difficulty

≥2 −2.54 0.14 −18.54 0.00 −2.81 −2.28

≥3 −1.36 0.08 −17.62 0.00 −1.51 −1.21

≥4 −0.12 0.05 −2.40 0.02 −0.22 −0.02

= 5 1.33 0.08 17.39 0.00 1.18 1.48

Enthusiastic

Discrimination 2.65 0.15 17.56 0.00 2.35 2.94

Difficulty

≥2 −1.45 0.07 −19.72 0.00 −1.59 −1.30

≥3 −0.61 0.05 −11.89 0.00 −0.71 −0.51

≥4 0.31 0.05 6.72 0.00 0.22 0.41

= 5 1.48 0.07 19.81 0.00 1.33 1.63

Proud

Discrimination 2.00 0.11 17.43 0.00 1.77 2.22

Difficulty

≥2 −1.09 0.07 −15.52 0.00 −1.23 −0.95

≥3 −0.28 0.05 −5.39 0.00 −0.38 −0.18

≥4 0.58 0.06 10.52 0.00 0.47 0.69

= 5 1.50 0.08 17.78 0.00 1.33 1.66

Alert

Discrimination 1.37 0.09 15.83 0.00 1.20 1.54

Difficulty

≥2 −2.31 0.14 −16.06 0.00 −2.59 −2.03

≥3 −1.17 0.09 −13.63 0.00 −1.34 −1.00

≥4 0.00 0.06 0.05 0.96 −0.12 0.12

=5 1.65 0.11 15.20 0.00 1.43 1.86

Inspired

Discrimination 1.81 0.11 17.20 0.00 1.60 2.02

Difficulty

≥2 −1.29 0.08 −16.14 0.00 −1.44 −1.13

≥3 −0.38 0.06 −6.79 0.00 −0.49 −0.27

≥4 0.56 0.06 9.69 0.00 0.44 0.67

=5 1.62 0.09 17.40 0.00 1.44 1.80

Determined

Discrimination 1.71 0.10 16.90 0.00 1.51 1.91

Difficulty

≥2 −2.10 0.12 −17.57 0.00 −2.34 −1.87

≥3 −1.15 0.08 −15.00 0.00 −1.31 −1.00

≥4 −0.16 0.05 −3.00 0.00 −0.27 −0.06

=5 1.15 0.08 15.06 0.00 1.00 1.30

Attentive

Discrimination 1.58 0.10 16.35 0.00 1.39 1.77

Difficulty

≥2 −2.41 0.14 −16.92 0.00 −2.69 −2.14

≥3 −1.44 0.09 −15.67 0.00 −1.62 −1.26

≥4 −0.13 0.06 −2.26 0.02 −0.24 −0.02

=5 1.38 0.09 15.46 0.00 1.21 1.56

Active

Discrimination 1.78 0.10 17.29 0.00 1.57 1.98

Difficulty

≥2 −1.63 0.09 −17.27 0.00 −1.82 −1.45

(Continued)

Frontiers in Psychology | www.frontiersin.org 9 January 2020 | Volume 10 | Article 3036144

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-10-03036 January 13, 2020 Time: 16:52 # 10

Nima et al. Validation of SWB Measures Using IRT

TABLE 2 | Continued

Item Coef. SE Z P 95% CI

≥3 −0.62 0.06 −10.36 0.00 −0.74 −0.51

≥4 0.51 0.06 8.81 0.00 0.39 0.62

=5 1.59 0.09 17.18 0.00 1.41 1.78

Excited

Discrimination 2.11 0.12 17.61 0.00 1.87 2.34

Difficulty

≥2 −1.22 0.07 −16.82 0.00 −1.37 −1.08

≥3 −0.28 0.05 −5.57 0.00 −0.38 −0.18

≥4 0.67 0.06 11.98 0.00 0.56 0.78

=5 1.58 0.08 18.66 0.00 1.41 1.74

Strong

Discrimination 1.87 0.11 17.27 0.00 1.65 2.08

Difficulty

≥2 −1.37 0.08 −16.69 0.00 −1.53 −1.21

≥3 −0.44 0.06 −7.86 0.00 −0.54 −0.33

≥4 0.52 0.06 9.24 0.00 0.41 0.63

=5 1.58 0.09 17.58 0.00 1.40 1.75

Moreover, the 10 items together provide a lot of information
to measure positive affect among participants that vary within
range −2.50 up to about 2.30 (Theta) of the level of the scale
of positive affect (see Figure 3B, test information function and
the standard error, that is, measurement error). This means that
the positive affect scale has good reliability and small standard
error in this range. The test information highest level is located
at −0.50 (Theta), thus indicating that this score has the smallest
standard error and provides the most information of the scale.
However, there is almost no reliable information below -3.50 and
above 3.50 (Theta) and the standard error increases quickly for
both smaller and larger Theta values. The reliability for different
levels of positive affect are shown in Table 3. These results showed
that the scale’s reliability is very strong (between 0.88 to 0.91)
at θ = −2.00, θ = −1.00, θ = 0.00, θ = 1.00, and θ = 2.00, that
reliability is good (0.75) at θ = −3.00, but that reliability is week
(0.64) at θ = 3.00.

Figure 3C shows the test characteristic curve for the whole
scale, which indicates the expected score against the latent trait
(i.e., positive affect) as a sum of the probabilities. Since the
positive affect scale of the Positive Affect Negative Affect Schedule
has 10 items with a five-point Likert scale (1 = very slightly or
not at all, 5 = extremely), the expected scores are between 10 and
50. Our results showed that the expected score for participants
that have positive affect at level of −1.96 (Theta) and below, is
15.50 or less. That is, these participants are most likely to choose
the answer coded 1 or 2 on most items. With critical values
(−1.96 and 1.96) coding to the standard normal distribution we
can expect 95% of randomly selected participants have a score
between 15.50 and 46.50 (see Figure 3C).

Negative Affect
We found that the frequency distributions for each of the items
in the negative affect scale varied (see Table 4). For example,
for the item “Distressed,” 7.20% of participants report a high

negative affect (5 = extremely) compared with the item “Hostile”
for which only 1.60% of participants report high negative affect
(5 = extremely). In other words, the item “Hostile” differ in
its difficulty compared with the item “Distressed” that has
less difficulty (for more details see Table 5). Regarding item
discrimination, all items had high discrimination values (Alphas
from 1.53 to 3.49) and had a steeper slope (see Table 5 and
Figure 4). Thus, indicating that that the items can differentiate
well between persons with high and low levels of the latent
score of negative affect. The difficulty parameters estimations
(Beta) for the negative affect scale are between −0.70 and 3.14
(see Table 5). The item “Hostile” has the highest estimated
difficulty parameter on response 5 (β = 3.14) and the item
“Irritable” has the lowest estimated difficulty parameter on
response 1 (β = −0.70). Our results also showed that the
differences between categories around difficulty parameters are
not equal across the negative affect scale items. For example,
5 (extremely) was 3.14 for the item “Hostile,” while it was 1.71
for the item “Distressed.” Moreover, the differences in difficulty
varied within each item (i.e., distances between responses for
each item). For example, for the item “Distressed,” the difference
between ≥ 2 and ≥3 is −0.69 – (0.44) = −0.15, while the
difference between ≥3 and ≥4 is 0.44 – (1.03) = 0.59. Thus,
participants’ total score of negative affect will differ from totals
scores using CTT, where differences are treated as equal and
added without further justification (for more details see Table 5
and Figure 4).

Figure 5, the category characteristic curves, shows the
transitions from one category to the next. For example, for the
item “Distressed,” participants with negative affect (i.e., latent
trait) levels below−0.65 are most likely to respond 1 (very slightly
or not at all), while the participants with negative affect levels
between 0.62 and 0.98 are most likely to respond 2, and so on.
Moreover, the probability of responding 1 and 5 for this item are
equal and very high (see Figure 5 for more details).
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FIGURE 1 | Boundary characteristic curves for each item of the positive affect scale of the Positive Affect Negative Affect Schedule (N = 1000).
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FIGURE 2 | Category characteristic curves for the items in the positive affect scale of the Positive Affect Negative Affect Schedule (N = 1000).
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FIGURE 3 | Items information function graphs for graded response and with
vertical line at θ = 0 (A) and information and standard error graph for graded
response (B) and test characteristic curve (C) for the whole positive affect
scale of the Positive Affect Negative Affect Schedule (N = 1000).

The item information function analyses indicate that the
items “Scared” and “Afraid” have the two highest discrimination
estimates and provide more information than the remaining
items, while the items “Jittery” and “Hostile” provided the lesser
information (see Figure 6A). Moreover, we show that we get

reliable information at θ = 0 (vertical red line in Figure 6A)
at about 2.60 from the item “Scared,” at about 1.80 from the
item “Afraid,” at about 1.75 from the item “Distressed,” at
about 1.70 from the items “Nervous” and “Irritable,” and so on.
Moreover, the ten items together provide a lot of information
to measure negative affect among participants that vary within
range −1.00 up to about 3.00 (Theta) of the level of the scale
of negative affect (see Figure 6B, test information function and
the standard error, that is, measurement error). This means
that the negative affect scale of the Positive Affect Negative
Affect Schedule has good reliability and small standard error in
this range. The test information highest level is located at 1.80
(Theta), thus indicating that this score has the smallest standard
error and provides the most information of the negative affect
scale. However, there is almost no reliable information about
below −2.00 and about above 4.00 (Theta) and the standard
error increases quickly for both smaller and larger Theta values.
The reliability for different levels of negative affect are shown
in Table 3. These results showed that the scale’s reliability is
very strong at θ = −1.00, θ = 0.00, θ = 1.00, θ = 2.00, and
θ = 3.00 (between 0.84 to 0.95), but that reliability is weak (0.46)
at θ =−2.00 and very week (0.10) at θ =−3.00.

Figure 6C shows the test characteristic curve for the whole
scale, which indicates the expected score against the latent trait
of negative affect as a sum of the probabilities. Since the negative
affect scale of the Positive Affect Negative Affect Schedule has
10 items with a five-point Likert scale (1 = very slightly or not
at all, 5 = extremely), the expected scores are between 10 and
50. Our results showed that the expected score for participants
that have negative affect at level of −1.96 (Theta) and below, is
10.30 or less. That is, these participants are most likely to choose
the answer coded 1 on all items. With critical values (−1.96 and
1.96) coding to the standard normal distribution we can expect
95% of randomly selected participants have a score between 15.50
and 46.50 (see Figure 3C). With critical values (−1.96 and 1.96)
coding to the standard normal distribution we can expect 95%
of randomly selected participants have expected score between
10.30 and 39.20 (see Figure 6C).

IRT Analyses of the Satisfaction With Life
Scale
Again, as for the positive and negative affect scales, the frequency
distributions for each of the items in the Satisfaction with Life
Scale varied (see Table 6). Thus, suggesting that some items differ
in difficulty compared to other items in the scale. For example,
for item 4 (“So far I have gotten the important things I want
in life”), 12.40% of the participants reported high satisfaction
with life (7 = strongly agree), while only 7% of the participants
report 7 when answering item 1 (“In most ways my life is close
to my ideal”). Moreover, all items had very high discrimination
values (from 1.74 to 4.50) and a steeper slope, which indicates
that the items can differentiate well between persons with high
and low levels of the latent score of satisfaction with life (see
Table 7 and Figure 7). In addition, the difficulty parameters
estimations for the Satisfaction with Life Scale are between−1.69
and 1.76. Here, Item 5 (“If I could live my life over, I would change
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TABLE 3 | Reliability of the fitted graded response IRT model of the positive and negative affect scales of the Positive Affect Negative Affect Schedule (N = 1000).

Theta Positive Affect Negative Affect

Test Information
Function

Test Information
Function-SE

Reliability IRT
GRM

Test Information
Function

Test Information
Function-SE

Reliability IRT
GRM

−3.00 4.00 0.50 0.75 1.11 0.95 0.10

−2.00 8.37 0.35 0.88 1.86 0.73 0.46

−1.00 11.66 0.29 0.91 6.33 0.40 0.84

0.00 11.68 0.29 0.91 14.96 0.26 0.93

1.00 11.19 0.30 0.91 18.89 0.23 0.95

2.00 8.17 0.35 0.88 17.69 0.24 0.94

3.00 2.80 0.60 0.64 6.80 0.38 0.85

Cronbach’s alpha for the whole scale using CTT were 0.90 for the positive affect scale and 0.91 for negative affect scale.

almost nothing”) has the highest estimated difficulty parameter
on response 7 (1.76) and item 4 (“So far, I have gotten the
important things I want in life”) has the lowest estimated difficulty
parameter on response 1 (−1.67). Our results showed also that
the differences between categories around difficulty parameters
are not equal across items. This means that for item 3 (“I am
satisfied with my life”), for example, a response of 7 (strongly
agree) was 1.28, while it was 1.76 for item 5 (“If I could live
my life over, I would change almost nothing”). Moreover, the
differences in difficulty varied within each item (i.e., distances
between responses for each item). Thus, participants’ total score
of life satisfaction will differ from totals scores using CTT,
where differences are treated as equal and added without further
justification. For example, for item 1 (“In most ways my life
is close to my ideal”), the difference between ≥2 and ≥3 is
−1.25 – (−0.73) = −0.52, while the difference between ≥3 and
≥4 is −0.73 – (−0.35) = −0.38 (for more details see Table 7
and Figure 7).

Figure 8, the category characteristic curves, shows the
transitions from one category to the next. For example, for item 1
(“In most ways my life is close to my ideal”), participants with
satisfaction with life (latent trait) levels below -1.18 are most
likely to respond 1 (strongly disagree), while participants with
satisfaction with life levels between 1.18 and−0.66 are most likely
to respond 2, and so on. Moreover, the probability of option 1
and 7 for this item are equal and very high (see Figure 8 for
all the details).

The item information function analyses, Figure 9A, showed
that items 1 (“In most ways my life is close to my ideal”) and
item 3 (“I am satisfied with my life”) have the two highest
discrimination estimates and provide more information than the
remaining items, while item 5 (“If I could live my life over, I
would change almost nothing”) provides lesser information. In
general, the results suggest that a lot of information of the true
range of life satisfaction is covered between low (Theta = −2.00)
up to high (Theta = 2.00) values. Moreover, we show that
we get reliable information at θ = 0.00 at about 5.80 from
item 1 (“In most ways my life is close to my ideal”), at about
3.30 from item 2 (“The conditions of my life are excellent”),
at about 4.30 from item 3 (“I am satisfied with my life”), at
about 1.80 from item 4 (“So far, I have gotten the important
things I want in life”) and at about 1.20 from item 5 (“If

I could live my life over, I would change almost nothing”) (see
Figure 9B, test information function and the standard error,
that is, measurement error). This means that the Satisfaction
with Life Scale has good reliability and small standard error
in this range. The test information highest is located at about
−0.30 (Theta), thus indicating that this score has the smallest
standard error and provides the most information of the scale.
However, there is almost no reliable information about below
−2.40 and about above 2.50 (Theta) and the standard error
increases quickly for both smaller and larger Theta values. The
reliability for different levels of life satisfaction are shown in
Table 8. These results showed that the scale’s reliability is very
strong at θ = −2.00, θ = −1.00, θ = 0.00, θ = 1.00, and θ = 2.00,
but that reliability is weak at θ = −3.00 and θ = 3.00. Since
the Satisfaction with Life Scale has five items with a seven-
point Likert scale (1 = strongly disagree, 7 = strongly agree),
the expected scores are between 5 and 35. Our results showed
that the expected score for participants that have life satisfaction
at the level −1.96 (Theta) and below, is 6.35 or less. That is,
these participants are most likely to choose the answer coded
1 on all or most items. With critical values (−1.96 and 1.96)
coding to the standard normal distribution we can expect 95% of
randomly selected participants to have a score between 6.35 and
33.6 (see Figure 9C).

IRT Analyses of the Harmony in Life
Scale
As for the other subjective well-being measures, the frequency
distributions for each of the items in the Harmony in Life Scale
varied (see Table 9). Hence, suggesting that some items differ in
difficulty compared to other items in the scale. For example, while
12.20% of the participants reported harmony in life (7 = strongly
agree) for item 4 (“I accept the various conditions of my life”),
only 5.20% of the participants reported high harmony in life
(7 = strongly agree) for item 3 (“I am in harmony”). Moreover, all
items had very high discrimination values (from 2.05 to 5.23) and
a steeper slope, which indicates that the items can differentiate
well between persons with high and low levels of the latent score
of harmony in life (see Table 10 and Figure 10). Furthermore, the
difficulty parameters estimations for the Harmony in Life scale
are between −2.09 and 1.64. Here, Item 3 (“I am in harmony”)
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TABLE 4 | The frequency distributions of the negative affect scale of the Positive Affect Negative Affect Schedule (N = 1000).

Item Points of Likert scale

1 2 3 4 5

Distressed

Frequency 275 365 169 119 72

Percent 27.50 36.50 16.90 11.90 7.20

Cumulating 27.50 64.00 80.90 92.80 100.00

Upset

Frequency 328 338 169 110 55

Percent 32.80 33.80 16.90 11.00 5.50

Cumulating 32.80 66.60 83.50 94.50 100.00

Guilty

Frequency 647 222 64 46 21

Percent 64.70 22.20 6.40 4.60 2.10

Cumulating 64.70 86.90 93.30 97.90 100.00

Afraid

Frequency 574 244 84 64 34

Percent 57.40 24.40 8.40 6.40 3.40

Cumulating 57.40 81.80 90.20 96.60 100.00

Hostile

Frequency 611 230 97 46 16

Percent 61.10 23.00 9.70 4.60 1.60

Cumulating 61.10 84.10 93.80 98.40 100.00

Irritable

Frequency 297 353 187 106 57

Percent 29.70 35.30 18.70 10.60 5.70

Cumulating 29.70 65.00 83.70 94.30 100.00

Ashamed

Frequency 661 205 69 47 18

Percent 66.10 20.50 6.90 4.70 1.80

Cumulating 66.10 86.60 93.50 98.20 100.00

Nervous

Frequency 405 301 150 92 52

Percent 40.50 30.10 15.00 9.20 5.20

Cumulating 40.50 70.60 85.60 94.80 100.00

Jittery

Frequency 573 257 81 63 26

Percent 57.30 25.70 8.10 6.30 2.60

Cumulating 57.30 83.00 91.10 97.40 100.00

Scared

Frequency 585 264 63 51 37

Percent 58.50 26.40 6.30 5.10 3.70

Cumulating 58.50 84.90 91.20 96.30 100.00

has the highest estimated difficulty parameter on response 7
(1.64) and item 5 (“I fit in well with my surroundings”) has
the lowest estimated difficulty parameter on response 1 (−2.09).
Our result also showed that the differences between categories
around difficulty parameters are not equal across items. This
means that for item 3 (“I am in harmony”), for example, a
response of 7 (strongly agree) was 1.64, while it was 1.49 for item
4 (“I accept the various conditions of my life”). Moreover, the
differences in difficulty varied within each item (i.e., distances
between responses for each item). Thus, participants’ total score
of harmony in life will differ from totals scores using CTT,

where differences are treated as equal and added without further
justification. For example, for item 1 (“Most aspects of my life
are in balance”), the difference between ≥2 and ≥3 is −1.62 –
(−1.00) = −0.62, while the difference between ≥3 and ≥4 is
−1.00− (−0.58) =−0.42 (see Table 10 and Figure 7).

The analyses of the category characteristic curves showed
that, for example, for item 1 (“My lifestyle allows me to be in
harmony”), participants with harmony in life (latent trait) levels
below−1.60 are most likely to respond 1 (strongly disagree), while
participants with harmony in life levels between−1.60 and−0.95
are most likely to respond 2, and so on. Moreover, the probability
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TABLE 5 | Item response analysis of the negative affect scale in the Positive Affect Negative Affect Schedule (N = 1000).

Coef. SE Z P 95% CI

Distressed

Discrimination 2.66 0.15 17.57 0.00 2.36 2.96

Difficulty

≥2 −0.69 0.05 −12.71 0.00 −0.80 −0.58

≥3 0.44 0.05 9.37 0.00 0.35 0.53

≥4 1.03 0.06 17.62 0.00 0.91 1.14

5.00 1.71 0.08 20.44 0.00 1.54 1.87

Upset

Discrimination 2.47 0.14 17.37 0.00 2.19 2.75

Difficulty

≥2 −0.52 0.05 −9.77 0.00 −0.62 −0.41

≥3 0.55 0.05 10.99 0.00 0.45 0.64

≥4 1.18 0.06 18.43 0.00 1.06 1.31

5.00 1.92 0.10 19.87 0.00 1.73 2.11

Guilty

Discrimination 2.05 0.14 14.57 0.00 1.78 2.33

Difficulty

≥2 0.49 0.05 9.35 0.00 0.39 0.60

≥3 1.42 0.08 17.34 0.00 1.26 1.58

≥4 1.92 0.11 17.75 0.00 1.70 2.13

5.00 2.67 0.17 16.15 0.00 2.35 3.00

Afraid

Discrimination 3.28 0.22 14.84 0.00 2.85 3.71

Difficulty

≥2 0.24 0.04 5.44 0.00 0.15 0.32

≥3 1.00 0.05 18.38 0.00 0.89 1.11

≥4 1.43 0.07 20.99 0.00 1.30 1.57

5.00 2.03 0.10 20.72 0.00 1.84 2.22

Hostile

Discrimination 1.70 0.12 14.34 0.00 1.46 1.93

Difficulty

≥2 0.41 0.06 7.15 0.00 0.29 0.52

≥3 1.41 0.09 15.88 0.00 1.23 1.58

≥4 2.19 0.13 16.36 0.00 1.93 2.45

5.00 3.14 0.22 14.23 0.00 2.70 3.57

Irritable

Discrimination 1.89 0.11 16.95 0.00 1.67 2.11

Difficulty

≥2 −0.70 0.06 −11.23 0.00 −0.82 −0.58

≥3 0.53 0.06 9.67 0.00 0.43 0.64

≥4 1.32 0.08 17.05 0.00 1.16 1.47

5.00 2.12 0.12 17.94 0.00 1.89 2.35

Ashamed

Discrimination 2.29 0.16 14.77 0.00 1.99 2.60

Difficulty

≥2 0.52 0.05 10.32 0.00 0.43 0.62

≥3 1.36 0.07 18.27 0.00 1.22 1.51

≥4 1.88 0.10 18.89 0.00 1.68 2.07

5.00 2.66 0.16 16.78 0.00 2.35 2.97

Nervous

Discrimination 2.47 0.15 17.01 0.00 2.19 2.76

Difficulty

≥2 −0.27 0.05 −5.41 0.00 −0.36 −0.17

(Continued)
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TABLE 5 | Continued

Coef. SE Z P 95% CI

≥3 0.66 0.05 12.80 0.00 0.56 0.76

≥4 1.29 0.07 18.98 0.00 1.16 1.42

5.00 1.97 0.10 19.86 0.00 1.77 2.16

Jittery

Discrimination 1.53 0.11 14.21 0.00 1.32 1.74

Difficulty

≥2 0.27 0.06 4.63 0.00 0.16 0.39

≥3 1.39 0.09 14.89 0.00 1.21 1.58

≥4 2.01 0.13 15.75 0.00 1.76 2.26

5.00 3.01 0.21 14.64 0.00 2.61 3.42

Scared

Discrimination 3.49 0.24 14.34 0.00 3.01 3.97

Difficulty

≥2 0.26 0.04 6.15 0.00 0.18 0.35

≥3 1.14 0.06 19.95 0.00 1.03 1.25

≥4 1.49 0.07 21.72 0.00 1.36 1.63

5.00 1.94 0.09 21.06 0.00 1.76 2.12

of option 1 and 7 for this specific item are equal and very high
(see Figure 11 for more details).

The item information function analyses, Figure 12A, showed
that items 2 (“Most aspects of my life are in balance”) and
item 3 (“I am in harmony”) have the two highest discrimination
estimates and provide more information than the remaining
items, while items 4 (“I accept the various conditions of my
life”) and 5 (“I fit in well with my surroundings”) provide
lesser information. In general, the results suggest that a lot of
information of the true range of harmony in life is covered
between low (θ =−2.00) up to high (θ = 2.00) values. For instance,
we showed that we get reliable information at θ = 0.00 at about
7.20 from item 2 (“Most aspects of my life are in balance”),
at about 7.00 from item 3 (“I am in harmony”), at about 4.80
from item 1 (“My lifestyle allows me to be in harmony”) and at
about 1.50 from both item 4 (“I accept the various conditions
of my life”) and 5 (“I fit in well with my surroundings”) (see
Figure 12B, test information function and the standard error,
that is, measurement error). This means that the Harmony in Life
Scale has good reliability and small standard error in this range.
The test information highest is located at about −0.30 (Theta),
hence indicating that this score has the smallest standard error
and it provides the most information of the scale. However, there
is almost no reliable information about below −2.40 and about
above 2.50 (Theta) and the standard error increases quickly for
both smaller and larger Theta values. The reliability for different
levels of harmony in life are shown in Table 8. These results
showed that the scales reliability is very strong at θ = −2.00,
θ =−1.00, θ = 0.00, θ = 1.00, and θ = 2.00 (between 0.87 and 0.96),
but weak (0.50) at θ =−3.00 and very week (0.32) at θ = 3.00.

The Harmony in Life Scale has five items with a seven-point
Likert scale (1 = strongly disagree, 7 = strongly agree), so the
expected scores range from 5 to 35. Our results showed that
the expected score for participants that have harmony in life
at the level −1.96 (Theta) and below is 7.44 and less. Hence,

these participants are most likely to choose the answer coded
1 on most items. With critical values (−1.96 and 1.96) coding
to the standard normal distribution, we can expect 95% of
randomly selected participants have a score between 7.44 and
33.9 (see Figure 12).

Convergent and Discriminant Validity
Finally, in order to test convergent and discriminant validity
we investigated the Pearson correlations between the different
scales. The Satisfaction with Life Scale (r = 0.30; p < 0.001) and
Harmony in Life Scale (r = 0.46; p < 0.001) were positively and
significantly correlated with the positive affect scale. Conversely,
the Satisfaction with Life Scale (r = −0.30; p < 0.001) and
Harmony in Life Scale (r =−0.38; p < 0.001) were negatively and
significantly correlated with the negative affect scale. Moreover,
positive and negative were negatively and significantly correlated
with each other (r = −0.25; p < 0.001). Hence, there is sufficient
convergent and discriminant validity.

DISCUSSION

Since measures used to assess subjective well-being are self-
reports, often validated only using CTT methodology, our aim
was to focus on the psychometric properties of three subjective
well-being measures using IRT methods. More specifically, we
used GRM to validate and suggest psychometric modifications
to the Positive Affect Negative Affect Schedule, the Satisfaction
with Life, and the Harmony in Life Scale. We argued that
health is biopsychosocial and suggested that these three scales
operationalize a biopsychosocial model of subjective well-being
(cf. affect-cognition-behavior). Since past research shows that
each scale has a unidimensional structure, our first step here was
to validate each scale at the item level.
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FIGURE 4 | Boundary characteristic curves for each item of the negative affect scale of the Positive Affect Negative Affect Schedule (N = 1000).
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FIGURE 5 | Category characteristic curves for the items in the negative affect scale of the Positive Affect Negative Affect Schedule (N = 1000).
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FIGURE 6 | Items information function graphs for graded response with
vertical line at θ = 0 (A) and information and standard error graph for graded
response (B) and test characteristic curve (C) for the whole negative affect
scale of the Positive Affect Negative Affect Schedule (N = 1000).

The Affective or Biological Component:
Positive Affect Negative Affect Schedule
The results showed that, despite having a varied frequency
distribution, all items measuring positive and negative affect
had high discrimination values (Alphas from 1.37 to 2.65 for
positive affect and 1.53 to 3.49 for negative affect). In other
words, indicating that all items in the scales can differentiate

well between persons with high and low levels of positive
and negative affect. Moreover, certain items had different
difficulty parameter (Beta) for each specific response option.
For example, participants were relatively less prone to choose
the highest point in the Likert scale (5 = Extremely) when
evaluating to which extent they have felt alert and hostile and
more prone to choose this response when evaluating to which
extent they have felt determined and distressed. In addition,
participants were relatively more prone to choose the lowest
point in the Likert scale (1 = Very slightly or not at all) when
evaluating to which extent they have felt proud and ashamed
and less prone to choose this response when evaluating to
which extent they have felt interested and irritable. In this
context, validation studies using CTT (e.g., Crawford and
Henry, 2004) suggest that best-fitting models are achieved by
specifying correlations between error in items closely related to
each other in meaning, for example, Interested-Alert-Attentive,
Proud-Determined, Excited-Enthusiastic-Inspired, Distressed-
Upset, Guilty-Ashamed, Scared-Afraid, Nervous-Jittery, Hostile-
Irritable. Therefore, researchers have suggested that these
covariances, that form constellations of items, indicate the
possibility of item reduction without serious repercussions on the
content domain or internal consistency reliability of the scales
(e.g., Thompson, 2007, 2017). For instance, the CFA analysis
conducted in our study to replicate the unidimensionality of
the scales showed similar covariance between errors regarding
Alert-Attentive and even more for the negative affect scale.
Nevertheless, our IRT results suggest that choosing which item
to delete is more complex than just looking at the covariances
between items closely related in meaning. For instance, for the
constellation Proud-Determined, “Determined” was here shown
to cover the highest levels of the Likert scale and “Proud” to be
able to cover the lowest levels and for the constellation Guilty-
Ashamed, we need to consider that, “Guilty” covers the lowest,
while “Distressed” from the constellation Distressed-Upset covers
the highest levels of the Likert scale. So, deleting any of these two
items has repercussions for which item should be kept from other
item constellations, since the scale will need an item that covers
for lower/higher values. In other words, in contrast to what is
implied by CTT models, the deletion of any of these items will
have repercussions on the psychometric properties of the scale.

Furthermore, the items “Enthusiastic,” “Excited,” “Proud,”
“Interested,” “Strong,” “Scared,” “Afraid,” “Distressed,” “Irritable,”
and “Nervous” provided satisfactory information values and
seem useful to differentiate well between respondents. More
specifically, the items “Enthusiastic,” “Excited,” “Scared,” and
“Afraid” had two of the highest discrimination estimates (Alpha)
and provided more information than all the remaining items,
while the items “Alert,” “Attentive,” “Jittery,” and “Hostile”
provided lesser information. Moreover, the test’s highest amount
of information was located within positive affect levels from
−2.50 up to about 2.30 and within negative affect levels from
−1.00 up to about 3.50 (Theta). However, even if some items, like
“Alert” and “Attentive,” had good discrimination values (Alpha),
the information value was low. Hence, suggesting again that the
item “Alert” can be removed, or even better, replaced with an
equally good discriminating item that better covers lower values
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TABLE 6 | The frequency distributions of the items in the Satisfaction with Life Scale (N = 500).

Item Points of Likert scale

1 2 3 4 5 6 7

In most ways my life is close to my ideal

Frequency 61 63 61 52 128 100 35

Percent 12.20 12.60 12.20 10.40 25.60 20.00 7.00

Cumulating 12.20 24.80 37.00 47.40 73.00 93.00 100.00

The conditions of my life are excellent

Frequency 45 47 68 61 115 125 39

Percent 9.00 9.40 13.60 12.20 23.00 25.00 7.80

Cumulating 9.00 18.40 32.00 44.20 67.20 92.20 100.00

I am satisfied with my life

Frequency 58 42 54 43 108 137 58

Percent 11.60 8.40 10.80 8.60 21.60 27.40 11.60

Cumulating 11.60 20.00 30.80 39.40 61.00 88.40 100.00

So far I have gotten the important things I want in life

Frequency 45 44 70 50 95 134 62

Percent 9.00 8.80 14.00 10.00 19.00 26.80 12.40

Cumulating 9.00 17.80 31.80 41.80 60.80 87.60 100.00

If I could live my life over, I would change almost nothing

Frequency 77 85 82 50 84 70 52

Percent 15.40 17.00 16.40 10.00 16.80 14.00 10.40

Cumulating 15.40 32.40 48.80 58.80 75.60 89.60 100.00

of the scale and provides more information for the whole ideal
range (Theta −3.00 to +3.00). Last but not the least, reliability
was relatively week for responses were Theta is at or above 3.00
for positive affect and at and below −2.00 for negative affect,
suggesting that the standard error increases quickly for higher
values of positive and negative affect. Hence, choosing deletion or
addition of items that cover the ideal range of affect (Theta−3.00
to+3.00) needs to consider items that complement each other in
their difficulty and discrimination levels. In general, in addition
to what is implied by CTT models, the information provided in
our study should be useful for further development of the scales
of the Positive Affect Negative Affect Schedule.

The Cognitive or Psychological
Component: The Satisfaction With Life
Scale
As for the results of the affective component measure, all
items of the Satisfaction with Life Scale had a varied frequency
distribution and can differentiate well between persons with high
and low levels of the latent score of life satisfaction (Alphas from
1.74 to 4.50). Moreover, certain items had different difficulty
parameter (Beta) for each specific response option. For example,
participants were relatively less prone to choose the highest point
in the Likert scale (7 = Extremely agree) when evaluating the
statement in item 5 (“If I could live my life over, I would change
almost nothing”) and more prone to choose this response when
evaluating the statement in item 3 (“I am satisfied with my
life”). In this context, studies using CTT methods suggest that
the fifth item of the scale shows often lower factor loadings
and item-total correlations than the first four items of the scale

(e.g., Senécal et al., 2000; see also our CFA analysis for this scale,
which replicate these results in the Supplementary Material). We
agree with Pavot and Diener (2008) who suggested that, because
this specific item strongly implies a summary evaluation over
past years, responses to it might involve a different cognitive
recollection than the responses to items that imply a focus
on, for example, a temporal summation (e.g., Item 3: “I am
satisfied with my life”). Moreover, as in our study, the few studies
using IRT methodology indicate that the fifth item is somewhat
distinct from the other four items of the scale, something that
makes comparisons based on raw scores in certain populations
misleading (e.g., Vittersø et al., 2005; Oishi, 2006). In addition,
participants were relatively more prone to choose the lowest point
in the Likert scale (1 = Extremely disagree) when evaluating item
1 (“In most ways my life is close to my ideal”), and less prone
to choose this response when evaluating item 4 (“So far I have
gotten the important things I want in life”). We interpret this as
participants not seeing “get the important things in my life” as
equal to being close to their own self-imposed ideal, which per
definition is how life satisfaction has been conceptualized (Diener
et al., 1985; Pavot and Diener, 1993, 2008). Thus, suggesting
that responses to these items will have repercussions on the
psychometric properties of the Satisfaction with Life Scale and
to comparisons between groups based on raw scores of the
scale (cf. Oishi, 2006). In this line, CTT methods suggest that
a life satisfaction score of 20 represents the neutral point on
the scale, while a scores between 5 and 9 indicates that the
respondent is extremely dissatisfied with life, scores from 15 to
19 are interpreted as falling in the slightly dissatisfied range,
scores between 21 and 25 represent slightly satisfied, and scores
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TABLE 7 | Item response analysis of the Satisfaction with Life Scale (N = 500).

Coef. SE Z P 95% CI

In most ways my life is close to my ideal

Discrimination 4.50 0.38 11.82 0.00 3.75 5.24

Difficulty

≥2 −1.25 0.08 −15.38 0.00 −1.41 −1.09

≥3 −0.73 0.07 −11.21 0.00 −0.86 −0.60

≥4 −0.35 0.06 −6.00 0.00 −0.47 −0.24

≥5 −0.06 0.06 −1.07 0.29 −0.17 0.05

≥6 0.65 0.06 10.20 0.00 0.53 0.78

7 1.57 0.10 16.37 0.00 1.38 1.76

The conditions of my life are excellent

Discrimination 3.25 0.24 13.66 0.00 2.78 3.72

Difficulty

≥2 −1.53 0.10 −15.38 0.00 −1.72 −1.33

≥3 −1.01 0.08 −13.04 0.00 −1.16 −0.86

≥4 −0.53 0.07 −8.08 0.00 −0.65 −0.40

≥5 −0.17 0.06 −2.85 0.00 −0.29 −0.05

≥6 0.49 0.07 7.46 0.00 0.36 0.61

7 1.58 0.10 15.30 0.00 1.38 1.78

I am satisfied with my life

Discrimination 3.93 0.31 12.70 0.00 3.33 4.54

Difficulty

≥2 −1.32 0.09 −15.44 0.00 −1.49 −1.15

≥3 −0.92 0.07 −12.77 0.00 −1.06 −0.78

≥4 −0.52 0.06 −8.30 0.00 −0.64 −0.40

≥5 −0.27 0.06 −4.48 0.00 −0.38 −0.15

≥6 0.31 0.06 5.14 0.00 0.19 0.43

7 1.28 0.08 15.07 0.00 1.11 1.45

So far I have gotten the important things I want in life

Discrimination 2.30 0.17 13.58 0.00 1.97 2.63

Difficulty

≥2 −1.67 0.12 −14.00 0.00 −1.91 −1.44

≥3 −1.12 0.09 −12.31 0.00 −1.30 −0.94

≥4 −0.56 0.07 −7.61 0.00 −0.70 −0.41

≥5 −0.23 0.07 −3.37 0.00 −0.36 −0.10

≥6 0.37 0.07 5.25 0.00 0.23 0.51

7 1.45 0.11 13.58 0.00 1.24 1.66

If I could live my life over, I would change almost nothing

Discrimination 1.74 0.14 12.79 0.00 1.47 2.01

Difficulty

≥2 −1.42 0.12 −11.79 0.00 −1.65 −1.18

≥3 −0.61 0.09 −7.17 0.00 −0.78 −0.44

≥4 −0.04 0.08 −0.54 0.59 −0.19 0.11

≥5 0.30 0.08 3.89 0.00 0.15 0.45

≥6 0.96 0.10 9.94 0.00 0.77 1.15

7 1.76 0.14 12.50 0.00 1.48 2.04

between 31 and 35 indicate that the respondent is extremely
satisfied with life (Pavot and Diener, 2008). In contrast, our IRT
analysis suggest a score of 22.30 as the neutral point of the scale
and that 95% of the participants are within scores 6.35–33.60.
Thus, IRT might be useful to create normative data for this
scale and the others.

In general terms, however, item 1 (“In most ways my life
is close to my ideal”), item 2 (“The conditions of my life are

excellent”), item 3 (“I am satisfied with my life”), and item 4
(“So far I have gotten the important things I want in life”)
provided satisfactory information values and could differentiate
well between respondents. Specifically, item 1 and 3 have the
highest discrimination estimates (Alphas) and provide more
information than the remaining items. The test’s highest amount
of information was located within life satisfaction levels from
−2.00 up to about 2.00 (Theta). Additionally, although item 5
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FIGURE 7 | Boundary characteristic curves for each item of the Satisfaction with Life Scale (N = 500). Item 1: “In most ways my life is close to my ideal”; Item 2: “The
conditions of my life are excellent”; Item 3: “I am satisfied with my life”; Item 4: “So far, I have gotten the important things I want in life”; and Item 5: “If I could live my
life over, I would change almost nothing.”

had very high discrimination values (Alpha), it provided low
information. Hence, reinforcing that item 5 should be removed
or modified to develop the psychometric properties of the scale
and that there is no reliable information for Theta values at
and about below −2.40 and at and about above 2.50. In these
specific location coefficients, the standard error increases quickly,
thus, the scale’s reliability is very weak. The information provided
in our study should be useful for further development of the

Satisfaction with Life Scale in order to cover the ideal range of
the scale (Theta−3.00 to+3.00).

The Behavioral or Social Component:
Harmony in Life Scale
As for the results of the other subjective well-being measures,
the items of the Harmony in Life Scale showed varied frequency
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FIGURE 8 | Category characteristic curves for each item of the Satisfaction with Life Scale (N = 500). Item 1: “In most ways my life is close to my ideal”; Item 2: “The
conditions of my life are excellent”; Item 3: “I am satisfied with my life”; Item 4: “So far, I have gotten the important things I want in life”; and Item 5: “If I could live my
life over, I would change almost nothing.”

distribution, high discrimination values (Alphas from 2.05 to
5.23) and had different difficulty parameters (Beta) on each
specific response option. Here, participants were relatively
less prone to choose the highest point in the Likert scale
(7 = Extremely agree) when evaluating the statement in item 3

(“I am in harmony”) and more prone to choose this response
when evaluating the statement in item 4 (“I accept the various
conditions of my life”). Moreover, participants were relatively
more prone to choose the lowest point in the Likert scale
(1 = Extremely disagree) when evaluating the statement in
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item 3 (“I am in harmony”) and less prone to choose this
response when evaluating the statement in item 5 (“I fit in well
with my surroundings”). In addition, items 2 (“Most aspects

of my life are in balance”) and 3 (“I am in harmony”) have
the highest discrimination estimates (Alpha) and provide more
information than the remaining items. These two items together
with item 1 (“My lifestyle allows me to be in harmony”)
provide satisfactory information values, thus, they differentiate
well between respondents with high and low levels in harmony
in life. Although beyond the scope of our study, we argue that
these results reinforce our suggestion about seeing harmony in
life as the behavioral or social component of subjective well-
being. All relevant items suggest evaluations of behaviors (e.g.,
“My lifestyle. . .”) and evaluations of social interactions between
the self and the world around (e.g., “. . .in balance”).

In addition, although item 4 (“I accept the various conditions
of my life”) and 5 (“I fit in well with my surroundings”) had
very high discrimination values (Alphas), the information that
these items cover is low. With regard to item 4, the statement is
probably more related to the concept of self-acceptance, rather
than harmony per se. Self-acceptance has been conceptualized
as one sub-trait in the personality trait of Self-directedness
(Cloninger, 2004). In other words, even if self-acceptance has
been identified as an important trait that promotes well-being,
it is a personality trait rather than a construct of subjective well-
being. With regard to item 5, perhaps the word “surroundings”
is too narrow or confuses the respondents. In other words,
“surroundings” might be misinterpreted only as the physical
environment or adjacent area, which stands in contrast to both
the concept of harmony as the sense of balance and flexibility
that an individual experience in relation to the world around
her (Li, 2008a,b) and the way people describe how they pursue
harmony—that is, using words that describe more than just
adjacent areas, such as, nature; in contrast to words people use to
describe how they pursue life satisfaction, such as, job and house
(see Kjell et al., 2016), which might be what some respondents
interpret as their “surroundings.” A tentative modification, for
example, could be to change the statement in item 5 to “I fit in
well with the world around me (e.g., nature).”

Last but not the least, the test’s highest amount of information
was located within Theta values from −2.00 up to about 2.00
and the scale has almost no reliable information for Theta values
at and below −2.40 and at and about above 2.50. At these
values, reliability is week and the standard error increases quickly.
Hence, as for the other measures, our results are useful for further
development of the Harmony in Life Scale in order to cover the
ideal range of the scale (Theta−3.00 to+3.00).

Strengths and Limitations of the Present
Study
IRT methodology is different from CTT in several important
ways (see Hambleton and Swaminathan, 1985; Embretson and
Reise, 2000 for details). One of the most significant differences
is that in CTT the standard error of measurement is assumed
to apply to the whole sample, while in IRT it varies depending
on the latent trait score. Using IRT allowed us to consider
additional sources of error, such as a person’s latent score
and person-by-item interaction (Oishi, 2007). In contrast, CTT
indices such as Cronbach’s Alpha do not provide information
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TABLE 8 | Reliability of the fitted graded response IRT model of the Satisfaction with Life Scale (N = 500) and the Harmony in Life Scale (N = 500).

Theta Satisfaction with Life Scale Harmony in Life Scale

Test Information
Function

Test Information
Function-SE

Reliability IRT
GRM

Test Information
Function

Test Information
Function-SE

Reliability IRT
GRM

−3.00 1.51 0.81 0.34 2.02 0.70 0.50

−2.00 5.93 0.41 0.83 7.94 0.35 0.87

−1.00 17.21 0.24 0.94 22.88 0.21 0.96

0.00 16.80 0.24 0.94 22.21 0.21 0.95

1.00 12.82 0.28 0.92 11.87 0.29 0.92

2.00 7.43 0.37 0.87 9.68 0.32 0.90

3.00 1.58 0.80 0.37 1.48 0.82 0.32

Cronbach’s alpha for the whole scale using CTT were 0.90 for the Satisfaction with Life Scale and 0.92 for the Harmony in Life Scale.

TABLE 9 | The frequency distributions of the items in the Harmony in Life Scale (N = 500).

Item Points of Likert scale

1 2 3 4 5 6 7

My lifestyle allows me to be in harmony

Frequency 35 54 55 71 120 131 34

Percent 7.00 10.80 11.00 14.20 24.00 26.20 6.80

Cumulating 7.00 17.80 28.80 43.00 67.00 93.20 100.00

Most aspects of my life are in balance

Frequency 44 56 71 46 109 142 32

Percent 8.80 11.20 14.20 9.20 21.80 28.40 6.40

Cumulating 8.80 20.00 34.20 43.40 65.20 93.60 100.00

I am in harmony

Frequency 53 58 64 55 126 118 26

Percent 10.60 11.60 12.80 11.00 25.20 23.60 5.20

Cumulating 10.60 22.20 35.00 46.00 71.20 94.80 100.00

I accept the various conditions of my life

Frequency 32 32 33 40 145 157 61

Percent 6.40 6.40 6.60 8.00 29.00 31.40 12.20

Cumulating 6.40 12.80 19.40 27.40 56.40 87.80 100.00

I fit in well with my surroundings

Frequency 28 27 44 63 118 168 52

Percent 5.60 5.40 8.80 12.60 23.60 33.60 10.40

Cumulating 5.60 11.00 19.80 32.40 56.00 89.60 100.00

whether some items measured some individuals’ evaluations of
their subjective well-being better than others (Oishi, 2007). As
showed here, the first take home message is that there was
less reliability for respondents with extreme latent scores of the
different components of subjective well-being. Thus, we have
suggested the need of modification or addition of specific items
in order to improve reliability at the level of the scale, at the
item level and at the level of the response scale for each item.
This, however, is complex since our results imply that we need
to consider both difficulty and discrimination scores and not
only covariances between items as suggested by CTT methods.
Importantly, in CTT, if two respondents answered the same
number of items with the highest/lowest point in the scale, they
will get the same total score even if they answered different
items as high/low. In contrast, in IRT, the person who answered
high to the most “difficult” items (i.e., the items less frequently

answered as high) would receive a higher total score than the
person who answered high to less difficult items. In addition,
since IRT parameters are not sample dependent as in CTT, the
score computed in IRT can be compared across different test
forms and samples (Oishi, 2007). Hence, the data presented
here can be used as normative data for each of the subjective
well-being constructs.

Nevertheless, IRT methodology does not address the issue of
response style or social desirability (cf. Oishi, 2007). For instance,
item difficulty parameters might be influenced by response
tendencies such as a mid-point use or extreme scale use (Oishi,
2007; see Chen et al., 1995, for cultural differences in response
tendencies). Also, social desirability for specific items might
be different across individuals depending on their culture or
personal goals and values. For instance, items that we identified as
more difficult (e.g., “Proud” in the Positive Affect Negative Affect
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TABLE 10 | Item response analysis of the Harmony in Life Scale (N = 500).

Coef. SE Z P 95% CI

My lifestyle allows me to be in harmony

Discrimination 4.05 0.30 13.58 0.00 3.47 4.64

Difficulty

≥2 −1.62 0.10 −16.40 0.00 −1.82 −1.43

≥3 −1.00 0.07 −13.77 0.00 −1.15 −0.86

≥4 −0.58 0.06 −9.26 0.00 −0.71 −0.46

≥5 −0.17 0.06 −2.88 0.00 −0.28 −0.05

≥6 0.48 0.06 7.88 0.00 0.36 0.61

7 1.56 0.10 15.80 0.00 1.36 1.75

Most aspects of my life are in balance

Discrimination 5.23 0.44 11.82 0.00 4.37 6.10

Difficulty

≥2 −1.43 0.09 −16.70 0.00 −1.59 −1.26

≥3 −0.88 0.07 −13.23 0.00 −1.01 −0.75

≥4 −0.40 0.06 −6.94 0.00 −0.52 −0.29

≥5 −0.13 0.06 −2.31 0.02 −0.24 −0.02

≥6 0.44 0.06 7.59 0.00 0.33 0.56

7 1.52 0.09 16.31 0.00 1.34 1.70

I am in harmony

Discrimination 5.08 0.42 12.05 0.00 4.25 5.91

Difficulty

≥2 −1.33 0.08 −16.33 0.00 −1.49 −1.17

≥3 −0.83 0.07 −12.70 0.00 −0.96 −0.71

≥4 −0.40 0.06 −6.80 0.00 −0.51 −0.28

≥5 −0.09 0.06 −1.59 0.11 −0.20 0.02

≥6 0.58 0.06 9.58 0.00 0.46 0.70

7 1.64 0.10 16.15 0.00 1.44 1.84

I accept the various conditions of my life

Discrimination 2.05 0.15 13.48 0.00 1.76 2.35

Difficulty

≥2 −2.03 0.15 −13.86 0.00 −2.32 −1.75

≥3 −1.46 0.11 −13.10 0.00 −1.68 −1.24

≥4 −1.08 0.09 −11.53 0.00 −1.27 −0.90

≥5 −0.74 0.08 −9.04 0.00 −0.90 −0.58

≥6 0.23 0.07 3.20 0.00 0.09 0.37

7 1.49 0.12 12.88 0.00 1.26 1.71

I fit in well with my surroundings

Discrimination 2.06 0.15 13.59 0.00 1.76 2.36

Difficulty

≥2 −2.09 0.15 −13.59 0.00 −2.39 −1.79

≥3 −1.55 0.12 −13.20 0.00 −1.78 −1.32

≥4 −1.06 0.09 −11.53 0.00 −1.25 −0.88

≥5 −0.58 0.08 −7.55 0.00 −0.73 −0.43

≥6 0.20 0.07 2.86 0.00 0.06 0.34

7 1.62 0.12 13.29 0.00 1.38 1.86

Scale; item 5, “If I could live my life over, I would change almost
nothing,” in the Satisfaction with Life Scale; and item 3, “I am in
harmony,” in the Harmony in Life scale) might be seen as socially
undesirable to endorse at the highest point of the scales among
individuals who value modesty (cf. Oishi, 2007; see Kitayama and
Markus, 2000, for cross-cultural studies on happiness). Hence,
since we cannot account if our IRT results have been affected

by response tendencies and social desirability, our suggestions
for modifications should be interpreted as guidelines rather than
rules (Oishi, 2007).

Finally, the basic 1-factor CFA model used in this study
showed that some fit indexes were slightly outside the traditional
acceptable range. The high values of REMSEA, for example, may
suggest that the high large residuals in these models could be
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FIGURE 10 | Boundary characteristic curves for each item of the Harmony in Life Scale (N = 500). Item 1: “My lifestyle allows me to be in harmony”; Item 2: “Most
aspects of my life are in balance”; Item 3: “I am in harmony”; Item 4: “I accept the various conditions of my life”; and Item 5: “I fit in well with my surroundings.”

caused by latent multidimensional structure in the data, so this
did not allow us to strongly confirm the unidimensionality of our
data and cast doubts concerning the remaining dimensionality.
Indeed, the result regarding local independence showed that the
residuals were mostly significantly correlated, thus indicating
also that the data had tendency for multidimensionality. We

recommend that further research should apply both Bifactor
analysis and multidimensional item response theory (MIRT) to
investigate any multidimensionality regarding these measures.
Tentatively, this multidimensionality, we argue, is related to our
assumption of a general factor for subjective well-being (i.e., the
biopsychosocial model of subjective well-being).
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FIGURE 11 | Category characteristic curves for each item of the Harmony in Life Scale (N = 500). Item 1: “My lifestyle allows me to be in harmony”; Item 2: “Most
aspects of my life are in balance”; Item 3: “I am in harmony”; Item 4: “I accept the various conditions of my life”; and Item 5: “I fit in well with my surroundings.”

CONCLUSION AND FINAL REMARKS

In sum, all subjective well-being measures showed varied
frequency distribution, high discrimination values (Alphas), and
had different difficulty parameters (Beta) on each response

options. For example, we identified items that respondents
found difficult to endorse at the highest and lowest points
of the scale. In addition, while all scales could cover a good
portion of the latent trait of subjective well-being, there was
less reliability for respondents with scores at the extremes
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“Most aspects of my life are in balance”; Item 3: “I am in harmony”; Item 4: “I
accept the various conditions of my life”; and Item 5: “I fit in well with my
surroundings.”

of the scales. The affective component seems to be less
accurately measured, especially the negative affect scale; while
the measures for both the cognitive and social components
seem to cover equal range of each latent construct. Although,
the scales can be modified by deletion/addition of items that

have less/more difficulty to cover the ideal range of subjective
well-being, in contrast to what is implied by only focusing
on CTT models, the deletion/addition of items needs to
consider the additional sources of error we found here. We
suggest the replication of our results and the use of other
methods or a combination of methods before modifications
are implemented. For instance, in recent studies our research
team has used artificial intelligence to use words and narratives
in relation to the measurement of health (Kjell et al., 2019),
subjective well-being (Garcia and Sikström, 2013), happiness
(Garcia et al., 2016; Garcia et al., 2020b), and personality
(Garcia and Sikström, 2014, 2019; Garcia et al., 2015; Garcia
et al., 2020a,c). In one study, the scales used here seem to
be related to both different and similar words people use
to describe what they relate to the concept of happiness
and what makes them happy (Garcia et al., 2020b). These
advanced and innovative techniques can probably be applied to
validate items and constructs using peoples own narratives—a
method we tentatively call Quantitative Semantics Test Theory,
QuSTT. Together with CTT, IRT and qualitative methods,
QuSTT might contribute to more rigorous systematic process
for item deletion/addition (Sikström and Garcia, 2020). Indeed,
many researchers have accurately pointed out the need for
improvement in the conceptualization and measurement of
well-being using good qualitative, intuitive and quantitative
methodology, and consideration and implementation of past
research (for critical positive psychology see Brown et al., 2018).

Here, we have argued (see also Garcia et al., 2020b) that
these three scales operationalize a biopsychosocial model of
subjective well-being (cf. affect-cognition-behavior). We only
apply the logic of health being physical, mental, and social to the
concept of subjective well-being (cf. World Health Organization
[WHO], 1946; Engel, 1980; Cloninger, 2004). Since past research
suggests that the proposed scales measuring these constructs are
unidimensional, our first step was to validate each scale at the
item level. Nevertheless, we need to acknowledge that a holistic
view of the human being consists of body, mind and psyche,
hence, also spiritual or existential components need to be adapted
and tested for a more robust and accurate conceptualization of
subjective well-being (Ryff, 1989; cf. Cloninger, 2004; Vaillant,
2008; VanderWeele, 2017; MacDonald, 2018). How this is done,
is important because without good measurement to discern the
actual concept of subjective well-being, without understanding
that it is in itself a complex system (cf. Cloninger, 2004),
and without considering how people express their well-being
and past relevant research beyond a specific field (e.g., the
biopsychosocial model of health), we risk ending up with
“quick and dirty measures” that lack a comprehensive theory
(cf. Wong and Roy, 2018) and suffer of “jingle-jangle” fallacy6

(cf. Block, 1995).

“Let no one ignorant of geometry enter”
Plato

6Jingle refers to two constructs with equivalent labels that really reflect different
phenomena, whereas jangle refers to when one construct is given multiple names
(Kelley, 1927; Block, 1995).
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The current study evaluated three social cognition (SC) tests for their clinical utility in
aiding autism diagnosis. To do so, we compared the performance of 86 children with
autism spectrum disorder (ASD) and 68 typically developing (TD) children, all aged
from 4 to 10 years old, on three SC tasks [the Social Information Processing Interview
(SIPI), the Comic Strip Task (CST), and the children’s version of the Eyes Task] and
calculated threshold scores that best differentiated the two groups. While difficulties
in these abilities appear to represent the “central core” of ASD, services have largely
ignored SC tests when supporting autism diagnoses. Therefore, this study attempted
to validate and evaluate the diagnostic potential of these three tasks for children with
ASD. To investigate the accuracy of these SC tests, we used the receiver operating
characteristic (ROC) curve. As expected, the ASD group performed worse than the TD
group on the SIPI and CST, but contrary to our prediction, the groups did not significantly
differ on the Eyes Task. Specifically, the overall area under the curve (AUC) for the SIPI
was 0.87, with a sensitivity of 73.5% and a specificity of 83.9% at the best cutoff point
(score range 0–36; best cutoff = 31). The overall AUC for the CST was 0.75, with a
sensitivity of 71.1% and a specificity of 77.0% at the best cutoff point (score range
0–15; best cutoff = 11). The overall AUC for the Eyes Task was 0.51, with a sensitivity
of 50.3% and a specificity of 40.2% at the best cutoff point (score range 0–54; best
cutoff = 45). In conclusion, the results showed that the SIPI test has good predictive
power for classifying children with ASD. It should provide substantial supplementary
clinical information and help to consolidate diagnostic procedures based on standard
tools. Moreover, the results of the study have substantial implications for clinical practice:
the better the knowledge of SC functioning in children with ASD, the more effective the
intervention program for rehabilitation.

Keywords: autism spectrum disorder, diagnostic process, receiver operating characteristic (ROC) curve, social
cognition, Theory of Mind, clinical utility

Abbreviations: ADOS-2, Autism Diagnostic Observation Schedule–Second Edition; ASD, autism spectrum disorder; AUC,
area under the curve; CST, Comic Strip Task; DSM-5, Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition;
ROC, receiver operating characteristic; SC, social cognition; SIPI, Social Information Processing Interview; TD, typically
developing; ToM, Theory of Mind; TROG-2, Test for Reception of Grammar–Second Edition; VMA, verbal mental age.

Frontiers in Psychology | www.frontiersin.org 1 February 2020 | Volume 11 | Article 4169

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2020.00004
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fpsyg.2020.00004
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2020.00004&domain=pdf&date_stamp=2020-02-05
https://www.frontiersin.org/articles/10.3389/fpsyg.2020.00004/full
http://loop.frontiersin.org/people/185784/overview
http://loop.frontiersin.org/people/185776/overview
http://loop.frontiersin.org/people/863918/overview
http://loop.frontiersin.org/people/864240/overview
http://loop.frontiersin.org/people/178260/overview
https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-00004 February 3, 2020 Time: 13:42 # 2

Pino et al. Social Cognition Measures in Autism

INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopment
condition characterized by deficits in two domains: (1) social
communication and social interaction and (2) restricted,
repetitive patterns of behaviors, interests, or activities (American
Psychiatric Association, 2013). A large body of research
supports the hypothesis that difficulties in social interaction and
communication can be explained by a deficit in social cognition
(SC) abilities (Happé and Frith, 2014; Lai et al., 2014; Mazza
et al., 2017; Pino et al., 2017). SC is a set of cognitive abilities
involved in the processing and interpretation of the social world
(Mazza et al., 2010; Bishop-Fitzpatrick et al., 2017; Pino et al.,
2017). A main component of SC is the Theory of Mind (ToM),
namely the ability to understand the mental and emotional states
of other people (Mazza et al., 2014); it affects the development
of social behavior from birth. A crucial development of ToM
occurs around 3–4 years of age, when children acquire false belief
attributions and realize that mental states, such as beliefs or the
intentions of other people, may not be true (Mazza et al., 2017).
Thus, ToM deficits are related to social communication and social
interaction criteria of the Diagnostic and Statistical Manual of
Mental Disorders, Fifth Edition (DSM-5).

Several studies (Shamay-Tsoory and Aharon-Peretz, 2007;
Shamay-Tsoory et al., 2010; Mazza et al., 2014; Baron-
Cohen et al., 2015; Pino et al., 2017) suggest that ToM
is not a unitary construct; rather, it involves two distinct
components: cognitive and affective. Specifically, the cognitive
component of ToM includes the ability to understand what other
people are thinking and make inferences about their beliefs,
intentions, and motivations. The affective ToM component is
the ability to understand what other people are feeling in a
specific emotional context and comprehend their emotions.
Understanding another person’s cognitive or affective state is a
crucial ability for development and production of adequate social
behaviors (Krebs and Russell, 1981; Hoffman, 1984; Batson, 1987;
Mazza et al., 2017).

According Happé and Frith (2014), social behavior develops
around 5 years of age, when children are able to differentiate
their own internal states form those of others (Mazza et al., 2017).
Children with ASD show difficulties in understanding other
people’s mental state and their perspectives, and this deficit might
compromise social behavior development (Frith and Happé,
1994; Happé, 1994; Frith and Frith, 2003; Jones et al., 2010; Mazza
et al., 2014; Ziv et al., 2014).

The ToM hypothesis of ASD was first introduced by Baron-
Cohen et al. (1985) three decades ago; it demonstrates difficulties
for children with ASD in passing false belief tasks. Recent
studies suggest that adults with ASD have difficulties in implicit
mentalization tasks (measured by spontaneous looking patterns),
despite the fact that they can pass classic explicit mentalizing
tasks (direct questions about others mental states; Jones et al.,
2018). Differentiation between the theoretical ToM components
is crucial for future research in ASD (Altschuler et al., 2018).

Some mentalizing tests, such as the Eyes Test (Baron-Cohen
et al., 1997, 2001), require emotion recognition to infer mental
states (Jones et al., 2018). This test should reflect the mentalizing

process and the ability to understand other’s mental states, such
as emotions, thoughts, desires, beliefs, and goals (Peterson and
Slaughter, 2009; Franco et al., 2014). Children and adults with
ASD present lower performance on the Eyes Test (Baron-Cohen
et al., 2001; Franco et al., 2014). Specifically, individuals with
ASD have difficulties in processing information from the faces
of others, such as facial expression and eye gaze, which play a
significant role in SC (Hadjikhani et al., 2004; Pellicano et al.,
2007; Ramachandran et al., 2010; Franco et al., 2014).

Deficits of social interaction in individuals with ASD are
not related to general intellectual functioning. Rather, they are
specific to the SC competences (Baron-Cohen et al., 1997; Ziv
et al., 2014; Mazza et al., 2017). Ziv and Sorongon (2011),
following Crick and Dodge’s (1994) social information processing
model, suggested that many mental steps occur before individuals
implement a behavioral response to social cues, such as the
encoding of social cues, interpretation of the cues, clarification of
goals, generation of a behavioral response, response construction,
response decision, and realization of the behavior response (Crick
and Dodge, 1994; Ziv and Sorongon, 2011; Ziv et al., 2014;
Mazza et al., 2017). According to this model, these internal
processes include the ability to understand thoughts, intentions,
and feelings of others (ToM) and select the adequate social
responses (Crick and Dodge, 1994). Subsequently, Ziv et al.
(2014) showed deficits in social information processing abilities
in preschool children with ASD using the Social Information
Processing Interview (SIPI), an instrument that allows one to
evaluate social behavior and the pattern of social information
processing based on Crick and Dodge’s (1994) model. Ziv et al.
(2014) demonstrated that children with ASD had a specific
difficulty in social information processing; the ToM deficits
were related to inadequate social behavior and poor social
communication skills (Lerner et al., 2011; Ziv et al., 2014; Mazza
et al., 2017). According to Mazza et al. (2017), social behavior is
a consequence of how children process social cues. Considering
that severe difficulties in social interaction are a defining feature
of individuals with autism (Fletcher-Watson et al., 2014; Mazza
et al., 2017), the SC assessment in ASD individuals, including
psychometric evaluation of commonly used SC tasks, might
help clinicians collect additional information and plan the best
treatment in ASD research (National Advisory Mental Health,
2016; Morrison et al., 2019).

In ASD research, the SC construct is widely investigated,
but it is rarely considered in the clinical practice due to a lack
of well-validated tests with established psychometric data, as
highlighted by Morrison et al. (2019). In contrast, the use of an
SC test in ASD services might improve the diagnostic process
and be exceedingly useful for prognoses and creating specific
rehabilitation treatments for different age groups. Thus, the aim
of the present study was to evaluate three SC tests for their clinical
utility in aiding autism diagnosis. We compared performance by
ASD and typically developing (TD) children on three SC tasks.
Specifically, we chose to use the SIPI (Ziv and Sorongon, 2011; Ziv
et al., 2014) for evaluation of social information process abilities,
the Comic Strip Task (CST, Cornish et al., 2010; Sivaratnam et al.,
2012) to assess the ToM sub-components (beliefs, emotions and
intentions), and the children’s version of the Eyes Task to evaluate
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the ability to understand and infer mental and emotional states
regardless of the child’s language level. For each test, we calculated
threshold scores that best differentiated the two groups using the
receiver operating characteristic (ROC) curve.

MATERIALS AND METHODS

Participants
One hundred-fifty-four children participated in this study: 86
children with ASD (75 males and 11 females, from 4 to 10 years
old, recruited by the Reference Regional Centre for Autism
in L’Aquila in the Abruzzo Region, Italy) and 68 TD children
(60 males and 8 females, from 4 to 10 years old). The TD
children were recruited from a nursery (for 4- to 5-year-old
children) and a primary school (for 6- to 10-year-old children)
located in L’Aquila. We chose to match the two groups by
verbal mental age (VMA), as assessed by the Test for Reception
of Grammar (TROG-2; Bishop, 2003). Differences between the
two groups emerged for chronological age, where ASD children
(mean = 7.64 years, SD = 1.53) were older than TD children
[mean = 6.62 years, SD = 1.79; t(152) = 3.81, p < 0.001] but
did not differ in VMA [ASD: mean = 6.96 years, SD = 2.35;
TD: mean = 7.52 years, SD = 2.47; t(152) = 1.43, p = 0.15].
The exclusion criterion was intellectual disability; the participants
had an IQ > 80.

The ASD sample comprised children who came for a first-
time diagnosis as well as those who came for a second evaluation.
All previously diagnosed ASD children received special education
through a support teacher. They also followed therapies provided
by the National Health System: speech therapy, psychomotor
intervention, and Applied Behavioral Analysis.

The clinical process for ASD diagnosis commences with
an experienced neuropsychiatrist who observes the child and
interviews caregivers. Thereafter, an experienced psychologist
performs the Autism Diagnostic Observation Schedule–Second
Edition (ADOS-2; Lord et al., 2012). Finally, they consult with
one another to make the ASD diagnosis according to the
DSM-5 (American Psychiatric Association, 2013) criteria and
ADOS-2 outcomes. Clinicians directly involved in the clinical
practice participated in the study. ASD participants were level 1,
according to DSM-5 criteria (American Psychiatric Association,
2013): most of them showed a delayed language development.
ADOS-2 comparison scores of our sample ranged from low to
moderate autism-related symptoms. None of the participants had
comorbidities with other disorders. All the children were native
Italian speakers.

Procedure
This study was performed in accordance with the
recommendations of the Ethics Committee of Local Health
Unit 1 (ASL1-Avezzano, Sulmona, L’Aquila), Abruzzo Region,
L’Aquila, Italy. The Ethics Committee approved the protocol
(number 186061/17) prior to the recruitment of participants,
according to the principles established by the Declaration of
Helsinki. Informed consent from the child and her or his parents
was obtained before participation. Children with ASD were

tested at the Reference Regional Centre for Autism, Abruzzo
Region Health System, L’Aquila, Italy, whereas TD children were
tested in their nurseries or schools. All children were tested
individually by an expert psychologist in a quiet room according
to the principles established by the Declaration of Helsinki.

VMA Measure
According to recent literature (Pino et al., 2017), children
with ASD show a delay in developing SC abilities based on
chronological age, whereas VMA seems to be a good predictor
of ToM abilities (Happé, 1994; Pino et al., 2017). Moreover,
social difficulty does not appear to be based on the general IQ
level, whereas VMA appears to be a more promising associated
measure (Pino et al., 2017, 2018).

The literature suggests that children with ASD can use
verbal strategies to support their reasoning during ToM tasks
(Happé, 1995; Durrleman et al., 2019). Grammatical skills are
particularly important during mentalizing (Fisher et al., 2005;
de Villiers, 2007; Milligan et al., 2007). For these reasons, we
chose to match two groups based on VMA, as assessed with
the TROG-2 (Bishop, 2003), a standardized measure of receptive
language that allows one to evaluate the ability to understand
verbal language. The TROG-2 evaluates the comprehension of
grammatical structures and contrasts grammatical indicated by
suffixed, functional words, and order word. The test examines 20
syntactic constructions, each of which is examined with a block of
four items. Participants select the picture–out of four presented
choices–that corresponds to the sentence read by examiner.
Standard and age-equivalent scores are made by the total number
of blocks passed.

SC Measures
SIPI
The SIPI (Ziv and Sorongon, 2011; Ziv et al., 2014) is a 20-min
structured interview based on a storybook-easel that depicts a
series of vignettes in which a protagonist is either rejected by two
other peers or provoked by another peer. Each type of vignette is
combined with each type of peer intent to generate four stories:
(1) a non-hostile peer-entry rejection story, (2) an ambiguous
peer-entry rejection story, (3) an accidental provocation story,
and (4) an ambiguous provocation story. According to Ziv
et al. (2014), the scores correspond to four of the five mental
steps of social information-processing proposed by Crick and
Dodge’s (1994) model: (1) encoding, (2) interpretation of cues,
(3) response construction, and (4) response evaluation.

An example of a SIPI story is the following: Michael is
watching the other children playing. Michael walks up to the
other children and asks them: “Can I play with you?” The child
says: “Sorry. The teacher said only two can play in the block area”
(for details, see Ziv et al., 2014).

The Encoding component evaluates the level of detail that the
child recalls across the four stories. Thus, the examiner asks the
child: “Tell me what happened in the story, from the beginning
to the end.” A code of 0 is given to children who recall no correct
details from the stories and a code of 1 to children who correctly
recall all the details in all the stories. An overall score is then
calculated (ranging from 0 to 4).
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The Interpretation component evaluates hostile attribution
to others’ behavior (the question is: “Do you think the other
children who didn’t let Michael play are mean or not mean?”).
The answers are coded with 0 or 1, and an overall score (0–4) is
then calculated, with higher scores representing higher levels of
hostile attribution bias. Scores for this component are inversely
encoded compared with the other SIPI components; that is, a
higher score indicates a major tendency to consider the behavior
of other children as hostile.

The Response Generation score is derived from the child’s
responses to the open-ended question: “Pretend that you ask
your friends if you can play with them and they say that only
two can play in the block area. What would you do?” For
each story, the examiner encodes the response as competent
or non-competent and assigns a code of 1 if the child’s
response is classified as competent and of 0 if the answer is
classified as non-competent. An overall score (from 0 to 8) is
then calculated.

The Response Evaluation items examine the way in which
the child assesses the behavior of other people as being right
or wrong. This score is obtained by combining the 36 response
evaluation questions (4 stories × 3 presented responses × 3
questions per presented response). The three response variables
for these steps are: (1) a competent response (e.g., Michael
could say, “Then can I play next?”); (2) an aggressive response
(e.g., Michael could kick apart the blocks and say to the
other children, “If I can’t play, then you can’t play either!”);
and (3) an avoidant or inappropriate response (e.g., Michael
could cry and say, “It’s not fair”; Pino et al., 2018). The total
number of non-competent responses (aggressive and avoidant
responses) are subtracted from the total number of competent
responses and adjusted for negative scores in order to obtain a
score (from 0 to 36).

For the purpose of this study, we also calculated a total
score. In our analysis, we did not include the Encoding subscale
because one item showed poor psychometric properties (Ziv and
Sorongon, 2011). Instead, we used the three main SIPI scores as
reported by Ziv and Sorongon (2011): Interpretation, Response
Generation, and Response Evaluation. A higher score on the
Interpretation subscale (range 0–4) represents hostile attribution.
Therefore, we first converted this scale into a non-hostile
attribution scale (called Positive Interpretation) by calculating
its complementary scale using the following formula: 4 − the
number of hostile responses. Next, we summed the Positive
Interpretation, Response Generation, and Response Evaluation
scores to obtain a total SIPI score.

We decided to use the SIPI because it can evaluate the social
cue processing that is closely related to the ability to understand
and recognize the intentions, beliefs, and emotions of other
people (ToM). According to Mazza et al. (2017), if a child
has difficulties in processing social cues within a context, she
or he will show difficulties in the ability to evaluate whether
other people’s social behavior is right or wrong and she or he
will respond inadequately in social situations. This phenomenon
will impair social relations with others. The test is coded by
considering different aspects of the social information process,
including the hostile style of attribution and the generation of

socially competent, avoidant, or hostile responses. This factor
represents an added value in the diagnostic evaluation; in
fact, during the assessment, some behavioral problems may
arise that should be considered for future intervention or
evaluation. Indeed, Ziv and Sorongon (2011) demonstrated
that preschoolers with aggressive tendencies evaluate aggressive
responses as better ones. However, future research should deepen
this aspect in the clinical setting for details see Supplementary
Material.

CST
The CST (Cornish et al., 2010; Sivaratnam et al., 2012) is a 21-
item measure that was developed to assess three aspects of ToM:
understanding Beliefs, Intentions, and Emotions. There are five
items in each component, and each comprises a five-picture
comic strip that illustrates everyday social scenarios involving
interpersonal interactions that are familiar to young children.
Each component has a maximum score of 5, with a total test
score range of 0–15 (higher scores correspond to better ToM).
We used the CST because it does not require verbal abilities, a
factor that allows one to measure ToM deficits per se. Moreover,
the CST is suitable for a wide swath of the ASD population; it
was designed for 4- to 8-year-old children, but it can be used
in both younger and older children (Philpott et al., 2013). We
also suppose that the use of comics might attract the attention of
children, and the formal administration is very brief (10–15 min;
Sivaratnam et al., 2012).

Eyes Task–Children’s Version
The Eyes Task (Franco et al., 2014) consists of a series of
black and white photos of children’s eyes; they portray either
mental states or primary emotions. The expressions selected as
primary emotions were happy and surprised (positive/neutral
valence) and sad and angry (negative valence), while excited and
thinking (positive/neutral valence) and worried and shy (negative
valence) were selected to represent mental states (for further
details, see Franco et al., 2014; Pino et al., 2017). A total of
56 images are presented to the child; each represents one of
the stimuli described above with two possible responses. If the
child responds correctly, the item is coded as 1; otherwise, it
is coded as 0. A total score is then calculated by adding the
correct responses to the primary emotions and mental states.
Total scores range from 0 to 56 (with higher scores indicating
better ToM performance). We used the version by Franco et al.
(2014) because stimuli are derived from naturalistic pictures of
children rather than posed adults like the version of Baron-
Cohen et al. (2001). Moreover, the Eyes Task (Franco et al.,
2014) requires fewer cognitive demands because it shows one eye
picture with two possible responses. This design is suitable even
for low-functioning autism. Score calculations for each test are
shown in Table 1.

Data Analysis
Descriptive Analysis
Demographic parameters and total scores for the SIPI, the CST,
and the Eyes Task were recorded for both groups (ASD and TD).
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TABLE 1 | Score construction.

Score Construct Count (#) Range

SIPI Interpretation

ScoreI− (Negative
interpretation)

#(Hostile responses) 0–4

ScoreI+ (Positive
interpretation)*

4-#(Hostile responses) 0–4

Response generation

ScoreG #(Competent responses) +
[4-#(Non-competent responses)]

0–8

Response evaluation

ScoreE #(Competent responses) +
[24-#(Non-competent responses)]

0–36

Total SIPI Score

ScoreSIPI ScoreI+ + ScoreG + ScoreE 0–48

Comic Strip
Task

Intention

Scorei #(Correct responses) 0–5

Beliefs

Scoreb #(Correct responses) 0–5

Emotions

Scoree #(Correct responses) 0–5

Total CST Score

ScoreCST Scorei + Scoreb + Scoree 0–15

Eyes Task Primary emotions

ScoreP #(Correct responses) 0–28

Mental states

ScoreM #(Correct responses) 0–28

Total Eyes Task
Score

ScoreET ScoreP + ScoreM 0–56

*This score is used to calculate the total SIPI score.

Reliability and Internal Consistency
We assessed the internal consistency and reliability, in relation to
the overall measure, for each ToM measure (the SIPI, the CST
and the Eyes Task) using Cronbach’s α.

ROC Analysis
The overall goal of the ROC analysis was to estimate the cutoff
points for the ToM measures that could distinguish between
the two groups. ROC analysis is used to assess the diagnostic
properties of tests, specifically, to assess the way in which
various measures generally discriminate between categories of
subjects. In order to do this, a cutoff point must be established.
Based on the cutoff point, we can determine whether a person
with a certain score belongs to one category or another (e.g.,
normal/non-clinical or clinical group). ROC analysis can also be
used when comparing the diagnostic performance of two or more
tests (Westin, 2001).

In a ROC curve, the true-positive rate (sensitivity) is plotted
as a function of the false-positive rate (100 - specificity) for
various cutoff points. The obtained area under the curve (AUC)
signifies how well a parameter distinguishes between two groups.
In order to establish a diagnostic threshold and corresponding
test sensitivity and specificity, we established the cutoff as the

value where the highest percentage of true positives was correctly
classified as positive and true negatives was correctly classified
as negative (Cleves, 1999). In our study, ROC curve analysis
was performed to evaluate the accuracy of the total score of
ToM measures (the SIPI, CST, and children’s version of the Eyes
Task) in discriminating between ASD and TD children, using
ADOS-2 and DSM-5 criteria as the gold standard. The analysis
was performed using STATA version 14 statistical software
(StataCorp, 2015).

Optimizing Diagnostic Performance
To improve diagnostic performance, we constructed a test based
on a linear combination of the SIPI, CST, and Eyes Task scores.
A multivariate logistic regression was performed to obtain the
respective logit scores. The logit model allowed us to assess the
marginal diagnostic advantage of the SIPI, CST, and Eyes Task
and test their statistical significance. Their marginal diagnostic
gain can be viewed in terms of the AUC of the ROC curve of the
new logit score.

RESULTS

Descriptive Analysis
Compared with TD children, children with ASD scored
significantly lower on the SIPI [t(152) = 9.19, p < 0.001] and the
CST [t(152) = 5.59, p < 0.001], but they recorded similar scores
on the Eyes Task [t(152) = 0.43, p = 0.66]. The results are shown
in Table 2.

Internal Consistency Results
The results for the CST demonstrated high internal
consistency (Cronbach’s α = 0.80), the results for SIPI
demonstrated good internal consistency (Cronbach’s α = 0.76),
and the results for Eyes Task demonstrated high internal
consistency (Cronbach’s α = 0.80).

ROC Analysis
For the SIPI, the overall AUCSIPI was 0.87 (SE = 0.02). The
optimal cutoff value was 31 (correctly classified = 79.3%), which
corresponded to a sensitivity of 73.5% and a specificity of 83.9%.
For the CST, the overall AUCCST was 0.75 (SE = 0.03), and the
optimal cutoff value was 11 (correctly classified = 71.1%). This
value corresponded to a sensitivity of 63.0% and a specificity
of 77.0%. For the ET, the overall AUCET was 0.51 (SE = 0.04).
The optimal cutoff value was 45 (correctly classified = 50.3); this
value corresponded to a sensitivity of 63.24% and a specificity
of 40.2%. The analysis revealed a significant difference between
AUC measures (χ2 = 60.9, p < 0.001). The results are reported in
Table 3, and the ROC curves are displayed in Figure 1.

Diagnostic Performance Optimization
The logistic model showed that the SIPI (β = 0.26, SE = 0.04,
z = 5.23, p < 0.001) and Eyes Task (β = -0.10, SE = 0.03, z = -3.12,
p < 0.001) were statistically significant diagnostic predictors,
while the CST (β = 0.18, SE = 0.11, z = 1.66, p = 0.09) was not.
When merging the two tests into one new test (hereafter referred
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TABLE 2 | Between-group differences for demographic data, clinical information, and social cognition measures.

ASD (N = 86) Mean (SD) TD (N = 68) Mean (SD) t (df = 152) p

Chronological age (in years) 7.64 (1.53) 6.62 (1.79) 3.81 <0.001*

Verbal mental age (in years) 6.96 (2.35) 7.52 (2.47) 1.43 0.15

ADOS-Social communication and social interaction 8.34 (3.50) – – –

ADOS-Repetitive and stereotyped behaviors 1.26 (1.12) – – –

ADOS total scores 9.78 (3.62) – – –

Social cognition measures (total score)

SIPI 22.3 (9.22) 34.3 (6.13) 9.19 <0.001*

CST 9.01 (2.48) 11.2 (2.22) 5.59 <0.001*

Eyes Task 44.3 (8.01) 43.6 (12.0) 0.43 0.66

*Significant difference for p < 0.05.

TABLE 3 | ToM measures’ AUCs and cut-offs with respective sensitivity and specificity.

Social cognition measures AUC* SE 95% CI Cutoff Sensitivity(%) Specificity (%) Correctly Classified (%)

SIPI 0.87 0.02 0.81–0.92 31 73.5 83.9 79.4

CST 0.75 0.03 0.67–0.82 11 63.1 77.0 71.1

Eyes Task 0.51 0.04 0.42–0.60 45 63.2 40.2 50.3

*Comparison between AUC show a significant difference (χ2 = 60.9, p < 0.001).

to as SIPI-ET), we observed an improvement in overall diagnostic
performance (AUCSIPI−ET = 0.89, SE = 0.02). However, there was
no statistically significant difference between AUCSIPI−ET and
AUCSIPI (χ2 = 2.39, p = 0.12), a finding that indicates that there
was no statistically significant improvement. Figure 2 shows
AUCSIPI versus AUCSIPI−ET .

DISCUSSION

This study highlights the utility of including a SC battery
of tests to improve the quality and quantity of information
collected during procedures for diagnosing ASD. According to
Lai et al. (2014), social difficulties in children with autism have

FIGURE 1 | Comparison of ROC curves of SC measures (SIPI, CST, and Eyes
Task) with relative AUCs.

been reported since 1985, when it was first highlighted by Baron-
Cohen and collaborators. This impaired ability is believed to play
a central role in the social communication and interaction deficits
(the first diagnostic criterion in DSM-5; American Psychiatric
Association, 2013) of ASD individuals. In fact, this criterion
requests clinicians to evaluate abilities as “reduced sharing of
interest, emotion or affect” (criterion A1/DSM-5; American
Psychiatric Association, 2013); “deficits in social–emotional
reciprocity” (criterion A1/DSM-5; American Psychiatric
Association, 2013), “deficits in non-verbal communicative
behaviors used for social interaction” (criterion A2/DSM-5;
American Psychiatric Association, 2013), and “deficits in
developing, maintaining, and understanding relationships”
(criterion A3/DSM-5; American Psychiatric Association, 2013).

FIGURE 2 | Comparison of ROC curves of SIPI and SIPI-ET with relative
AUCs.
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All of these competences are part of the complex cognitive
construct of SC. Despite the significant role exerted by SC
components, such as ToM, in ASD diagnoses, assessment of
these competences is neglected in Italian clinical services. Indeed,
the use of ToM tests is limited to the research field. For this
reason, we evaluated the accuracy of SC measures–using an ROC
curve–to discriminate ASD from TD children in a small Italian
sample. Additionally, we determined the best cutoff point for the
three SC measures used: the SIPI, CST, and Eyes Task.

The results of the ROC analysis showed that the SIPI had good
predictive power in terms of accurately classifying children with
ASD. On the other hand, the CST showed moderate predictive
power, while the Eyes Task showed no ability to correctly
distinguish between ASD and TD.

Regarding the Eyes Task, Franco et al. (2014) found that
ASD were less accurate compared to TD children, but based on
our results, the difference between the groups would not allow
us to characterize the ASD individuals during the diagnostic
process. In fact, ASD children around 5–6 years old can
recognize simple emotional and mental states (i.e., happy,
sad, angry, and worried). Thus, there were no distinguishing
characteristics in their performance compared to their TD
peers. For the CST, the original authors administered the
test to 4- to 8-year-old children with high functioning ASD
(Sivaratnam et al., 2012). They performed significantly worse
compared to controls on the overall two-subscale CST (belief-
and intention-understanding). There were no group differences
in the emotion understanding subscale performance (Cornish
et al., 2010; Sivaratnam et al., 2012). In our study, unlike
the authors of CST, we matched subjects by VMA. This
method reduced differences in mentalizing ability due to
delayed development based on chronological age. Additionally,
the participants in our research presented a wider age range
compared to Sivaratnam et al. (2012). On the basis of these
results, the SIPI represents a useful instrument to support the
ASD diagnosis. Specifically, the SIPI assesses the ability to
correctly interpret the presented social scenarios (interpretation),
“put oneself in another’s shoes” (response generation), and
determine whether other people’s social behaviors are right or
wrong (response evaluation).

Our results regarding the SIPI are consistent with a previous
study that demonstrated differences between ASD and TD
children on this task (Pino et al., 2018). Additionally, Mazza
et al. (2017) showed that mentalizing ability plays a key role
in the development of social abilities, and the lack of ToM
competences in children with ASD impairs their competent social
behavior (Mazza et al., 2017). Thus, these components are closely
related and improved mentalizing ability might also enhance
social behavior.

Collection of the data examined in this study should
allow clinicians to plan a treatment focused on social
abilities to improve the relationship with other people
and avoid isolation and the emergence of other clinical
symptomatology, such as depression or anxiety disorder.
Furthermore, the systematic use of SC measures in clinical
evaluations might help monitor improvements related to
treatment and therapy.

In conclusion, we think that the data provided in this study
are valuable because they emphasize the utility of incorporating
SC measures into diagnostic processes in ASD clinical practice.
In particular, the SIPI showed valid accuracy in distinguishing
between ASD and TD children. These findings indicate that
this test can be implemented into the diagnostic procedure.
Additionally, the data provided by our work suggest the
cutoff points for each of the examined SC tests (Table 3);
these data should allow examiners to use these tests with
normative values.

We are aware that the present study has some limitations.
(1) Our two samples differed in chronological age. However,
we stress that the development of SC competencies, particularly
mentalizing ability, is related more to mental rather than
to chronological age (Pino et al., 2018). (2) This study is
also limited by the small Italian sample size; future studies
are needed to demonstrate the generalizability of our
results. (3) Performance would also need to be compared
to other clinical conditions to determine whether these
tasks adequately discriminate autism from competing
diagnoses. Given that other clinical conditions also present
with impairments in social performance, it is necessary to
investigate the utility of these tasks for selectively aiding
an ASD diagnosis.
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Performance-based functional tests for the evaluation of daily living activities
demonstrate strong psychometric properties and solve many of the limitations
associated with self- and informant-report questionnaires. Virtual reality (VR) technology,
which has gained interest as an effective medium for administering interventions in the
context of healthcare, has the potential to minimize the time-demands associated with
the administration and scoring of performance-based assessments. To date, efforts to
develop VR systems for assessment of everyday function in older adults generally have
relied on non-immersive systems. The aim of the present study was to evaluate the
feasibility of an immersive VR environment for the assessment of everyday function in
older adults. We present a detailed case report of an elderly woman who performed an
everyday activity in an immersive VR context (Virtual Reality Action Test) with two different
types of interaction devices (controller vs. sensor). VR performance was compared to
performance of the same task with real objects outside of the VR system (Real Action
Test). Comparisons were made on several dimensions, including (1) quality of task
performance (e.g., order of task steps, errors, use and speed of hand movements);
(2) subjective impression (e.g., attitudes), and (3) physiological markers of stress.
Subjective impressions of performance with the different controllers also were compared
for presence, cybersickness, and usability. Results showed that the participant was
capable of using controllers and sensors to manipulate objects in a purposeful and
goal-directed manner in the immersive VR paradigm. She performed the everyday task
similarly across all conditions. She reported no cybersickness and even indicated that
interactions in the VR environment were pleasant and relaxing. Thus, immersive VR is a
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feasible approach for function assessment even with older adults who might have very
limited computer experience, no prior VR exposure, average educational experiences,
and mild cognitive difficulties. Because of inherent limitations of single case reports (e.g.,
unknown generalizability, potential practice effects, etc.), group studies are needed to
establish the full psychometric properties of the Virtual Reality Action Test.

Keywords: activities of daily living, everyday action, virtual reality, cognitive aging, psychometric assessment

INTRODUCTION

Performance-based tests, that evaluate the ability to perform
everyday tasks in the laboratory/clinic, solve many of the
limitations associated with the use of self- and informant-
report questionnaires of everyday functioning in people with
cognitive impairment (see Giovannetti et al., 2013 for a
review). Performance-based, functional tests are objective,
standardized, allow a systematic comparison between individuals
and provide detailed information on behaviors during the natural
performance of activities. The validity of performance-based
measures is supported by studies showing expected differences
between clinical groups and controls (Giovannetti et al., 2002,
2008a, 2018; Schwartz et al., 2002; Allain et al., 2014; Gold
et al., 2015; Rycroft et al., 2018), significant (though modest)
relations with cognitive tests (Giovannetti et al., 2002, 2008a,
2018; Schwartz et al., 2002; Kessler et al., 2007; Allain et al.,
2014; Rycroft et al., 2018), and informant and clinician reports
of functioning (Giovannetti et al., 2002, 2008b; Schwartz et al.,
2002; Allain et al., 2014). Detailed analyses of errors and
error-types afforded by performance-based tests of everyday
function also have promoted theoretical frameworks to better
characterize the breakdown of everyday function due to cognitive
impairment (see Schwartz, 2006; Giovannetti et al., 2013;
for a review). Despite their validity, objectivity and potential
for characterization of functional difficulties, performance-
based measures have not been widely adopted in clinics or
research studies, because generally they require an extraordinary
effort to administer and score, especially when used to assess
minor difficulties.

Virtual reality (VR) technology has recently gained interest
as an effective medium for administering different interventions
in the context of healthcare (Cipresso and Serino, 2014; Chirico
et al., 2016; Indovina et al., 2018). Several observational studies
and a small number of controlled studies have found VR to be
effective for a variety of health issues (Cipresso et al., 2016).
VR also has been proposed to improve clinical assessments,
as automated VR systems could dramatically reduce the time
required for administration and scoring traditional performance-
based assessments without sacrificing ecological validity. To
date, efforts to develop VR systems for assessment of function
in older adults have mostly relied on non-immersive systems
(Cipresso et al., 2014). In 2014, Allain et al. (2014) reported
results from the Virtual Kitchen (VK), a non-immersive activity
that required participants to use a mouse to select and move
target objects and avoid distractor objects on a computer screen
to prepare a cup of coffee. In 2019 Giovannetti et al. (2019)
reported preliminary data from a modified VK, called the Virtual

Kitchen Challenge (VKC), which included complex tasks to
enable assessment of participants with mild cognitive difficulties
and requires participants to use a touch screen interface instead
of a mouse. Automated scores from the VKC were significantly
associated with scores from the same tasks performed with real
objects in a real kitchen.

Immersive VR systems also have been proposed to assess
everyday function, as they have the advantage of creating
a sense of realism or “presence” in the user. Presence is a
multidimensional construct that describes the extent to which
users believe and feel that they exist in the environment
simulated by VR (e.g., kitchen; Diemer et al., 2015) rather
than in their true physical location (e.g., clinic/lab; Witmer and
Singer, 1998). Presence may be influenced by the quality of the
visual scene, method of interaction/interface with the virtual
environment, and other factors. Immersive VR assessments of
everyday function that elicit a high degree of presence in the
user might demonstrate greater ecological and predictive validity
of everyday function than non-immersive tasks (Shahrbanian
et al., 2012; Parsons, 2015). Although immersive systems afford
greater “presence,” they also introduce unique challenges. One
challenge, which is particularly salient for older adults, is
managing the interface between the user and the surrounding
virtual environment, because the immersive context increases the
complexity of the task. Using a head-mounted display (HMD),
Nolin et al. (2013) and Banville et al. (2017, 2018) implemented
an immersive VR task that required participants to use the
computer keyboard and mouse to sort everyday objects – a task
that would be quite easy for older adults in real-life. Results
showed that that older participants took more time to navigate
within the virtual environment and to complete the sorting
task. Also, older participants were more variable in the time
required to accomplish the sorting task as compared to younger
participants. These findings underscore the importance of the
comfort and ease of the interface, which should feel familiar to
the user and optimize mobility. Many immersive VR hardware
solutions have been introduced, such as data gloves or controllers,
some with haptic feedback; however, they generally prove to be
too expensive and require substantial set up time. New, low-cost
and ready-to-use devices, such as advanced controllers, could
keep costs and administration time low and promote presence in
the user during the interaction (Caggianese et al., 2019).

Advanced controllers (hereafter controllers) include buttons
and tactile surfaces that are manipulated by the participant.
Controllers offer indirect tracking of the position and orientation
of the participant’s body. In contrast, egocentric sensors
(hereafter sensors) are head-mounted small sensing devices used
to detect and track the users’ hands from images acquired

Frontiers in Psychology | www.frontiersin.org 2 February 2020 | Volume 11 | Article 123179

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-00123 February 12, 2020 Time: 15:48 # 3

Chirico et al. Virtual Reality Cognitive Function Assessment

from the users’ point of view, directly transforming hands and
finger movements into interactions with virtual objects. Both
controllers and sensors allow the user to see the movement of
her/his hands while being immersed in a virtual environment.
A recent study comparing the most frequently used controllers
(HTC Vive Controllers) and sensors (Leap Motion) with three
simple manipulation tasks (i.e., select, position and rotate
virtual objects) in eight participants aged 30–40 years showed
an advantage for Vive Controllers, which were more stable,
accurate, and easier to learn than the Leap Motion sensor
(Caggianese et al., 2019).

The aim of the present study was to evaluate the feasibility of a
fully immersive VR environment for the assessment of everyday
function in older adults. We present a detailed case report of an
elderly woman (Tina) who was selected because she represents a
typical older adult with no particular computer or technological
expertise and an average level of education. Tina was observed
while performing an everyday activity in an immersive VR
context with two different types of interfaces (controller vs.
sensor). VR performance was compared against performance
of the same task with real objects outside of the VR system.
Comparisons were made on several dimensions, including (1)
quality of task performance (e.g., order of task steps, errors,
use and speed of hand movements); (2) subjective impression
(e.g., attitudes, presence, cybersickness, and usability), and (3)
physiological markers of stress.

MATERIALS AND METHODS

The Participant
Tina is a 91-year-old, single women living independently in
Northern Italy in a community-residence for older adults. Tina
was born in Italy and is a native Italian speaker. At the time of
the study she reported that she was functioning independently
and had no current or past neurological or psychiatric disorders
or other major medical illness (e.g., dementia, brain injury,
schizophrenia, depression, etc.). She demonstrated no sensory or
motor deficits that precluded interaction with a Head Mounted
Display and controllers/sensors. Tina was recruited as a volunteer
through an announcement made at her residence.

Procedure
The study was approved by the Ethical Committee in the
Department of Psychology of Developmental and Socialization
Processes at “Sapienza” University of Rome. All procedures were
completed in a single 2- to 3-h session that included the following
(in order of administration): (1) informed consent obtained
by the participant, (2) screening interview, (3) training on the
Virtual Reality Action Test (VRAT) with controllers, (4) testing
on the VRAT with controllers followed by presence and attitudes
questionnaires, (5) testing on the Real Action Test followed by
presence and attitudes questionnaires (6) VRAT sensor training;
(7) VRAT sensor testing followed by presence and attitudes
questionnaire, and (8) cognitive tests and questionnaires of
mood, anxiety and everyday function.

Performance-Based Functional Tests
The breakfast task was administered across all platforms: Real
Action Test and Virtual Reality Action Test (with two different
controllers). The breakfast task was selected because it has been
widely studied as part of the Naturalistic Action Test (NAT),
a performance-based test developed to evaluate the cognitive
difficulties associated with the completion of everyday activities
in people with neurologic impairment (Schwartz et al., 2002).
The breakfast task requires participants to prepare a slice of
toast with butter and jelly and a cup of coffee with milk and
sugar while seated at a table containing a toaster, two knives,
one spoon, butter in butter dish, sugar in a bowl, bottle of milk,
mug filled with warm water, bread, instant coffee, jelly jar, and a
napkin at the central workspace. The shape of the table and the
spatial arrangement of objects was informed by procedures in the
NAT manual1.

The breakfast task was administered in real and two different
VR conditions (described below). In each condition, Tina
was instructed to complete the task in silence, as quickly
as possible, and without making errors. She was asked to
make her movements as clear as possible and to tell the
examiner when she was finished. Performance was recorded for
scoring. Physiological and kinematic data were obtained while
the participant completed the breakfast task according to the
procedures described below.

Real Action Test (RAT)
The RAT required the participant to complete the breakfast task
without feedback using real objects. The participant performed
the RAT while wearing a smart band and wireless controllers
(described below) attached to her arms to acquire kinematic and
physiological data (see Figure 1).

Virtual Reality Action Test (VRAT)
The VRAT is a VR version of the breakfast task designed to
maximize ecological validity by simulating a real kitchen and
household objects. In this respect, the VRAT environment is
characterized by a high degree of realism, including accurate 3D

1https://mrri.org/wp-content/uploads/2016/01/NATManual.pdf

FIGURE 1 | The subject (Tina) performing the Real Action Test (RAT).
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models and spatial audio. The VRAT includes automatic, real-
time collection of movement data, as well as physiological and
kinematic parameters (described below).

VRAT Apparatus and Controller
Conditions
The VRAT system runs on a MSI Trident Gaming Desktop, with
8GB RAM and a GTX 1060 graphic card. The HTC Vive head
mounted display2 provides users with a fully immersive virtual
environment. The HTC Vive visual system is based on two OLED
displays for a total resolution of 2160 × 1200 pixels with a 110-
degree FoV and a frequency of 90 Hz. The VR software was
developed with Unity3D3, a game development platform which
provides native VR support.

Interaction in the VRAT was enabled through two different
input devices: (1) controllers – the participant used HTC Vive
controllers that provided tactile feedback through vibration;
(2) sensors – a wearable egocentric sensor, the Leap Motion
Controller4, enabled interaction through movements of the
participant’s own hands. Performance with the two different
devices were tested in different conditions.

Controllers: were worn during performance of the RAT and
the VRAT-controller conditions. During the RAT, participants
did not interact with the controller; it was used only to collet
kinematic data. However, in the VRAT, the controller was used
to interact with the VR environment while the participant was
in a seated position using interaction metaphors similar to those
used in real-life. To make the interaction as familiar and natural
as possible, we implemented the Virtual Hand metaphor (Ruddle,
2005), in which the user’s hand motions are directly mapped
to the virtual hand movements. When the virtual hand reaches
an object, the object is highlighted to inform the user through
visual feedback that it is selected and interactable. To interact
with a virtual object in the VRAT, the user is instructed to
press the trigger button once the object is highlighted/selected.
To end the interaction, the user is instructed to release the
trigger. One advantage of the controller is that the participant
is able to be tracked even when the user’s hands are not visible
within the user field of view, allowing a wider measurement
area. Controllers also provide users with tactile feedback through
vibrations of varying intensity. However, interactions with virtual
objects occur through a tool that the user must always hold in
the hands, even when they are not interacting with any object,
reducing the naturalness of the interaction.

Virtual Reality Action Test sensors: were used during
performance of the VRAT-sensor condition. In this condition,
the participant interacted with virtual objects using Leap sensors
by performing a pinch gesture (i.e., moving thumb and index
fingers closer until they come into contact). To release the virtual
object(s) the pinch gesture is relaxed. The Leap sensor allows
the user to interact with virtual objects with their own hands,
without having to wear gloves or hold controllers. Unlike the
controllers, the sensor is able to track the main joints of the user’s

2https://www.vive.com/eu/
3https://unity.com/
4https://www.leapmotion.com/

hand and replicate them in the virtual environment, increasing
the hand representation and the sense of presence. However, the
interaction area is limited to the tracking area of the sensor and
the user’s field of view. The sensor is mounted in front of the
headset; therefore, the user must keep their hands in their field
of view to interact with virtual objects. Furthermore, tracking
may fail if the hand is occluded by the user’s other hand or an
obstacle/object in the real world.

Participants completed the RAT and both VRAT conditions
while wearing a smart bracelet (Microsoft band 2) that
was designed to obtain physiological measures of stress
(described below).

Software Architecture
The system was designed as a multiplayer platform: one
player is the participant, who performs the task within the
virtual environment, and the other player is the examiner, who
configures the test, and monitors, in real time, the scores and
physiological parameters of the participant. The system includes
a VR module that maps the data acquired by the HMD and
input devices into the corresponding virtual actions within the
virtual kitchen. The game logic of the breakfast task, including
the physical features and behavior of each virtual element on the
table, is coded in the VR module. An error checking module
has been developed for automatically detecting an error by the
participant. For each participant action during the task, the error
checking module considers the virtual environment state, and
through a specified set of rules, interprets the participant action
as either an error or correct action. Each time the participant
commits an error, it notifies the logger module. The logger
module acquires data from various sources (error checking
module, HMD, input devices) and synchronizes them under a
single time value, making it possible to link all of the separate data
streams (i.e., knowing the physiological state of the participant
when she/he commits an error). All information is saved as. csv
files at the end of the test. The examiner interface allows the
examiner to manage the test from the control panel and view
errors committed by the participant as well as physiological
values in real time.

VR Training
Before each VR condition, the participant completed a brief
training session with the system. Training included four mini-
tasks that comprised elements of the breakfast task: (1) toast
a slice of bread; (2) spread the jelly on toast; (3) add instant
coffee to cup; (4) add milk to cup. The examiner controlled the
presentation of each mini-task from a monitoring position.

Quality of Task Performance
Although the VRAT includes the error monitoring module,
performance quality and accuracy on the RAT and two VRAT
conditions were evaluated by trained coders who viewed
recordings of the participant’s performances. The following error
scores were collected for each of the three conditions (RAT,
VRAT-controller, VRAT-sensor):

Total overt errors – incorrect actions (commission), the failure
to complete a step (omission), and off-task actions (additions)
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were recorded and assigned a code according to the error
taxonomy shown in Table 1 (Schwartz et al., 2002).

Total micro-errors – subtle, inefficient but not overtly
incorrect actions; this category of errors was added to
the overt error taxonomy to improve detection of subtle,
inefficient behaviors in healthy people and those with mild
cognitive difficulties.

Clumsy-motor imprecision errors during the execution of an
accurate task step.

Code sheets with an exhaustive list of overt/micro-errors
were used to promote inter-rater reliability and are included in
Supplementary Material.

In addition to errors, human coders evaluated video
recordings for accomplishment, time to completion and the order
of task steps as follows:

Accomplishment score – an accomplishment point was
assigned for each task step of the breakfast task completed
without error (range = 0–16).

Overall performance score – this score combines
accomplishment score with the sum of a subset of key,
overt errors (Schwartz et al., 2002).

Completion Time – was recorded in seconds; timing began
when the first step was initiated and ended when the participant
indicated that she was finished with the task.

Order of Task Steps – In addition to coding errors and
completion time, the order in which the participant completed

TABLE 1 | Error Taxonomy Used Code Performance on the RAT and
VRAT conditions.

Error type Definition Examples

Omission Number of steps that
are not performed

Does not add coffee
grounds to coffee; does
not add stamp to
envelope

Commission Substitution Similar, alternate object
is used in place of
target object

Spreads butter on toast
with spoon instead of
knife

Sequence Anticipation of a step;
steps or subtasks
performed in reverse
order

Butter on bread without
toasting; applies jelly on
bread then applies
butter

Perseveration A step is performed
more than once or for
an excessive amount of
time

Adds butter/jelly
repeatedly to toast

Action-Additions Performance of an
action not readily
interpreted as a task
step

Puts toast in creamer

Micro-errors Initiating and
terminating an incorrect
action before the error
is completed by
reaching for, touching
or picking up an object

Reaches toward,
touches or moves salt
but never uses the salt
in during the task

Clumsy Correct step is
performed but with
difficulty due to motor
imprecision

Coffee jar slips out of
hand

each task step was recorded to examine similarities/differences
across the RAT and VRAT conditions.

Kinematic measures were obtained by the input devices
used in the RAT and VRAT conditions. During the RAT and
VRAT-controller conditions, the participant wore wireless
controllers, and during the VRAT-sensor condition, the
participants movements were recorded by Leap Motion.
Kinematic data was obtained to measure the precise movements
of both the right and left hands, with an accuracy in millimeters
(100 Hz). Instantaneous velocity measures greater than
three meters per second were excluded to avoid noisy
data due to hand tracking problems in the VRAT-sensor
condition. For each condition, the following kinematic measures
were obtained:

• Total hand movement, in meters.
• Average speed of the hands, in meters per second, computed

as total hand movement divided by completion time.

Subjective Impressions
Immediately following each condition (RAT, VRAT-controller,
VRAT-sensor), the participant used a five-point scale to
describe her reaction to the test condition on the following
five items/dimensions: useless/useful, not pleasant/pleasant,
boring/funny, tiring/resting, stressing/relaxing. Item scores were
aggregated into a single score, ranging from 5 to 25, for
which higher values indicated more positive attitudes about the
test condition. This scale was created by the authors of the
study according to procedures described by Ajzen (1991); see
Supplementary Material.

Physiological Measures of Stress
To compare indicators of stress during each testing condition,
physiological data were recorded via a smart bracelet (Microsoft
band 2)5 worn by the participant while completing the RAT and
both VRAT conditions. Kubios software (Tarvainen et al., 2014)
was used to obtain the following variables:

Heart rate (bpm, 1 Hz),
Galvanic Skin Response (kohms, 0,2/5 Hz),
R–R interval (i.e., time between heart beats; seconds,
variable frequency),
skin temperature (degrees centigrade, 0,033 Hz).

To correct for artifacts, particularly in the measure of heart
rate variability (RR interval), a threshold-based algorithm was
applied that compares every RR interval value against a local
average interval, obtained by median filtering the RR interval
time series. RR interval values that differ from the local average
of a specified threshold value (i.e., 0.45 s) are marked as artifact
and replaced using cubic spline interpolation.

Physiologic variables (i.e., Heart rate, Galvanic Skin
Response, Skin temperature) were used to calculate an
index of cardiovascular system stress, called Baevsky’s stress
index (Baevsky and Berseneva, 2008). The Baevsky’s stress
index is strongly linked to sympathetic nervous activity and

5https://support.microsoft.com/it-it/help/4000323/band-hardware-sensors
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increases during stressful situations. Physiologic data were
stored on .csv files and although they may be combined
with the test start time to synchronize physiological and
kinematic information, for the current study, physiologic
data were aggregated and averaged for each test condition
to obtain an overall stress index per condition (RAT,
VRAT-controller, VRAT-sensor).

VRAT Presence, Cybersickness, and
Usability
The following questionnaires were administered immediately
following performance on the VRAT-controllers and VRAT-
sensors conditions.

Presence Questionnaire (PQ)
The Italian version of PQ was administered to the participant in
this study (Scheuchenpflug et al., 2003). The PQ required
the participant to use a seven-point scale to rate her
experience with each condition on 28 items focused on
the following features: Realism (7 items); Possibility to
act (4 Items); Quality of interface (3 Items); Possibility
to examine (3 items); Self-evaluation of performance (2
Items) (Witmer and Singer, 1998; Slater, 2002; Witmer et al.,
2005). Strong internal reliability has been reported (0.88) for
the total score.

Cybersickness Symptoms
The Virtual Reality Symptom Questionnaire (VRSQ), developed
by Ames in 2005 (Ames et al., 2005), was administered
immediately after the VRAT-controllers condition and the
VRAT-sensors condition to evaluate symptoms of cybersickness,
a type of motion sickness caused by exposure to VR.
The questionnaire assesses eight general physical side effects
(general discomfort, fatigue, boredom, drowsiness, headache,
dizziness, concentration difficulties, and nausea) and five visual
effects (tired eyes, aching eyes, eyestrain, blurred vision, and
difficulties focusing) on a seven-point scale (0–6), with 0-scores
indicating no symptoms and higher scores indicating more
severe symptoms. In the validation study, only symptoms that
met a minimum correlation coefficient value of 0.2 with the
total score were included in the final measure. The Italian
version of the VRSQ (Solimini et al., 2011) was used with the
participant in this study.

System Usability Scale (SUS)
The SUS is a 10-item measure that required the participant to
use a five-point scale ranging from strongly disagree to strongly
agree to indicate the extent to which they agree/disagree with
positive and negative statements about the VRAT-controller
and VRAT-sensor conditions (Brooke, 1996). SUS responses
were transformed to a single score ranging from 0 to 100,
with higher scores reflecting more favorable usability. The SUS
is considered a robust measure of system usability (Bangor
et al., 2008), even with a small sample size (Tullis and Stetson,
2004). The Italian version of the SUS was used in this study
(Borsci et al., 2009).

Mood, Anxiety, and Cognition
Questionnaires of mood and anxiety symptoms, disposition
toward immersive tendencies, and cognitive and functional
abilities as well as neuropsychological tests of global
and specific cognitive abilities were administered by
a trained psychologist (AC). When available, Italian
validated versions of questionnaires/tests were used; other
measures were translated using a back-translation procedure
(see Table 2).

Analysis Plan
Descriptive analyses of questionnaires and cognitive tests were
performed to characterize the participant. Cognitive test scores
also were evaluated by calculating the standardized (Z) score for
the participant relative to normative data, using samples that were
comparable to the age and education level of the participant. The
following formula was used to calculate the Z-score (participant’s
raw test score – mean of the normative sample/E.S. of the
normative sample).

Descriptive data from the RAT, VRAT-controllers, and VRAT-
sensors were obtained to compare performance across the testing
conditions on measures of (1) the quality of task performance
(e.g., errors, accomplishment, time to completion, order of task
steps, errors, use and speed of hand movements, etc.); (2)
subjective impressions (e.g., attitudes, presence, cybersickness,
and usability), and (3) physiological markers of stress.

RESULTS

Characterization of the Participant
Mood Status
Tina’s report of depression (Geriatric Depression Scale = 4) and
anxiety (Geriatric Anxiety Scale = 12) symptoms was well within
the non-clinical range (cut-off scores: GDI > 11; GAI > 17)
(Yesavage et al., 1982; Segal et al., 2010; Gould et al., 2014; Galeoto
et al., 2018; Gatti et al., 2018).

Cognitive Testing
Raw cognitive test scores along with age- and education-adjusted
normative-based Z-scores are reported in Table 3. Tina’s overall
cognitive status, as measured by the MMSE was well within the
range of healthy, non-demented people. Scores on most tests of
specific abilities fell within the average range, including tests of
verbal episodic memory, processing speed, executive functions,
and verbal fluency. She performed in the high average range
on a verbal test of executive function and in the low average
range on a test of visual episodic memory (immediate and
delayed free recall).

On questionnaires of cognitive and functional abilities, Tina
reported no significant change in her cognitive abilities as
compared to 10 years ago [The ECOG SF12 = 1.75, cut-off
score = 2.30 (Farias et al., 2008)] and minimal functional
difficulties within the normal range [FAQ (score = 6) and the
ADL-PI (score = 22)].

On a questionnaire pertaining to one’s personal disposition
toward immersion (ITQ), Tina reported an average level of
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TABLE 2 | Mood and neuropsychological tests performed to characterize the participant.

Variable Test Original scale citation Italian scale used for the
study

Validity/Reliability of the
instrument

Depression Geriatric Depression Scale
(GDS)

Yesavage et al., 1982 Galeoto et al., 2018 Cronbach’s Alpha scored
0.84 in the Italian validated
study (Galeoto et al., 2018)

Anxiety Geriatric Anxiety Scale Segal et al., 2010 Gatti et al., 2018 Cronbach’s Alpha of the
Italian scale was = 0.88
(Gatti et al., 2018)

Cognitive abilities The Everyday Cognition
scale short form 12 (ECOG
SF12)

Farias et al., 2011 Back Translation procedure
has been made for the
study purposes

E-Cog has been reported
to have high internal
consistency (α = 0.96).
Additionally, the scale
demonstrates good
test–retest reliability
(r = 0.82) (Farias et al.,
2011)

Functional activities Functional Activity
Questionnaire (FAQ)

Pfeffer et al., 1982 Stancati and Salussi, 2001 The scale has been
reported to have high
internal consistency
(α > 0.90) (Pfeffer et al.,
1982)

Daily living activities The Activities of Daily
Living-Prevention
Instrument (ADL-PI)

Galasko et al., 2006 Back Translation procedure
has been made for the
study purposes

Test–Retest reliability: was
r = 0.74 (Galasko et al.,
2006)

Education Brief Intelligence Test (Test
di Intelligenza Breve; TIB)

Colombo et al., 2002 Original scale is in Italian Cronbach’s Alpha scored
0.91 (Colombo et al., 2002)

Visual memory Brief Visual Memory Test
Revised (BVMT – R)

Benedict et al., 1996 Argento et al., 2016 Test–retest reliability
coefficients ranged from
0.60 for Trial 1 to 0.84 for
Trial 3
(Argento et al., 2016)

Verbal fluency Category Fluency Sivan and Benton, 1984 Novelli et al., 1986 Test–retest reliability
coefficients for the scale
was > 0.75 (Kingery et al.,
2011)

Processing speed Trail Making Test-Part B Armitage, 1946 Gaudino et al., 1995 Validity of the test has been
extensively discussed and
confirmed (for an extensive
review see
Sánchez-Cubillo et al.,
2009)

Working memory Digit Span backward Wechsler et al., 2008 Monaco et al., 2013 The test reliability scored
0.89 (Orsini and Pezzuti,
2015)

Processing speed and
visual perception

Symbol search Wechsler et al., 2008 Orsini and Pezzuti, 2015 The test reliability scored
0.88 (Orsini and Pezzuti,
2015)

Personal disposition toward
immersion

Immersive Tendencies
Questionnaire

Witmer and Singer, 1998 Scheuchenpflug et al.,
2003

The scale reliability scored
0.81 (Witmer and Singer,
1998)

immersion in terms of ability to focus and to become deeply
involved in activities (Witmer and Singer, 1998).

Comparisons Across the RAT,
VRAT-Controllers, and VRAT-Sensors
Performance Quality
As shown in Table 4, Tina made few errors on the breakfast task
across all conditions, with most errors on the VRAT-controllers
condition. She made no clumsy errors on the RAT, but an

equal number of clumsy errors on both VRAT conditions. The
Overall Performance Score, which considers accomplishment
and the performance of key overt errors was identical across the
conditions. Time to completion, also shown in Table 4, revealed
a longer completion time for the VRAT – controllers than the
other two conditions.

A qualitative analysis of the order in which steps were
performed showed remarkable consistency. Task steps were
performed in the following order across all three conditions: take
bread, place bread in toaster, turn on toaster, wait for bread to
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TABLE 3 | Characterization of the participant adjusted for age and education.

Test Subtest Raw score Standard
score

(z-score)

Qualitative
descriptor

MMSE 29/30 Within normal
limits

BVMT1

Trial 1 3 −4.66 Impaired

Trial 2 4 −3.79 Impaired

Trial 3 8 −1.21 Low Average

Learning trial 5 −0.18 Average

Delayed recall trial 5 −2.95 Impaired

RAVLT2

Total score 45 1.52 Average

Delayed recall 8 0.20 Average

Recognition hits 15 2.25 Average

Symbol search3 19 1.67 Average

TMT-B4 298.21 0.48 Average

DIGIT SPAN
backward5

5 3.37 High average

Fluency global6

(Categories: car
brand, animal, fruit)

52 2.52 Average

Questionnaires
pertaining to
cognition, everyday
function, and
immersive
tendencies FAQ

6

ECOG-Short Form 1.75

ADL PI 22

ITQ

Focus subscale 31

Involvement subscale 21

BVMT, Brief Visual Memory Test Revised; RAVLT, Rey Auditory Learning Test; TMT-
B, Trail Making Test-Part B; FAQ, Functional Activity Questionnaire; ECOG. SF-12,
The Everyday Cognition scale short form 12; ADL-PI, The Activities of Daily Living-
Prevention Instrument; ITQ, Immersive Tendencies Questionnaire. 1Normative data
for the Italian population (Argento et al., 2016); 2Normative data (Carlesimo et al.,
2002); 3Normative data for the Italian population (Orsini and Pezzuti, 2015);
4Normative data for the Italian population (Giovagnoli et al., 1996); 5Normative
data for the Italian population (Monaco et al., 2013); 6Normative data for the Italian
population (Novelli et al., 1986).

toast, remove bread from toaster, add butter to toast, add jelly
to toast, add coffee to mug, add milk to mug, add sugar to mug.
The final step of stirring the coffee was completed only in the
RAT. Tina did not stir the virtual coffee mug in either the VRAT-
controller or VRAT-sensor condition; this was coded as an overt
(omission) error in both of the VRAT conditions.

Kinematic Results
Hand movements and average hand speed are also shown in
Table 4. The same pattern of hand movement distance and
speed was observed across all conditions – the right hand made
more and faster movements than the left hand. There were few
differences across conditions, except for a greater reliance on the
right hand in the VRAT-controller condition.

A heatmap showing the paths of the right and left hand during
each condition is shown in Figure 2. Note that the heatmap for
the RAT was superimposed on a virtual display for presentation
purposes only. The participant actually completed the RAT using
real objects as shown in Figure 1. The heat maps illustrate subtle
differences across conditions. In the RAT, the participant used
both hands to perform the steps (i.e., using her left hand to grab
the milk bottle, the butter dish and sugar bowl), with each hand
performing tasks in the corresponding hemispace. In the VRAT
conditions, particularly in the VRAT-controller condition, the
participant used the dominant, right hand more frequently, even
when completing subtasks in the opposite (left) hemispace.

Physiological Markers
As expected, the lowest stress index was obtained during the
RAT (stress index = 4.1); followed by the VRAT-controller
(stress index = 4.9) and VRAT-sensor (stress index = 6.2). This
result suggests that the participant felt more comfortable with
controllers rather than in the sensor condition without the
controllers (Table 4).

Subjective Impressions
As shown in Table 4, Tina reported the most positive attitude
toward the VRAT-controllers (Total = 25/25) and the RAT
(Total = 24/25). She indicated the lowest score for the VRAT-
sensor condition (16/25), as she reported that the VRAT-sensor
condition was less “pleasant,” “funny,” “resting,” and “relaxing”
(each scored 3 out of 5).

Measures of presence, cybersickness, and usability were
obtained after each of the VRAT conditions. As shown in Table 4,
Tina reported a stronger feeling of presence in the VRAT-
controllers than in the VRAT-sensors condition (PQ). Scores
for each of the PQ subscales, except the “quality of interface”
scale were all higher in the VRAT-controller condition (see
Table 4). Tina reported no symptoms of cybersickness on VRSQ
for either condition (Ames et al., 2005). Finally, Tina reported
higher usability ratings for the VRAT-controllers than the VRAT-
sensors condition.

DISCUSSION

This paper reports the detailed analysis of a 91-year old woman’s
(Tina) performance of a real (RAT) and immersive VR breakfast
task (VRAT) to evaluate the feasibility of immersive VR for
the assessment of everyday function in older adults. Two
different VR interfaces were examined: controllers and sensors.
Results showed similarities in performance quality, stress, and
subjective reports between the RAT and both VRAT conditions,
as well as positive ratings and no cybersickness for either VR
condition. Taken together the results demonstrate the feasibility
of immersive VR for function assessment in older adults and
suggest the potential of the validity of this method.

Our results clearly demonstrate the feasibility of immersive
VR for function assessment, even in an older adult with
very limited computer experience, no prior VR exposure,
average educational experiences, and mild cognitive difficulties.
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TABLE 4 | Quality task performance, kinematic, physiological data and
system usability.

RAT VRAT-
controllers

VRAT-
sensors

Performance
analysis

Accomplishment (%) 100 100 100

Total overt errors 0 1 1

Total micro-errors 3 6 0

Total clumsy errors 0 7 7

Overall Performance
(Max = 6)

6 6 6

Completion Time 108.72 203.74 165.81

Kinematic analysis

Total hand
movement (m)

Right hand 22.91 43.97 28.77

Left hand 11.3 6.71 11.6

Total hand
speed (m/s)

Right hand 0.21 0.21 0.17

Left hand 0.1 0.03 0.07

Physiological data – Mean (SD)

Baevsky’s stress
index

4.1 4.9 6.2

Heart rate (bpm) 72.34 (1.54) 68.79 (3.63) 78.15 (2.29)

Galvanic skin
response (kohms)

2467 (200) 4714 (820) 893 (44)

Skin temperature
(celsius degree)

35.16 (0.07) 34.99 (0.13) 35.22 (0.02)

System usability

System usability
(SUS)

62.5/100 50/100

Sense of presence

Sense of presence
global score (PQ)

113/126 100/126

Realism – subscale 39/49 37/49

Possibility to act – PQ
subscale

27/28 18/28

Quality of the
interface – PQ
subscale

16/21 18/21

Possibility to
examine – PQ
subscale

19/21 17/21

Self-Evaluation of the
performance – PQ
subscale

12/14 10/14

SUS, System Usability Scale; PQ, Presence Questionnaire.

The participant was capable of using controllers and sensors to
manipulate objects in a purposeful and goal-directed manner
in the VR paradigm. She reported no cybersickness and
even indicated that interactions in the VR environment were
pleasant and relaxing.

Our results also suggest the potential validity of the VR
paradigm, as overall performance and accomplishment scores
were similar, and task steps were completed in exactly the

FIGURE 2 | Hands heat map for the three different experimental conditions.

same order across conditions, even though there were numerous
opportunities for variation in the order of steps (e.g., coffee could
have been made before toast and the order of cream and sugar
and butter and jelly was not fixed). Kinematic analyses also were
generally comparable between the real (RAT) and the VRAT-
sensor condition, and the participant reported positive attitudes
toward real (RAT) and both VRAT tasks. These similarities
are striking considering that immersive VR was completely
unfamiliar to the participant.

Some important differences between the real and VR
paradigms were observed and should inform future research. For
example, the participant required less time and demonstrated
a lower stress index while completing the real breakfast task
(RAT). She also demonstrated fewer clumsy errors in the real
task as compared to both VRAT conditions. These differences
suggest that the real condition was considerably easier for the
participant. Training with the VR controllers and sensors was
minimal in the present study, and the participant had no prior
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experience with VR. Future studies that use VR with older adults
should consider including more training to determine whether
increased familiarity with the VR environment and practice with
VR controllers/sensors may further reduce differences between
real and virtual everyday task performance.

In contrast to past research with healthy participants showing
advantages with controllers (Caggianese et al., 2019), our results
do not clearly indicate which VR interface is best for the
assessment of function in older adults, as each interface showed
different strengths and weaknesses. When using the controllers,
the participant made more micro-errors, and kinematic analyses
showed a pattern of hand use that was dissimilar from
performance on the real task, such that she appeared to favor her
dominant (right) hand for completing the tasks in the VRAT-
controller condition. However, she subjectively reported that
she preferred the controllers, with higher ratings for usability
and positive attitude toward the VRAT-controllers condition.
Physiological indicators also reflected lower stress when she
used the controllers (VRAT-controllers) than when she used
the sensors (VRAT-sensors). By contrast, with the sensors, the
participant showed a more natural pattern of use of the right
and left hands (see kinematic data). Taken together, the results
suggest that if problems in precisely controlling movements
in the sensor interface could be addressed in future research,
the sensor interface has potential to offer more accurate and
naturalistic assessments of everyday function for older adults
than controllers.

There are several limitations to acknowledge. First, the extent
to which the results are influenced by order effects cannot be
determined from this single case report. Future studies should
control for and examine task order and practice effects on virtual
and real everyday tasks. Future studies with more participants are
needed to determine whether our results are generalizable and to
establish the full psychometric properties of the VRAT.

In conclusion, our results support the feasibility of immersive
VR as a tool to evaluate everyday function in older adults
considering also the evaluated safety of the technology as
suggested by a recent meta-analysis (Kourtesis et al., 2019). The
results also provide guidance on considerations for VR interfaces
(sensors vs. controllers). Because of its strong potential to offer
objective, sensitive and standardized assessment of everyday
function in older adults and a wide range of clinical populations
future research on VR assessments is needed to identify optimal
interfaces and procedures, compare the utility against non-
immersive VR methods (Allain et al., 2014; Giovannetti et al.,
2018), and ultimately establish the psychometric properties of
immersive VR measures of everyday function. Moreover, the
potential for immersive VR systems to offer interventions that
might improve everyday functioning and promote independence
should be explored (Banville et al., 2018; Foloppe et al., 2018).
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Characteristics on Model Selection
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Multilevel Mixture IRT Model
Sedat Sen1* and Allan S. Cohen2

1 College of Education, Harran University, S̨anliurfa, Turkey, 2 College of Education, University of Georgia, Athens, GA,
United States

The standard item response theory (IRT) model assumption of a single homogenous
population may be violated in real data. Mixture extensions of IRT models have been
proposed to account for latent heterogeneous populations, but these models are
not designed to handle multilevel data structures. Ignoring the multilevel structure is
problematic as it results in lower-level units aggregated with higher-level units and yields
less accurate results, because of dependencies in the data. Multilevel data structures
cause such dependencies between levels but can be modeled in a straightforward way
in multilevel mixture IRT models. An important step in the use of multilevel mixture IRT
models is the fit of the model to the data. This fit is often determined based on relative
fit indices. Previous research on mixture IRT models has shown that performances of
these indices and classification accuracy of these models can be affected by several
factors including percentage of class-variant items, number of items, magnitude and
size of clusters, and mixing proportions of latent classes. As yet, no studies appear
to have been reported examining these issues for multilevel extensions of mixture IRT
models. The current study aims to investigate the effects of several features of the data
on the accuracy of model selection and parameter recovery. Results are reported on a
simulation study designed to examine the following features of the data: percentages
of class-variant items (30, 60, and 90%), numbers of latent classes in the data (with
from 1 to 3 latent classes at level 1 and 1 and 2 latent classes at level 2), numbers
of items (10, 30, and 50), numbers of clusters (50 and 100), cluster size (10 and 50),
and mixing proportions [equal (0.5 and 0.5) vs. non-equal (0.25 and 0.75)]. Simulation
results indicated that multilevel mixture IRT models resulted in less accurate estimates
when the number of clusters and the cluster size were small. In addition, mean Root
mean square error (RMSE) values increased as the percentage of class-variant items
increased and parameters were recovered more accurately under the 30% class-variant
item conditions. Mixing proportion type (i.e., equal vs. unequal latent class sizes) and
numbers of items (10, 30, and 50), however, did not show any clear pattern. Sample
size dependent fit indices BIC, CAIC, and SABIC performed poorly for the smaller level-1
sample size. For the remaining conditions, the SABIC index performed better than other
fit indices.

Keywords: item response theory, mixture item response model, multilevel data, model selection, classification
accuracy
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INTRODUCTION

Item response theory (IRT; Lord and Novick, 1968) models have
been used extensively for a variety of testing situations. However,
traditional IRT models assume a single homogenous population
which may be violated in some real data situations with multiple
albeit latent subpopulations. Mixture extensions of IRT models
have been proposed to account for heterogeneity due to these
latent populations (Mislevy and Verhelst, 1990; Rost, 1990).
Mixture IRT models combine a latent class model and an IRT
model in a single model. Combining both models provides both
qualitative and quantitative results simultaneously about the test
and examinees by accounting for both categorical latent variables
(i.e., latent classes) and continuous latent variables (i.e., factors)
(e.g., Rost, 1990). Mixture IRT models have been used frequently
due to their utility for measuring individual differences, when
distinct subpopulations are present in the overall population
(see Sen and Cohen, 2019, for a review of applications of
mixture IRT models).

The single-level mixture IRT models are like multigroup item
response models (Bock and Zimowski, 1997) in that groups are
treated as manifest. Groups are taken as latent classes, however, in
mixture IRT models. These models are useful for heterogeneous
samples, although they do not account for the dependencies
present in a multilevel (hierarchical) structure, such as are
common in educational and psychological data. Ignoring the
hierarchical structure with lower-level units aggregated in higher-
level units has been shown to yield less accurate results because
of violation of the local independence assumption (Lee et al.,
2018). The hierarchical structure should be considered, in other
words, in analyses of data from multilevel clusters. In this regard,
multilevel mixture IRT models have been developed to account
for possible dependencies, such as can arise due to cluster
or multistage sampling (Vermunt, 2007). The dependency in
multilevel data structures can be modeled in a straightforward
way in a multilevel framework. These models can then be used
to obtain information at both the individual (i.e., within) level
and group (i.e., between) level. Students or examinees can be
used to represent within-level and classrooms or schools can be
used to represent between-level classes. Within-level latent classes
capture the association between the responses at the student-level
unit while between-level latent classes capture the association
between the students within school-level units (Vermunt, 2003;
Cho and Cohen, 2010).

As described in Lee et al. (2018), the two-parameter multilevel
mixture item response model can be written as:

logit
[
P
(
Yjki = 1|θjkg, θk,Cjk

)]
= αig.Wθjkg + αi.Bθk − βig, (1)

where Yjki represents the responses of person j nested within
the kth cluster (k = 1. . .,K) to item i, Cjk is a within-
level latent classification variable where Cj = 1,., g,.,G for
person j nested within cluster k, αig.W represents a within-
level item discrimination parameter, αi.B represents between-
level item discrimination parameter, βig is a class-specific
item location parameter, θjkg is a class-specific within-level
continuous latent variable σ2

g and θk represents a between-level

continuous latent variable. Both θjkg and θk are assumed to
follow normal distributions with a mean of zero and variance
σ2
g and τ2, respectively.

The multilevel mixture IRT models have interested researchers
due to their utility for correctly accounting for dependencies
among the data in multilevel data structures (Vermunt, 2008;
Cho and Cohen, 2010; Tay et al., 2011; Bacci and Gnaldi, 2012,
2015; Varriale and Vermunt, 2012; Cho et al., 2013; Finch and
Finch, 2013; Bennink et al., 2014; Jilke et al., 2015; Liu et al.,
2018). Cho and Cohen (2010), Finch and Finch (2013), and
Bennink et al. (2014) describe applications of different types of
multilevel mixture IRT models for detection of differential item
functioning (DIF). Bacci and Gnaldi (2012, 2015), and Vermunt
(2008) analyzed educational data sets using multilevel mixture
IRT models. Examples of other studies using multilevel mixture
IRT models are analysis of self-reported emotions (Tay et al.,
2011) and measurement non-equivalence (Jilke et al., 2015).

The exploratory use of multilevel mixture IRT modeling
is based on the comparison of alternative models using
relative fit indices such as the Akaike Information Criterion
(AIC;Akaike, 1974) and Bayesian Information Criterion (BIC;
Schwarz, 1978) indices. The successful applications of these
models partly depend on selecting the correct model and its
classification accuracy. Several studies have been conducted
on model selection and classification accuracy issues with
different mixture IRT models (Li et al., 2009; Preinerstorfer
and Formann, 2012; Choi et al., 2017; Lee et al., 2018;
Sen et al., 2019). Most of these studies focused on single-
level mixture IRT models. Simulation studies conducted by Li
et al. (2009) and Preinerstorfer and Formann (2012) suggested
that BIC performed best among the model selection indices
selected in dichotomous mixture IRT models. Similar results
were reported by Sen et al. (2019) for multilevel mixture
Rasch models. Lee et al. (2018) found BIC to better perform
than AIC in selecting the correct multilevel model compared
to a single level model. Previous studies on single level
mixture IRT models reported that performances of model
selection indices and the classification accuracy of these models
can be affected by several factors including percentage of
class-variant items, magnitude of item difficulty differences,
pattern of item difficulty differences, mixing proportion of
latent classes (Choi et al., 2017). Choi et al. (2017) found
that AIC, corrected AIC (AICC; Sugiura, 1978), BIC, and
sample-size adjusted BIC (SABIC; Sclove, 1987) performed
differently depending on the percentage of class-variant items
and the magnitude and pattern of item difficulty differences
under a two-class structure. There appear to be no studies
yet reported, however, examining these issues in multilevel
extensions of mixture IRT models. Thus, the current study
aims to investigate the effects of various class distinction
features on the model selection, classification accuracy and
quality of parameter recovery in multilevel mixture IRT models.
The current study focused on the effects of class distinctive
features on fitting a multilevel mixture 2-parameter logistic
IRT model (Multilevel Mix2PL). Although the graded response
model (GRM; Samejima, 1969) is common in psychological
studies, the 2PLM essentially represents a simpler case of the
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GRM that; it was used as a starting point for investigating
the research questions posed in the current study. To this
end, this study investigated the following three research
questions:

(1) How do the different test characteristics affect the quality of
parameter estimates in multilevel mixture IRT models?

(2) How do these different characteristics affect classification
accuracy in multilevel mixture IRT models?

(3) How do the model selection indices perform in the presence
of these different characteristics?

MATERIALS AND METHODS

A Monte Carlo simulation study was conducted to answer
the three research questions. Details of the simulation study
are given below.

Design of the Simulation Study
Data were simulated based on the dichotomous multilevel
mixture IRT model (Lee et al., 2018) having two between-level
and two within-level latent classes (labeled here as CB2C2). The
generating parameters for the study were obtained from estimates
of an empirical data set. Item threshold values obtained from
this data set were used in data generation (see Supplementary
Data Sheet S2). All data sets were generated with the Mplus 7.4
software package (Muthén and Muthén, 1998–2015) using the
Mplus syntax provided by Lee et al. (2018) (see Supplementary
Data Sheet S1). Different data sets were generated for a
varying number of conditions using the MONTE CARLO
simulation implemented in Mplus. The following conditions
were simulated: number of items (10, 30, and 50), mixing
proportions (equal and not equal), percentage of class variant
items (30, 60, and 90%), number of clusters (50 and 100), and
cluster size (10 and 50).

Ten-item test was used to represent a short test condition,
a 30-item test was used to represent a medium test length
and a 50-item test was used to represent a long test. Two
different mixing proportions were included to investigate
the effect of different mixing proportions, π: equal mixing
proportions (π1 = π2 = 0.5) and unequal mixing proportions
(π1 = 0.75, π2 = 0.25). Items with the same item threshold
parameters across latent classes are considered class-invariant
items, and items having unequal threshold parameters are
considered class-variant items. Given that the number of
class-variant items has been shown to affect number of
detected latent class (Choi et al., 2017), different percentages
of class-variant items were manipulated in this simulation
study. The percentage of class-variant items manipulated
in the simulation study was 30, 60, and 90% of items
on the simulated tests. Number of clusters and cluster
size have also been found to affect multilevel mixture IRT
results (Lee et al., 2018). Thus, the numbers of clusters
manipulated in the simulation study were 50 and 100 and
the cluster sizes manipulated in the simulation study were
10 and 50. Overall, 72 conditions were simulated in this

study (3 numbers of items × 2 mixing proportions × 3
class variant item percentages × 2 number of clusters ×
2 cluster size). One hundred replications were generated
for each condition.

Estimation
Four different models were estimated: CB1C2, CB2C2,
CB2C3 and CB3C3, CB is the notation for level-2 and
C is the notation for level-1. Thus, CB1C2 represents a
model with one level-two class and two level-one classes,
CB2C2 represents a model with two level-one classes and
two level-two classes, CB2C3 represents a model with
level-two classes and three level-one classes, etc. The true
(i.e., generating) model in this simulation study was the
CB2C2 model, i.e., a multilevel mixture item response
model with two within-level and two between-level latent
classes. Thus, misspecified models were the CB1C2, CB2C3
and CB3C3 models. The total number of runs was 28,800
(=100 replications × 4 models × 72 conditions). Marginal
maximum-likelihood estimation with the MLR estimator
option was used as implemented in Mplus for estimation
of the multilevel mixture IRT models. The following Mplus
options were used: TYPE = TWOLEVEL MIXTURE;
ALGORITHM = INTEGRATION; PROCESSORS = 2;.
The Mplus syntax for model estimation is provided in
the Supplementary Data Sheet S1.

Evaluation Measures (RMSE-Model
Selection)
Item Parameter Recovery Analysis
Root mean square error (RMSE) statistics were calculated,
after item parameter estimates were placed onto the scale of
the generating parameters, to examine the recovery of the
generating parameters. RMSE was calculated between item
threshold parameters of the true model and the estimated model

using

√
R∑

r=1

(
λ̂i − λ

)2
/R, where r represents the rth replication

(r = 1,. . .,R).
Label switching can be a concern with mixture IRT

estimation. Estimated latent classes can be switch across different
replications. As an example, between-level latent class 2 on one
data set can potentially correspond to between-level class 1
on another data set. Therefore, results for each data set were
monitored to detect and, if necessary, to correct label switching.
Threshold values obtained from the class were then used to
appropriately calculate RMSE values.

Classification Accuracy Rate
In the mixture IRT framework, each respondent has an estimated
posterior probability for membership in each latent class. Each
respondents is assigned to a single class based on their highest
estimated posterior probability value. As described in Lee et al.
(2018, p. 143), for each person j nested within cluster k, the
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posterior probability for membership in each latent class, Pjkg ,
can be calculated as follows:

Pjkg =

π̂g .
∏I

i=1

(
P
(
yjki = 1|θ̃jkg, θ̃k,Cjk

))yjki
[

1− P
(
yjki = 1|θ̃jkg, θ̃k,Cjk

)]1−yjki

∑G
g=1 π̂g .π̂g .

∏I
i=1

(
P
(
yjki = 1|θ̃jkg, θ̃k,Cjk

))yjki
[

1− P
(
yjki = 1|θ̃jkg, θ̃k,Cjk

)]1−yjki

,

where Yjki represents the responses of person j nested within kth
cluster to item i, and k represents cluster k (k = 1,.,K), Cjk is a
categorical latent variable at the within level, π̂g is an estimated
mixing proportion, θ̃jkg is a class-specific within-level predicted
score, and θk represents a between-level predicted score. The Pjkg

values sum to 1 for each person (i.e.,
G∑

g=1
Pjkg = 1).

Simulated examinees were assigned to specified latent classes
during data generation. It is necessary to determine whether
these examinees were classified into the same latent classes after
model estimation. Posterior probabilities for membership of each
examinee were calculated using the CPROBABILITIES option
of the SAVEDATA command in Mplus. Classification accuracy
rate was calculated for each condition. The correct detection
rate was defined as the correct classification of the latent class
membership for each examinee. Generated and simulated class
memberships were compared and a percentage was computed
across the 100 replications for each condition. Thus, agreement
was recorded when an examinee assigned to the first class
(Class 1) during data generation was also classified into Class 1
after estimation.

Model Selection
Unlike multigroup IRT models, the latent classes in mixture
IRT models are not known a priori in an exploratory analysis
as they are unobserved. In an exploratory analysis, different
numbers of latent classes are specified as candidate models
and estimated for a given data set. The most commonly
used criteria for model selection in IRT models are based
on either a likelihood ratio test or information criterion
indices. Nylund et al. (2007) note that the likelihood ratio
test is not appropriate for model selection for mixture IRT
models. Thus, information criterion indices were used for model
selection in this study.

Information criterion indices are based on some form of
penalization of the loglikelihood. The penalization is used to
adjust for the selection of over-parameterized models. Let L
be the likelihood function obtained from maximum likelihood
estimation and P be the penalty term. The following is a general
form for information criterion indices:

−2logL+ P

The performances of AIC, BIC, consistent AIC (CAIC;
Bozdogan, 1987), and SABIC were investigated in this study as

these are generally the more commonly used indices in mixture
IRT applications (Sen and Cohen, 2019). Each of these indices
applies a different penalty function to the−2logL term. Thus, the
definitions of the relative fit indices in this study are as follows:

AIC = −2logL+ 2d,

BIC = −2logL+ d.ln(N),

CAIC = −2logL+ d.
[
ln (N)+ 1

]
,

SABIC = −2logL+ d.ln[(N + 2) /24],

Where, N represents the number of examinees and d
represents the number of parameters. Smaller numbers for
these fit indices indicate better fit. Performances of these
indices were examined by calculating the proportion of
correct selections for each model. To evaluate correct model
selections, the data sets generated based on CB2C2 model
were analyzed with four different models (i.e., CB1C2,
CB2C2, CB2C3, and CB3C3). The correct detection rate
was defined as the correct detection of the simulated
CB2C2 model with the correct number of within- and
between-level latent classes.

RESULTS

Parameter Recovery
Table 1 presents mean RMSE values for each condition.
The labels indicate the condition under which the data were
generated. For example, the label E5010 indicates that the
CB2C2 data were generated for equal mixing proportions for
50 clusters and with a cluster size of 10. That is, number
of level-2 units is 50 and number of level-1 is 10. The
NE label indicates unequal mixing proportion conditions.
Results of each condition are presented for 10-, 30-, and
50-item test lengths and 30, 60, and 90% of class variant
items. Mean RMSE values for item threshold estimates ranged
from 0.092 to 2.927.

As shown in Table 1, the mean RMSE values decreased as
the cluster size and number of examinees for level-1 increased.
Similarly, mean RMSE values increased as the percentage of
class-variant items increased. As expected, greater accuracy was
observed with the higher number of clusters and cluster size
conditions. Type of mixing proportion (equal vs. unequal) and
number of items (10, 30, and 50) did not show any clear
pattern of recovery.

Classification Accuracy
As with latent class models, mixture IRT models assign
each examinee to one of the latent classes based on class
probability values. The class memberships created during the data
generation were compared with the estimated class memberships.
A classification accuracy rate was calculated for each condition
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TABLE 1 | Mean RMSE values of item threshold estimates for the CB2C2 Model.

Percent of class variant items

Simulation condition 10 Items 30 Items 50 Items

30 60 90 30 60 90 30 60 90

E5010 1.335 1.812 1.949 0.454 0.993 1.333 0.562 1.231 2.007

E5050 0.256 0.325 0.829 0.118 0.732 0.977 0.107 0.985 1.268

E10010 0.752 0.830 1.099 0.213 0.766 1.007 0.199 1.006 1.458

E10050 0.164 0.191 0.767 0.083 0.724 0.965 0.075 0.977 1.260

NE5010 1.087 1.213 1.401 1.873 2.653 2.710 1.435 1.860 2.927

NE5050 0.400 0.596 1.010 0.328 0.751 1.087 0.134 0.988 1.321

NE10010 0.803 1.377 1.565 1.289 1.621 1.928 0.548 1.120 1.766

NE10050 0.335 0.376 0.859 0.328 0.734 1.070 0.092 0.979 1.262

E, Equal proportion; NE, Non-equal proportions; E5010 reprents a condition with equal mixing proportions under 50 clusters and with a cluster size of 10.

TABLE 2 | Classification accuracy rates for CB2C2 Model.

Simulation condition 10 Items 30 Items 50 Items

30 60 90 30 60 90 30 60 90

E5010 37.35 38.20 31.43 43.19 24.14 44.66 69.11 80.04 69.38

E5050 45.13 58.58 38.69 57.86 45.05 38.85 82.29 89.02 86.92

E10010 30.82 42.54 27.87 44.18 27.58 58.00 70.04 83.34 78.93

E10050 35.39 61.53 30.18 61.15 47.43 37.79 82.09 89.02 87.12

NE5010 37.00 37.42 30.93 28.50 27.27 26.69 65.86 74.70 45.70

NE5050 52.94 57.05 45.03 38.71 26.58 29.01 85.04 90.50 88.61

NE10010 34.79 47.14 36.97 26.61 32.31 32.50 72.86 85.12 66.97

NE10050 60.27 57.42 32.45 31.13 12.31 15.87 85.85 90.64 86.52

E, Equal proportion; NE, Non-equal proportions; E5010 reprents a condition with equal mixing proportions under 50 clusters and with a cluster size of 10.

between generated values and estimated values based on the
same model. Classification accuracy rates are shown in Table 2.
These rates ranged from 12.31 to 90.64%. Table 2 shows
that the classification accuracy rates increase as the number
of items increases. The highest rates occurred for the 50-
item conditions while the lowest rates were observed with
10-item conditions. Only the 30-item conditions with 60% of
class-variant items did not follow this pattern. This condition
actually yielded lower rates than the 10-item counterparts (i.e.,
10-item conditions with 60% of class variant items). Equal
mixing proportion conditions yielded smaller accuracy rates
than unequal mixing proportion conditions for almost each
percentage of class-variant items and test length conditions. As
shown in Table 2, conditions with 60% of class-variant items
yielded higher accuracy rates than conditions with 30 and 90%
of class-variant items under 10- and 50-item condition. However,
this was not the case with the 30-item conditions. The cluster
size seemed to influence the classification accuracy rates. The
conditions with the smaller level-1 sample size (i.e., 10) yielded
lower accuracy rates than the conditions with the higher level-1
sample size (i.e., 50). Similarly, the number of clusters appeared
to influence classification accuracy rates. The conditions with 50
clusters yielded lower accuracy rates than the conditions with
100 clusters. As expected, increases in the number of items,

number of clusters and cluster size had a positive effect on
classification accuracy.

Model Selection
AIC, BIC, CAIC, and SABIC values were calculated for each
condition. The number of correct selections was calculated as the
number of detections of the CB2C2 (i.e., the generating) model
over 100 iterations. The frequencies of correct model selections
are shown in Tables 3–5 for each of the information indices.

The numbers of correct detections for 10-item conditions
are presented in Table 3. Correct detection frequencies ranged
between 0 and 100 out of 100 replications in the 10-item
conditions. As shown in Table 3, BIC, CAIC, and SABIC
performed better than AIC index for the conditions with level-
1 sample size of 50 (i.e., E5050, E10050, NE5050, and NE10050).
The number of correct detections of the BIC and CAIC indices
for the smaller number of level-1 sample size conditions were
all either very low or zero except for unequal mixing proportion
condition with 100 clusters and level-1 sample size of 10 (i.e.,
NE10010). The SABIC index performed better than BIC index for
almost all conditions. BIC and CAIC performed less well than the
SABIC for the small level-1 sample. However, the level-1 sample
size did not appear to have any effect on the performance of
AIC. The percentage of class-variant items appeared to influence
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TABLE 3 | Number of correct detections over 100 replications for 10-Item conditions.

AIC BIC SABIC CAIC

30 60 90 30 60 90 30 60 90 30 60 90

E5010 82 52 65 3 0 2 59 31 48 2 0 0

E5050 82 76 97 100 100 100 100 100 100 97 99 98

E10010 86 67 67 21 0 3 84 58 65 7 0 1

E10050 57 70 89 80 100 100 77 100 100 77 97 97

NE5010 70 57 69 1 0 2 51 26 41 0 0 0

NE5050 91 79 90 100 80 100 100 87 100 97 77 95

NE10010 86 74 73 11 1 2 78 42 70 5 0 2

NE10050 75 38 92 100 70 100 100 59 100 100 73 97

E, Equal proportion; NE, Non-equal proportions; E5010 reprents a condition with equal mixing proportions under 50 clusters and with a cluster size of 10; AIC, Akaike
Information Criterion; BIC, Bayesian Information Criterion; CAIC, Consistent AIC; SABIC, Sample size adjusted BIC.

TABLE 4 | Number of correct detections over 100 replications for 30-Item conditions.

AIC BIC SABIC CAIC

30 60 90 30 60 90 30 60 90 30 60 90

E5010 53 55 47 28 0 0 99 97 66 11 0 0

E5050 56 72 37 100 100 100 100 100 100 100 100 100

E10010 48 34 48 99 53 0 100 99 66 97 20 0

E10050 59 77 41 99 100 100 99 100 100 98 100 100

NE5010 28 38 25 0 2 0 11 6 100 0 0 0

NE5050 18 65 53 81 66 8 97 99 83 66 33 1

NE10010 16 47 31 0 0 0 13 6 1 0 0 0

NE10050 5 63 39 100 99 92 85 99 99 100 98 85

E, Equal proportion; NE, Non-equal proportions; E5010 reprents a condition with equal mixing proportions under 50 clusters and with a cluster size of 10; AIC, Akaike
Information Criterion; BIC, Bayesian Information Criterion; CAIC, Consistent AIC; SABIC, Sample size adjusted BIC.

TABLE 5 | Number of correct detections over 100 replications for 50-Item conditions.

AIC BIC SABIC CAIC

30 60 90 30 60 90 30 60 90 30 60 90

E5010 58 79 78 0 0 1 54 30 2 0 0 0

E5050 67 66 77 100 100 100 100 100 100 100 100 90

E10010 67 76 92 1 0 0 93 89 21 0 0 0

E10050 69 65 65 100 100 97 100 100 94 100 100 98

NE5010 57 49 31 0 0 0 23 3 0 0 0 0

NE5050 77 74 76 100 89 36 100 99 100 99 78 12

NE10010 60 73 97 0 0 0 53 26 0 0 0 0

NE10050 92 91 68 100 100 100 100 100 100 100 100 98

E, Equal proportion; NE, Non-equal proportions; E5010 reprents a condition with equal mixing proportions under 50 clusters and with a cluster size of 10; AIC, Akaike
Information Criterion; BIC, Bayesian Information Criterion; CAIC, Consistent AIC; SABIC, Sample size adjusted BIC.

the correct detection rates based on four fit indices. The 60%
conditions yielded lower correct detection rates for almost every
condition. The effects of mixing proportion type (equal vs.
unequal), however, did not show any clear pattern.

The number of correct detections for the 30-item conditions
ranged between 0 and 100 (see Table 4). As shown in Table 4,
BIC, CAIC, and SABIC performed better than AIC for the sample
size of 50 (i.e., E5050, E10050, NE5050, and NE10050). As was
the case for the 10-item conditions, the numbers of correct

detections of the BIC and CAIC indices for smaller number of
level-1 sample size conditions were all either very low or zero
for the E5010 and E10010 conditions. SABIC performed better
than BIC and CAIC for most conditions except for NE10050
condition under 30% of class-variant items. The small level-
1 sample size (i.e., 10) appeared to influence the performance
of BIC and CAIC compared to SABIC. However, the level-1
sample size did not show any clear pattern for the performance of
AIC. The percentage of class-variant items appears to influence
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the correct detection rates based on four fit indices. The 60%
conditions yielded lower correct detection rates for most of the
conditions. The effects of mixing proportion type (equal vs.
unequal), however, did not show any clear pattern.

Correct detection frequencies (see Table 5) ranged between
0 and 100 in the 50-item conditions. As shown in Table 5,
BIC, CAIC, and SABIC performed better than AIC for
the conditions with the level-1 sample size of 50 (i.e.,
E5050, E10050, NE5050, and NE10050). AIC performed better
than BIC, CAIC, and SABIC, however, for the conditions
with the level-1 sample size of 10 (i.e., E5010, E10010,
NE5010, and NE10010). As was the case with the 10-
and 30-item conditions, the numbers of correct detections
of the BIC and CAIC indices for smaller level-1 sample
size conditions were all either very low or zero for the
50-item conditions. SABIC performed better than BIC and
CAIC for most conditions except for E10050 for the 90%
class-variant items condition. The small level-1 sample size
(i.e., 10) appears to influence the performance of BIC and
CAIC compared to SABIC. The level-1 sample size, however,
did not show any clear pattern for AIC. Similarly, the
percentage of class-variant items and the effects of type of
mixing proportion (i.e., equal vs. unequal) did not show
any clear pattern.

SUMMARY AND DISCUSSION

This simulation study examined the accuracy of parameter
estimates and classifications under different multilevel and
mixture conditions. The simulation factors in this research
were chosen to represent different class-distinction features in
multilevel mixture IRT modeling, in which the percentage of
class-variant items, the number and magnitude of clusters, and
the number of items varied for the structure with two level-
1 and two level-2 classes (i.e., CB2C2 model). In addition,
this study also investigated the differential performance of
the four information criteria (AIC, BIC, CAIC, and SABIC)
for model selection with different multilevel mixture IRT
model applications.

Findings from the simulation study indicated that greater
accuracy was observed with the higher number of clusters (i.e.,
100 clusters) and cluster size (i.e., 50 simulated examinees)
conditions, as well as the lower (30%) percentage of class-
variant item conditions. When the number of clusters and the
cluster sizes were small, the applications of multilevel mixture
IRT models can be problematic with respect to the accuracy
of item parameter estimates. These findings were consistent
with previous research by Lee et al. (2018) which found that
the multilevel mixture IRT model does not perform well for
small sample sizes.

Findings regarding classification accuracy rates showed that
the classification accuracy rates increased as the number of items
increased. Equal mixing proportion conditions yielded smaller
accuracy rates than unequal mixing proportion conditions
for most percentages of class-variant items and test length

conditions. The numbers of clusters and cluster size appeared
to influence classification accuracy rates. The smaller cluster
size (i.e., 10 examinees) and smaller number of clusters
(i.e., 50 clusters) yielded lower accuracy rates. Similarly,
the number of clusters appeared to influence classification
accuracy rates. As expected, increases in the number of items,
number of clusters and cluster size had a positive effect on
classification accuracy.

Differential performances of the AIC, BIC, CAIC, and SABIC
were observed under the different study conditions. Overall,
SABIC performed better than BIC or CAIC for the small level-
1 sample (i.e., 10) conditions, and for the conditions with
the higher sample size at level-1 (i.e., 50). BIC and CAIC
failed to select the true model for conditions with the smaller
level-1 sample size. Overall, BIC and CAIC indices showed
similar performances under the different data conditions. The
SABIC appears to be the better than BIC and CAIC for the
smaller level-1 sample size. These findings were consistent
with Choi et al. (2017) that showed the superiority of SABIC
over other relative fit indices. AIC also appeared to perform
better than SABIC, however, under some conditions (i.e.,
NE5010, NE10010 conditions with 10-, 30- and 50-items
and E5010, E10010 conditions with 10- and 50-items). Thus,
results suggest that no uniformly superior single information
criterion index of the four indices studied here was consistently
the best model selection index under each of the simulated
conditions here.

Multilevel mixture IRT models and relative fit indices used for
model selection perform better with higher number of clusters
and cluster sizes. The percentage of class-variant items also
appeared to have an effect on accuracy of model estimates and on
performance of model selection indices. Given these findings, it is
important to note that model selection also needs to pay attention
to substantive theory as well as to multiple fit indices rather than
relying on a single fit index for model selection. The present study
shares similar limitations to those of other simulation studies
using similar conditions in the study design (e.g., Choi et al., 2017;
Lee et al., 2018).
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Background: If individual differences are relevant and prominent features of personality,
then they are expected to be encoded in natural language, thus manifesting themselves
in single words. Recently, the quantification of text data using advanced natural language
processing techniques offers innovative opportunities to map people’s own words and
narratives to their responses to self-reports. Here, we demonstrate the usefulness of
self-descriptions in natural language and what we tentatively call Quantitative Semantic
Test Theory (QuSTT) to validate two short inventories that measure character traits.

Method: In Study 1, participants (N1 = 997) responded to the Short Character
Inventory, which measures self-directedness, cooperativeness, and self-transcendence.
In Study 2, participants (N2 = 2373) responded to Short Dark Triad, which measures
Machiavellianism, narcissism, and psychopathy. In both studies, respondents were
asked to generate 10 self-descriptive words. We used the Latent Semantic Algorithm to
quantify the meaning of each trait using the participants’ self-descriptive words. We then
used these semantic representations to predict the self-reported scores. In a second
set of analyses, we used word-frequency analyses to map the self-descriptive words
to each of the participants’ trait scores (i.e., one-dimensional analysis) and character
profiles (i.e., three-dimensional analysis).

Results: The semantic representation of each character trait was related to each
corresponding self-reported score. However, participants’ self-transcendence and
Machiavellianism scores demonstrated similar relationships to all three semantic
representations of the character traits in their respective personality model. The one-
dimensional analyses showed that, for example, “loving” was indicative of both high
cooperativeness and self-transcendence, while “compassionate,” “kind,” and “caring”
was unique for individuals high in cooperativeness. The words “kind” and “caring”
indicated low levels of Machiavellianism and psychopathy, whereas “shy” or “introvert”
indicated low narcissism. We also found specific keywords that unify or that make the
individuals in some profiles unique.
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Conclusion: Despite being short, both inventories capture individuals’ identity as
expected. Nevertheless, our method also points out some shortcomings and overlaps
between traits measured with these inventories. We suggest that self-descriptive words
can be quantified to validate measures of psychological constructs (e.g., prevalence in
self-descriptions or QuSTT) and that this method may complement traditional methods
for testing the validity of psychological measures.

Keywords: character, identity, quantitative semantic test theory, narrative self, personality

INTRODUCTION

Human personality can be defined as the dynamic organization,
within the person, of biopsychosocial systems that regulate
adaptation to a changing environment (Cloninger et al., 1993;
see also Cloninger et al., 2019). This includes systems of
self-government that modulate cognitions, emotions, impulse
control, and social relationships. In this context, specific
personality traits are responsible for how the individual perceives
and thinks about oneself, other people, and the world as a
whole (Cloninger, 2004, 2009), which are aspects that are
strongly associated to physical, mental, social, and spiritual
health (Vaillant and Vaillant, 1990; World Health Organization
[WHO], 2001; Cloninger, 2003, 2004; VanderWeele, 2017).
The measuring of personality is often done using self-
reports, something that is not without controversy regarding
conceptualization and measure accuracy (cf. Cloninger et al.,
2019). For instance, although trait models of personality stem
from natural self-descriptive language (Leising et al., 2014),
the validation of inventories that measure personality and
most psychological constructs is often done using Classical
Test Theory (CTT) and more recently using Item Response
Theory (IRT) rather than natural language. This is important
because individual differences are expected to be encoded
in natural language if they are relevant and prominent
features of personality, thus, manifesting themselves in single
words (cf. the psycholexical hypothesis; John et al., 1988).
These single words might be used in self-descriptions, which
in turn reflect people’s temperament and own concept of
the self or character, including the perception of her/his
identity (Adams et al., 2012). In one study, for example,
researchers found 624 adjectives that laypeople used when freely
generating words to describe people they know (Leising et al.,
2014). What is more, the adjectives that these participants
rated as more important were found more frequently in
an independent large text corpus of 500 million words of
online communication. Hence, suggesting that the words
people frequently use to describe personality might indeed
be valid to describe human temperament and character (cf.
Garcia et al., 2015).

Despite the fact that CTT and IRT are good methods
for the validation of measures, there are some limitations.
For instance, CTT methods are dependent on the number
of items and on the sample’s size and other features, so
any changes to these features can strongly affect both item
and the total psychometric properties of the scale. Moreover,

IRT methodology does not address, for example, the issue of
social desirability or response style (Oishi, 2007). We argue
that using, for example, the words people use to describe
themselves might serve as a new tool to validate measures of
personality and other psychological phenomena. One obstacle,
however, has been that advanced methodological techniques
are necessary to actually use freely generated self-descriptive
words in such analyses. Researchers have only recently started
using these techniques in the social sciences (see Leising et al.,
2014; Sikström and Garcia, 2019). Indeed, despite the fact
that lexical models of personality have their basis in natural
language, self-descriptive words have not been mapped to specific
personality constructs to distinguish meaningful patterns that
explain people’s behavior and tendencies (for a review, see Uher,
2013). Importantly, at times, researchers look for short measures
for the assessment of personality, which might compromise
validity. Moreover, regarding personality, different measures can
be used that are, for example, stated as representing a dark
side of personality rather than just personality. Thus, making
psychometric scrutiny regarding these short measures even more
important, if we do not want to risk ending up with “quick and
dirty measures” that lack a comprehensive theory (cf. Wong and
Roy, 2018) and suffer of “jingle-jangle” fallacy1 (cf. Kelley, 1927;
Block, 1995).

More recently, the quantification of text data using advanced
natural language processing techniques offers innovative
opportunities to map people’s own words and narratives to
their responses to self-reports’ scales. Here, we demonstrate the
usefulness of what we tentatively call Quantitative Semantics
Test Theory (QuSTT) to validate two short inventories that
measure character traits. We use the Latent Semantic Analysis
algorithm, which is not only a method but also a theory for
how humans acquire, induct, and represent meaning and
knowledge (Landauer and Dumais, 1997; Landauer, 2008). By
applying this statistical computation on a large text corpus,
researchers can extract and represent the meaning of words
based on the context in which it co-occurs with other words.
We expected that the quantified meaning of words that an
individual uses to intentionally describe herself/himself may
predict her/his level in different personality traits. We aim to
exemplify this by mapping the words that participants use to their
responses in each scale and also to personality profiles. Before

1Jingle refers to two constructs with equivalent labels that really reflect different
phenomena, whereas jangle refers to when one construct is given multiple names
(Kelley, 1927; Block, 1995).
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stating any further expectations, we present the personality
models in each study.

Light Character Traits:
Self-Directedness, Cooperativeness, and
Self-Transcendence
Cloninger proposed in his model of personality (Cloninger et al.,
1993) four dimensions of temperament and three dimensions
of character. Here, we focus on character, which can be
defined as what the individual makes of her/himself intentionally
or individual differences in values, goals, and self-conscious
emotions, such as, hope, love, and faith (Cloninger, 2004). We do
this partially for practical reasons; the shortest measure derived
to measure these dimensions assesses only the three character
traits, but also because the light character traits stand in contrast
to the Dark Triad traits (Garcia and Rosenberg, 2016). The three
character traits are the following: (1) self-directedness, which
refers to the person’s level of self-determination and tendency
to self-control, self-sufficiency, self-acceptance, responsibility,
and reliableness; (2) cooperativeness, accounts for individual
differences in social acceptance, tolerance toward others, and
tendency to be a helpful and empathic person; and (3) self-
transcendence, which refers to the person’s tendency to experience
self-forgetfulness, spiritual acceptance, and to be patient and
imaginative (Cloninger et al., 1993; Köse, 2003). In this context,
Cloninger developed the Temperament and Character Inventory
for the assessment of personality according to his biopsychosocial
model2 (Cloninger et al., 1993; see also Garcia et al., 2017). The
original long version comprises 240 items that operationalize
the four temperament dimensions and the three character
dimensions, while the inventory that we investigate here is a short
version that measures the character traits using 15 items (i.e., the
Short Character Inventory).

As the long version, this short version was designed to
be applicable to large normal populations without being
stigmatizing or pathologizing. Furthermore, instead of
assuming that personality can be decomposed into independent
dimensions, Cloninger based his personality model and
inventories on complex interactions, such as gene–gene and
gene–environment (Cloninger, 2004; Zwir et al., 2018a,b, 2019).
Thus, personality is a dynamic complex adaptive system. In
other words, on a daily basis a person is adapting not only to
the environment but also to the emotions and cognitions within
her/himself. This notion of personality as whole system unit
has been suggested to be best studied by analyzing “common
types” or profiles, see Figure 1 (Bergman and Magnusson, 1997;
Cloninger et al., 1997; Bergman and Wångby, 2014; Zwir et al.,
2018a,b, 2019). For instance, perceptual aberrations such as
superstitious or magical thinking and vulnerability to overvalued
ideas or psychosis is a product of excessive imagination (i.e.,
high self-transcendence) in combination with lack of solid reality
testing (i.e., low self-directedness) (Smith et al., 2008). Moreover,
individuals who report high levels in all three character traits
(i.e., “Creative” profile) or high levels in self-directedness and

2http://anthropedia.org

cooperativeness, but low in self-transcendence (“Organized”
profile) report the highest levels of health, well-being, longevity,
and functionality (Cloninger, 2004). Creative people are expected
to see life as being filled with opportunities to learn from mistakes
(i.e., high self-directedness), to work in the service of others
(i.e., high cooperativeness), and to grow in awareness (i.e., high
self-transcendence) around life as a whole and what is beyond
human existence (Cloninger, 2004). In contrast, people with an
“Apathetic” profile are low in all three traits of character, so they
often think “life is hard, people are mean, and then you just die!”
Not surprisingly, they are unhappy, alienated, and physically
unhealthy and fearful of death with high rates of mental and
physical disorders (Cloninger, 2004) (see Figure 1).

The Dark Triad: Machiavellianism,
Narcissism, and Psychopathy
Peoples’ propensities to amoral behavior, manipulativeness,
opportunism, selfishness, callousness, and self-centeredness are
suggested to be reflected in individual differences in three dark
character traits: Machiavellianism, narcissism, and psychopathy
(Paulhus and Williams, 2002). At a general level, this outlook
of separateness (cf. Cloninger, 2004, 2007, 2013) expressed
by any of these dark traits also express uncooperativeness as
one common aspect of a vicious character (e.g., Garcia and
Rosenberg, 2016; Moshagen et al., 2018) and different levels
of other personality tendencies (Vernon et al., 2008). At the
conceptual level, individuals high on Machiavellianism are cold,
manipulative, and have a sarcastic worldview (Christie and
Geis, 1970; Jones and Paulhus, 2014). Individuals high on
narcissism lack empathy, have fantasies of enormous power,
beauty and success, have low self-esteem, and are exhibitionistic
and exploitative (Raskin and Hall, 1979). In other words, they
regard themselves as better, smarter, more dominant and superior
than others but at the same time tend to be sensitive to criticism
and with a need for constant reassurance. Individuals high on
psychopathy show low empathy, low anxiety, are impulsive,
and thrill seeking (Hare, 1985). Although individuals high in
Machiavellianism and psychopathy can be described using the
same terms (e.g., manipulative and callous), those high on
psychopathy are impulsive, reckless, aggressive, and lack the same
convincing social skills that individuals high on Machiavellianism
display (Hawley, 2003). Individuals high on narcissism are also
expected to display callousness and manipulation, but they are
expected to show self-enhancement as well. Accordingly, these
malevolent traits, often labeled the Dark Triad (Paulhus and
Williams, 2002), are addressed as overlapping constructs that can
be measured separately, since they are considered to be distinctive
enough (see Persson, 2019 for another point of view). Behavioral
studies, for example, show that while Machiavellianism and
psychopathy predict cheating when it required an intentional lie,
psychopathy predicted cheating when punishment was a serious
risk and individuals high in Machiavellianism cheated under high
risk, but only if they were ego depleted (Jones and Paulhus,
2017; see also Crysel et al., 2013; Jones, 2014). Hence, as for
the light character traits, the dark character traits might also
be seen, at least in theory, as one dynamic complex adaptive
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FIGURE 1 | The character cube representing the eight possible combinations of high and low scores in Cloninger’s light character traits. Reprinted with permission
from Anthropedia Foundation. S/s, high/low self-directedness; C/c, high/low cooperativeness, T/t, high/low self-transcendence.

system rather than three single traits. In this line of thinking,
Garcia (Garcia and Rosenberg, 2016; Garcia, 2018) suggested,
analogous to Cloninger’s “light” character cube (Cloninger, 2004),
the Dark Cube, which comprises the eight possible combinations
of high/low scores in the three malevolent traits (see Figure 2;
Garcia and Rosenberg, 2016; Garcia and Gonzàlez, 2017; Garcia,
2018; Garcia et al., 2018).

At the operationalization level, factor-analytic studies using
short measures of the Dark Triad (27 items or less) have
shown that narcissism and psychopathy load on the same
factor (Furnham and Crump, 2005; Garcia and Rosenberg, 2016;
Kajonius et al., 2016; Persson et al., 2017, 2019). On this basis,
some researchers have suggested a dyad rather than a triad (e.g.,
Garcia and Rosenberg, 2016), and others even suggest that, at
least based on the analyses of short measures, the three traits
can be described well by individuals’ response to a single item
measuring their tendency to exploit others (e.g., Kajonius et al.,
2016). We argue that the mapping of words and their meaning to
short scales’ scores might shed some light to validate if the scales
target different malevolent character traits.

Quantitative Semantics Test Theory
(QuSTT)
We have argued that since psychological phenomena is expressed
in natural language (e.g., psycholexical hypothesis), if reliably
quantified, the mere words people use to express, for example,
their personality, can be used to validate self-report scales of the

construct at hand. We quantified the words that people use when
asked to describe who they are with 10 words, using the Latent
Semantic Analysis algorithm. The analyses were conducted in
semanticexcel3, which is a web-based program for the analyses
of quantitative semantics developed by Sverker Sikström at Lund
University, Sweden (for details, see Garcia and Sikström, 2013a,b,
2014; Garcia et al., 2015; Sikström and Garcia, 2019). Here, we
just present a brief overview of how semantic representations
are generated, how the self-descriptive words generated by the
participants are linked to this representation and then regressed
on participants’ own character traits scores, and how we map the
self-descriptive words to the character traits scores. This whole
procedure stands as the basis of QuSTT.

Creating a Semantic Representation of the English
Language
Semanticexcel comprises semantic representations of several
languages, including English, Spanish, Swedish, etc. The
representation of English used here was generated using Google
N-grams4, which might be the largest possible available English

3www.semanticexcel.com
4“In the fields of computational linguistics and probability, an n-gram is a
contiguous sequence of n items from a given sequence of text or speech. The
items can be phonemes, syllables, letters, words, or base pairs according to the
application. The n-grams typically are collected from a text or speech corpus.
When the items are words, n-grams may also be called shingles” (Retrieved from
http://en.wikipedia.org/wiki/N-gram).
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FIGURE 2 | The dark cube as an analogy to Cloninger’s character cube, showing all eight possible combinations of high/low scores in Machiavellianism, narcissism,
and psychopathy. Adapted with permission from C. R. Cloninger. Originally published in: Garcia and Rosenberg (2016) The dark cube: dark and light character
profiles. M/m, high/low Machiavellianism; N/n, high/low narcissism; P/p, high/low psychopathy.

text corpus5 (see also Lin et al., 2012). First, using semanticexcel,
the researcher generates a matrix where rows correspond to
unique single words and each column corresponds to the 5-gram
context to the words in the corpus. The rows for the English
corpus used here consisted of the 120,000 most frequent words,
whereas the columns consisted of the contexts of the 10,000 most
common words. The contexts of the words were generated from
the 5-gram of Google N-grams database, that is, for each 5-gram
that each word had, the context consisted of four other words.
Thus, cells in this matrix represent the frequency of occurrence
of a word (rows) within a context of a word (columns). For
example, the word “grateful” may have a frequency f 1 in the
context “aiding” and a frequency f 2 in the context “accidents.”
In this way, every word is represented by an array of frequencies
of occurrence in each related context to a word. A basic
assumption is that words with similar meaning tend to occur in
the same contexts (cf. Landauer and Dumais, 1997; Landauer
et al., 2007; Landauer, 2008). This implies that the vectors
representing similar words are expected to point in similar
direction. However, to get a good semantic representation,
this word-by-context sample matrix needs to be compressed
to a smaller word-by-semantic dimension matrix, where this
smaller matrix tends to create a more generalized semantic
representation. We conducted this data compression using
singular value decomposition, a widespread dimensionality-
reduction technique similar to principal component analysis.
The resulting matrix is called a semantic space, which describes
the semantic relatedness between words. In our analysis, the

5https://books.google.com/ngrams

resulting semantic representation consisted of 120,000 words,
where each word is represented in a vector consisting of 512
dimensions. In the present study, using semanticexcel, we simply
added the vectors representing each of the 10 self-descriptive
words generated by the participants. Hence, each participant’s
set of 10 words obtains a quantified semantic representation
based on the sum of the vectors corresponding to each of
the participant’s words. For a more elaborated description,
see Sikström and Garcia (2019).

Predicting Participants’ Character Traits Scores
Based on the Semantic Representation of Their Own
Self-Descriptive Words
Semanticexcel uses multiple linear regressions (Y = c × X),
with the semantic representations as input (X, i.e., a
participants × semantic dimensions matrix), to train the
regression coefficients (c, i.e., a vector corresponding to the
weights of each semantic dimension) to predict participants’
self-reported scores in each of the personality traits (Y). One
multiple linear regression was conducted for each trait score. An
N-leave (where N is 10% of the total dataset) out-cross validation
procedure is used to evaluate the results from the multiple linear
regression so that the-to-be predicted data point is removed
from the training set (where the coefficients of the multiple linear
regression are generated) and where these coefficients are applied
to make a prediction on the left-out test data point. Thus, 10
(N) new training and testing sets are made for cross-validation.
To avoid overfitting, a subset of the dimensions in a semantic
representation is used, where fitting with too many parameters
in relation to the number test data points may yield poor
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generalization to test dataset. This subset is selected by selecting
the first (N) dimension in semantic representation and then
optimizing the number of dimensions (N) used by an additional
10% leave-out procedure. Furthermore, the maximum number
of dimensions used is set to one half of the total number of
predicted data points. In short, semanticexcel generates the
predicted values by applying the regression coefficients (c) from
the training dataset on the test dataset. To evaluate whether
participants’ personality trait scores are significantly predicted
by the semantic representation of the 10 generated words, the
personality trait scores are simply correlated with the predicted
values. A significant positive correlation (one-tailed) indicates
that the semantic representation predicts the outcome variable
(i.e., the participants’ score in each of the personality traits).

Mapping the Frequency of Self-Descriptive Words
and Self-Reported Personality Traits
Each word’s frequency was correlated to participants’ scores in
each of the personality traits. To present these results, for each
personality measure, we conducted one-dimensional correlations
(i.e., one trait at a time) and three-dimensional correlations (i.e.,
interactions between high and low scores in the three character
traits for each personality model). Preliminary analyses of the
one-dimensional correlations presented in Figures 3, 5 were
earlier published elsewhere (Garcia and Sikström, 2019).

The Present Study
In the present study, we used quantitative semantics to validate
two short personality inventories, the Short Character Inventory
and the Short Dark Triad. This method allowed us to extract and
represent the meaning of words based on the context in which
they co-occur with other words. We expected that the quantified
meaning of words that an individual use to intentionally describe
herself/himself may predict her/his level in different personality
traits, thus, allowing the validation of each trait measurement.
We also mapped the self-presentation words to responses in
each scale and also to any interaction between the traits within
each personality model (i.e., light character profiles and dark
character profiles).

Ethics Statement
Ethics approval was not required at the time the research
was conducted as per national regulations. The consent of
the participants was obtained by virtue of survey completion
after they were provided with all relevant information about
the research (e.g., anonymity, possibility to withdraw at
any time, etc.).

STUDY 1: LIGHT CHARACTER

Method
Participants and Procedure
The participants were recruited from Mechanical Turk (MTurk)6.
In the initial stage, we informed the participants that the survey

6MTurk is an online system by Amazon.com (www.mturk.com/mturk/welcome)
that provides access to a wide range of participants for research and other tasks.

was anonymous, voluntary, and that they could stop the survey at
any time. The participants received a small compensation/reward
of USD 0.50. for participating and were requested, through the
Amazon system, to be residents of the United States and to have
American English as their mother tongue. We added two control
questions to control for automatic responses (i.e., This is a control
question, please answer “neither agree or disagree”). Three out
of 1,000 participants failed to respond correctly to this question;
thus, the final sample comprised 997 participants (age M= 34.13,
SD = 11.92; 363 male, 634 female).

Instruments
The 10 Words Personality Inventory
This instrument was designed to request participants to
freely generate words they use for self-description (Garcia
and Sikström, 2015, 2019). It contains one question, asking
the participants to generate 10 words that describe her/his
personality (“Please describe your personality using ten words”).

The Short Character Inventory
C. R. Cloninger designed the Short Character Inventory for Time
Magazine as a brief version of the Temperament and Character
Inventory that is easy to administer for testing relationships
among personality variables in large groups (Cloninger et al.,
1993). We obtained permission from C. R. Cloninger to include
the inventory in the present study. The inventory contains 15
items, all present in the original long version, which are rated
on a five-point Likert scale (1 = definitely false, 5 = definitely
true). Examples of the items are the following: “Each day I
try to take another step toward my goals” (self-directedness;
Cronbach’s α = 0.56), “I enjoy getting revenge on people who
hurt me” (cooperativeness, reversed item, Cronbach’s α = 0.54),
and “Sometimes I have felt like I was part of something with
no limits or boundaries in time and space” (self-transcendence,
Cronbach’s α = 0.57).

Results and Discussion
Semantic Representations and Self-Reported Scores
of Light Character Traits
The semantic representations of the characters created using
the self-descriptive words correlated significantly with the
corresponding values of the self-reported traits: self-directedness:
r = 0.33, p < 0.0001; cooperativeness: r = 0.28, p < 0.0001;
and self-transcendence: r = 0.16, p < 0.0001 (black cells in
Table 1). The intracorrelations between the self-reported scores
(dark gray cells in Table 1) and the intracorrelations between
the light character traits semantic representations (light gray cells
in Table 1) showed a different pattern. There were significantly
higher correlations (ranging between 0.46 and 0.50) between
the semantic representations of the traits compared to the
correlations between the self-reported scores (ranging between

Each participant receives a payment for his/her work, and the amount varies
depending on the size of the assignment. According to Goodman et al. (2013),
16 of America’s top 30 universities use MTurk to collect data. Rand (2011) verified
that MTurk’s demographic answers are correct, and Buhrmester et al. (2011) have
validated the psychometric properties of the answers in relation to data collected
among undergraduate students and clinical samples.
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0.10 and 0.29): for the correlation between self-directedness–
cooperativeness was z = −4.43, p < 0.001; for self-directedness–
self-transcendence was z = −8.85, p < 0.001; for cooperativeness–
self-transcendence was z = −8.65, p < 0.001. Thus, these suggest
that the semantic representations may not be able to discriminate
between the character traits or that the items in the scales prime
participants to generate words with similar meaning. This was
more accentuated for the trait of self-transcendence, where the
self-reported score correlated to an almost equal degree to all
three semantic representations of the three light character traits:
0.14 with the semantic representation of self-directedness; 0.18
with the semantic representation of cooperativeness; and 0.16
with the semantic representation of self-transcendence. That
being said, the fact that the semantic representations were so
strongly related to each other, while the self-reported scores were
not, suggests that the quantification of the self-descriptive words
might fail to capture the nuances targeted by the scales. Other
algorithms might be necessary to allow a better validation (see
among others Larsen et al., 2008; Arnulf et al., 2019).

Self-Descriptive Words and Self-Reported Scores of
Light Character Traits
We conducted a correlation analysis between participants’ scores
in each of the traits and the participant’s frequency of occurrence
of each of the self-descriptive words (Figure 3). The 997
participants generated 1,436 words that appeared one time or
more in the dataset, that is, they were “unique words.” Because
the number of participants were quite large, we could find
significant effect although some correlations were somewhat low
(e.g., r = 0.11); thus, the p values were corrected for multiple
comparisons using Holm’s correction.

The number of times that participants have generated
significant words in Study 1 are found in Supplementary Table
S1. In the first analysis, one-dimensional Pearson correlations,
we found one word associated with both self-directedness
and self-transcendence character trait scores, namely, “happy”
(n = 180). Accordingly, Cloninger (2004, 2007, 2013) has, in
a series of studies, showed that both of these character traits
are associated to happiness and positive affect and emotions.
Moreover, one communal word was positively associated with
participants’ scores in cooperativeness and self-transcendence:
“loving” (n = 257). The words “caring” (n = 320, which is
the most commonly generated word, corresponding to 22%
of the participants responses) and “kind” (n = 251), and
“compassionate” (n = 89) were indicative only of cooperativeness.
Both these traits are expressions of a person’s relation to
others and the world around. Self-transcendence specifically
is associated with humanistic and oceanic feelings; thus, the
world “loving” might express more of a universal feeling,
while “kind,” “caring,” and “compassionate” might refer to one’s
relationship to others. For high levels of self-directedness, two
words were indictive: “outgoing” (n = 150) and “strong” (n = 116).
Both words are in line with high self-directedness (Cloninger,
2004). In addition, low self-directedness was indicated by words
such as “anxious” (n = 63), “shy” (n = 123), “lazy,” “quiet”
(n = 157), “reserved” (n = 77), and “introverted” (n = 72),
hence suggesting that the self-directedness scale measures both
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FIGURE 3 | One-dimensional analysis: the frequency of the self-descriptive words that significantly correlated with participants’ scores in self-directedness (A),
cooperativeness (B), and self-transcendence (C). The figure shows, on the x-axis, color-coded words that significantly discriminate between the high and the low
value of the scale. The area outside of the inner gray lines represents significant differences without correction for multiple comparisons (p = 0.05), and the areas
outside of the outer gray lines represents significant values following Holm’s correction for multiple comparisons, where the number of significant words are n = 8 for
self-directedness (A), n = 6 for cooperativeness (B), and n = 2 for self-transcendence (C). The font size represents the frequency of occurrence of the words. The
total number of unique words was 1,436, so that the percentage of unique significant words ranged from 0.14 to 0.56%. Significance testing are made by Pearson
correlation to scores in each light character trait. Preliminary analyses for the results presented here were earlier published in Garcia and Sikström (2019).

degree of responsibility (“lazy”) and extroversion/introversion
(“reserved,” “quiet,” “introverted”). Finally, low self-directedness
has been found to be associated to mental illness (Cloninger,
2004), which here was indicated by the relationship to self-
describing oneself as “anxious.” Indeed, other studies (e.g., De
Fruyt et al., 2000) using self-reported scores have found self-
directedness to correlate to neuroticism (r = −0.63), extraversion
(r = 0.29), and conscientiousness (r = 0.45).

We used the theorized eight profiles within the “Light”
Character Cube (Cloninger, 2004) as the framework of the
three-dimensional analyses (see Figure 4): SCT “creative,” SCt
“organized,” ScT “absolutist,” Sct “bossy,” sCT “moody,” sCt
“dependent,” scT “disorganized,” and sct “apathetic.” As expected
individuals with an “apathetic” profile described themselves
with words typical of a person with an immature character
and high ill-being, for example, “sarcastic,” “mean,” “lazy,” and
“anxious.” In contrasts, individuals with the opposite profile

(i.e., “creative”) described themselves with words such as “kind,”
“caring,” “loving,” “happy,” “warm,” and “compassionate.” Indeed,
the combination of being highly self-directed, cooperative, and
self-transcendent (i.e., “creative” character profile) facilitates
a person getting in a state of calm alertness, thus allowing
her/him to discover creative solutions that are adaptive for
her/him, other people, and humanity at large (Cloninger et al.,
2016). In contrast, people who are low in all three character
traits (i.e., “apathetic” profile) feel that “life is hard, people are
mean, and then you die.” (Cloninger, 2004). In other words,
they feel victimized and helpless (low self-directedness and low
cooperativeness) and are injudicious (low self-transcendence)
and distrustful (low cooperativeness and low self-transcendence).
Consequently, they experience frequent negative emotions and
rare positive emotions (Cloninger, 2004). Individuals with a
“bossy” profile were denoted by the word “strong.” Accordingly,
Cloninger (2004) has described people with this profile as
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FIGURE 4 | Three-dimensional analysis: the self-descriptive words mapped to
the interactions between all three character traits, that is, character profiles.
The analyses plot the self-descriptive words as a cube, where the corners of
each cube represent words indicative of high or low values of the three
character traits following Holm’s correction of multiple comparisons. Each of
the eight corners of the cube represent the eight possible combinations that a
word is significant for a high or low value in the three portrayed traits. For
example, if a word is significant for a high value in all three traits, then it is
placed in the SCT “creative” corner, whereas if it is significant for a low value
of all three traits, it is placed in the sct “aphetic” corner. For details on the
three axes, see the footnote in Figure 3.

domineering (high self-directedness and low cooperativeness),
logical (high self-directedness and low self-transcendence), and
distrustful (low cooperativeness and low self-transcendence).
They often give orders without listening to other people to
gain a shared perspective because they are distrustful. Hence,
using the word “strong” to describe the self makes sense in
this context. Furthermore, Cloninger (2004) describes individuals
with a “disorganized” profile as often being preoccupied with
unrealistic fantasies and experiencing frequent distortions of
reality, such as illusions and superstitions. It is unclear if
the self-descriptive words associated with this profile (i.e.,
“boring” and “controlling”) validate this specific character
combination. In contrast, the self-descriptive words associated
with a “dependent” profile (“quiet” and “shy”) are a relatively
good description of a person that is submissive (low self-
directedness and high cooperativeness), injudicious (low self-
directedness and low self-transcendence), and conventional (high
cooperativeness and low self-transcendence). This creates an
insecure dependent relationship in which they are not self-reliant
(Cloninger, 2004).

However, three of the profiles were not associated with any
specific self-descriptive words. Thus, these specific character
combinations (i.e., SCt “organized,” ScT “absolutist,” and sCT
“moody”) might be less valid using the Short Character
Inventory. Indeed, in recent genetic studies (Zwir et al., 2018a,b,
2019), Cloninger and colleagues have shown that the natural
building blocks of personality are multifaceted profiles of the

whole person, not individual traits, something that can hardly be
accurately calculated using a short self-reported measure.

STUDY 2: DARK CHARACTER

Method
Participants and Procedure
As for Study 1, participants in Study 2 were recruited through
MTurk, and we followed exactly the same protocol for the
data collection. The 10 Words Personality Inventory was also
used in Study 2 to ask participants to describe their personality
using words. As for Study 1, we added two control questions to
control for automatic responses (e.g., This is a control question,
please answer “neither agree or disagree”), which eliminated 100
participants (4.04% internal dropout) from the final cohort: 2,373
participants, 845 of which were men (M = 33.37, SD = 11.52) and
1,527 were women (M = 35.44, SD = 12.78).

Instruments
The 10 Words Personality Inventory
This instrument was designed to request participants to freely
generate self-descriptive words (Garcia and Sikström, 2015,
2019). It contains one question, asking the participants to
generate 10 words that describe her/his personality (“Please
describe your personality using ten words”).

The Short Dark Triad
We used the Short Dark Triad (Jones and Paulhus, 2014) to
measure the three dark traits: Machiavellianism, narcissism, and
psychopathy. The Short Dark Triad comprises 27 items, nine per
trait, that are rated on a five-point Likert scale (1 = strongly
disagree to 5 = strongly agree). Examples of the items are the
following: “Most people can be manipulated” (Machiavellianism;
Cronbach’s α = 0.76), “People see me as a natural leader”
(narcissism; Cronbach’s α = 0.76), and “Payback needs to be quick
and nasty” (psychopathy; Cronbach’s α = 0.73).

Results and Discussion
Semantic Representations and Self-Reported Scores
of Malevolent Character Traits
The semantic representations of the malevolent characters
created using the self-descriptive words correlated with
the corresponding values of the self-reported dark traits:
Machiavellianism: r = 0.19, p < 0.0001; narcissism: r = 0.35,
p < 0.0001; and Psychopathy: r = 0.35, p < 0.0001 (see black
cells in Table 2). The intracorrelations between the self-reported
scores (dark gray cells in Table 2) and the intracorrelations
between the dark traits semantic representations (black cells in
Table 2) showed almost the same pattern: a higher correlation
between Machiavellianism and psychopathy (r = 0.52 between
self-reported scores and r = 0.58 for semantic representations;
z = −2.97, p < 0.001), a more moderate correlation between
narcissism and psychopathy (r = 0.39 between self-reported
scores and r = 0.44 for semantic representations; z = −2.08,
p < 0.05), and a lower correlation between Machiavellianism and
narcissism (r = 0.34 between self-reported scores and r = 0.16
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TABLE 2 | Correlations between the semantic representation and the self-reported scores of the dark traits.

Malevolent Character Self-reported scores Semantic representation

Machiavellianism Narcissism Psychopathy Machiavellianism Narcissism Psychopathy

Self-reported Scores Machiavellianism – 0.19*** 0.04 0.23***

Narcissism 0.34*** – 0.04 0.35*** 0.16***

Psychopathy 0.52*** 0.39*** – 0.23*** 0.16*** 0.35***

Semantic Representation Machiavellianism –

Narcissism 0.16*** –

Psychopathy 0.58*** 0.44*** –

Black cells, correlations between semantic representations and self-reported scores of malevolent character; dark gray cells, correlations between self-reported scores of
malevolent character; light gray cells, correlations between semantic representations of malevolent character. ***p < 0.0001.

for semantic representations; z = 6.63, p < 0.001). Nevertheless,
there were some inconsistencies. For instance, the relationship
between the semantic representation of Machiavellianism and
the psychopathy score (r = 0.23) was similar (z = 1.44, p = 0.08)
to the correlation between the semantic representation of
Machiavellianism and the Machiavellianism score (r = 0.19), that
is, suggesting that Machiavellianism was less accurately assessed
by either the semantic representation or the self-reported score.
What is more, accordingly to recent research (e.g., Persson,
2019), Machiavellianism should be unified with psychopathy,
which here is expressed by the similar correlations between
the Machiavellianism self-reported score and the semantic
representation of psychopathy compared to the correlation
between the Machiavellianism self-reported score and the
semantic representation of Machiavellianism.

Self-Descriptive Words and Self-Reported Scores of
Dark Character Traits
We conducted a correlation analysis between participants’ scores
in each of the traits and the participant’s frequency of occurrence
of each of the self-descriptive words. The 2,373 participants
generated 25,698 words, 2,367 of these appeared one time
or more in the dataset; that is, they were “unique words.”
In the first analysis (Figure 5), one-dimensional correlations,
we found three communal words negatively associated with
participants’ scores in Machiavellianism and psychopathy: “kind,”
“caring,” and “loving.” In addition, only the word “aggressive”
was positively related to all three dark traits. This is in line
with the unification argument and past research suggesting a
common, uncooperative, or disagreeable core among individuals
expressing any or all of these malevolent tendencies (e.g., Paulhus
and Williams, 2002; Lee and Ashton, 2005; Jakobwitz and Egan,
2006; Garcia and Rosenberg, 2016).

Furthermore, there were three words that were negatively
related only to psychopathy (i.e., “friendly,” “warm,” and
“compassionate”) and three words negatively related only to
narcissism (“shy,” “quiet,” and “introverted”). Interestingly, all
other words that were positively related to the dark traits were
unique for each trait; for Machiavellianism, “sarcastic” and
“lazy;” for narcissism, “charismatic,” “leader,” “intelligent,” and
“confident,” “fun,” “outgoing,” “strong,” “charming,” and “brave;”
and for psychopathy, “mean,” “rugged,” “vicious,” “tiresome,”
“exceptional,” “abrasive,” “domineering,” “awesome,” “gritty,”

“lustful,” “cool,” “mean,” “smooth,” “angry,” “Christ,” “joking,”
“dirty,” “distracted,” “arrogant,” “sexy,” “greedy,” “hurting,”
“troubled,” “dangerous,” and “aggravated” (see Figure 5). This
finding is in line with our expectations regarding unique
expressions of malevolent tendencies expressed as nuances
of (un)cooperativeness—for example, the less frequent use of
the word “compassionate” vs. “loving” and “kind,” which was
unique for individuals high in psychopathy; the frequent use
of the word “sarcastic” that was common among those high in
Machiavellianism vs. the frequent use of the word “mean” that
was more commonly used by individuals high in psychopathy.

The number of times that participants have generated
significant words are found in Supplementary Table S2. From
this table, we can see how often the participants generated
words that are indicative of a trait. For example, for the trait of
being high in Machiavellianism, 139 participants generated the
word sarcastic, 100 lazy, and 22 aggressive. Words with positive
valence tend to be generated more frequently than words with
negative valence. Thus, words that were indicative of low levels
of the dark traits are more commonly expressed than those that
were indicative of high levels of the dark traits. For example,
the words “fun” (n = 377), “outgoing” (n = 346), “sarcastic”
(n = 135), “leader” (n = 47), “charismatic” (n = 35), and “mean”
(n = 25) were less frequently used than “caring” (n = 774),
“kind” (n = 618), “quiet” (n = 379), and “warm” (n = 156), “shy”
(n = 315), and “introvert” (n = 168). Indeed, people tend to self-
enhance (i.e., the desire of maximizing the positivity of self-views)
and self-protect (i.e., the desire and preference for minimizing
the negativity of self-views) in their self-presentations (Rosse
et al., 1998; Rowatt et al., 1998) even when there is apparently
no reason to appear more desirable (Tice et al., 1995; see also
Amato et al., in press). However, individuals high in any of the
Dark Triad traits seem to do less so, more specifically with regard
to communal self-presentations. Although, we already can see in
this first analysis that some words and nuances of cooperative
self-presentation words discriminate between participants’ scores
in each of the three dark traits, we continued with the three-
dimensional analysis to control for covariance between the traits.

We used the theorized eight profiles within the Dark Cube
(Garcia and Rosenberg, 2016) as the framework of the three-
dimensional analysis. The results are displayed in Figure 6 and
consist of words that significantly correlated with at least one of
the three dimensions, following Holm’s correction for multiple
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FIGURE 5 | One-dimensional analysis: the frequency of the self-descriptive words that significantly correlated with participants’ scores in Machiavellianism (A),
narcissism (B), and psychopathy (C). The figure shows, on the x-axis, color-coded words that significantly discriminate between the high and the low values in the
dark character traits. The area outside of the inner gray lines represents significant differences (p = 0.05), and the areas outside of the outer gray lines represents
significant values following Holm’s corrections for multiple comparisons. The font size represents the frequency of occurrence of the words. The x-axis represents the
full range of the scores in Machiavellianism (A), narcissism (B), and psychopathy (C). For additional details, see the figure note of Figure 6. Preliminary analyses for
the results presented here were earlier published in Garcia and Sikström (2019).

comparisons. These words were located in one of the eight
corners of the cube, depending on whether they were more
or less common on each of the three dimensions. Individuals
with a benevolent profile (i.e., low on all three traits) used
the words “warm,” “shy,” “kind,” “friendly,” “compassionate,”
and “caring” more frequently in their self-presentations. This
is, again, reinforcing the unification argument suggesting a
common, uncooperative, or disagreeable core among individuals
expressing any or all of these malevolent tendencies (e.g., Paulhus
and Williams, 2002; Lee and Ashton, 2005; Jakobwitz and Egan,
2006; Garcia and Rosenberg, 2016).

Individuals high in Machiavellianism and low in both
narcissism and psychopathy (i.e., Machiavellian profile) used
words such as “quiet” and “introvert” less frequently. Together
with the one-dimensional analysis, this suggests that individuals
low in narcissism do present themselves as “quiet” and

“introverted” but only if they at the same time are low
in psychopathy and high in Machiavellianism. Conversely,
individuals low in Machiavellianism and psychopathy but
high in narcissism (i.e., narcissistic profile) used “loving”
less frequently and “strong” more frequently. Indeed, highly
narcissistic individuals manipulate others to gain self-validation,
regardless if they hurt someone in doing so (Watson et al.,
1984), which here is expressed as them presenting themselves
as “strong.” In addition, low levels of narcissism seem to be
associated to being “loving” only when the individual is low
in the other two malevolent traits, but to being “quite” and
“introvert” when the individual is high in Machiavellianism and
low in psychopathy.

Individuals with psychopathic (high in psychopathy and
low in the other two) or manipulative–narcissistic profiles
(high in both Machiavellianism and narcissism and low in

Frontiers in Psychology | www.frontiersin.org 11 February 2020 | Volume 11 | Article 16208

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-00016 February 19, 2020 Time: 16:40 # 12

Garcia et al. Validation of Two Short Personality Inventories

FIGURE 6 | Three-dimension analysis: the self-descriptive words mapped to the interactions between all three dark character traits, that is, dark character profiles.
The figure shows words where the frequency of occurrences significantly correlates with the scores on Machiavellianism (x-axis; 6, or 0.26% of the unique words, are
significant after Holm’s correction for multiple comparisons 214 data points that are significant without correction for multiple comparisons of a total of 2,277 data
points, including the comparison dataset), narcissism (y-axis; 13 words, or 0.57% of the unique words, are significant after Holm’s correction for multiple
comparisons 225 data points that are significant without correction for multiple comparisons of a total of 2,277 data points, including the comparison dataset) or
psychopathy (z-axis; 31 words, or 1.4%, are significant after Holm’s correction for multiple comparisons 278 data points that are significant without correction for
multiple comparisons of a total of 2,277 data points). Significance testing were made by Pearson correlation to the dark traits scores. The value on the x-axis and the
y-axis correlates r = 0.22, p = 0.0000. The value on the x-axis and the z-axis correlates r = 0.45, p = 0.0000. The value on the y-axis and the z-axis correlates
r = 0.29, p = 0.0000. The words are plotted as word clouds on the corners of the three-dimensional Dark Cube representing these dark traits. The font size
represents the frequency of occurrence of the words. The Dark Cube was adapted with permission from C. R. Cloninger, and it was originally published in Garcia
and Rosenberg (2016).

psychopathy) seem to be harder to spot by only the use of self-
presentations since none of the words correlated significantly
with any of these profiles, while those with a psychopathic-
narcissistic profiles (high in narcissism and psychopathy and
low in Machiavellianism) expressed being “outgoing,” and those
individuals with an antisocial profile (high in Machiavellianism
and psychopathy and low in narcissism) expressed being
“lazy,” “sarcastic,” “mean,” and “angry.” Together with the one-
dimensional analysis, this suggest that high Machiavellianism
can be expressed by being, for example, “lazy” and “sarcastic”
but only when psychopathy is high and narcissism is low.
Likewise, psychopathy is expressed as being “mean” but only
when Machiavellianism is high and narcissism is low. Indeed,
past research suggest that individuals high in Machiavellianism
and psychopathy are also low in self-discipline and that they
also lack sense of duty (i.e., “lazy”) (Paulhus and Williams,
2002). Last but not the least, the Maleficent profile (i.e.,
high in all three dark traits) was expressed with most of
the words, thus depicting a dark and malevolent character
(see Figure 6).

CONCLUSION

In the present set of studies, we used quantitative semantics to
validate two short personality inventories, the Short Character
Inventory and the Short Dark Triad. This method allowed us
to extract and represent the meaning of words based on the
context in which they co-occur with other words. We predicted
that the quantified meaning of words that individuals use to
describe themselves intentionally may predict their scores in
different personality traits, thus allowing the validation of each
trait measurement. We also mapped the self-presentation words
to responses in each scale and also to any interaction between
the traits within each personality model (i.e., light and dark
character profiles).

Limitations and Final Remarks
Despite the limitations of our data collection method through
MTurk (e.g., Buhrmester et al., 2011; Goodman et al., 2013),
our study showed that the traits measured by both inventories
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are associated to the meaning of words people use for self-
description. At the general level, each self-reported score
was related to the semantic representation of each respective
character trait. However, participants’ self-transcendence (Study
1) and Machiavellianism scores (Study 2) demonstrated similar
relationships to all three semantic representations of the character
traits in their respective personality model. That being said,
many of the correlations were relatively low, which might
be explained by the fact that individuals were not explicitly
asked to describe specific traits with their own words but
their personality per se. Instead, the one-dimensional analyses
of specific words were more informative in the validation of
specific traits. Indeed, some words were indicative of both
high and low levels of the character traits in each model.
At the three-dimensional level, we found specific keywords
that unify or that make the individuals in some profiles
unique. Nevertheless, some of the profiles were not associated
to any specific words. For instance, in recent genetic studies
(Zwir et al., 2018a,b, 2019; Cloninger et al., 2019), Cloninger
and colleagues have shown that the natural building blocks
of personality are multifaceted profiles of the whole person,
not individual traits. Something that can hardly be accurately
calculated using short self-reported measures. Last but not
the least, the measure for the light character traits is an
extremely shortened version of Cloninger’s Temperament and
Character Inventory, and the Dark Triad measure is far
from being the best measure of malevolent character. This
is certainly a problem for the measures used here (e.g., the
measure for light character had Cronbach’s alphas that did
not exceed 0.60). This is of course, partially, due to the low
number of items.

In sum, despite being short, it seems like both inventories
capture individuals’ identity as it could be expected. Nevertheless,
our method also points out some shortcomings and overlaps
between traits measured with these two short personality
inventories. Hence, we suggest that self-descriptive words can
be quantified to validate measures of psychological constructs
(e.g., using self-descriptive words in natural language and
QuSTT) and that this method may complement traditional
methods for testing the validity of psychological measures.
Finally, since it is beyond the scope of the present study,
future studies need to address the fundamental question
of how the mapped words might be the base of a trait
description of individuals who are high and low in different
character traits. For example, as our results show, is a person
high in Machiavellianism best described as sarcastic, lazy,
and aggressive?

“I tried to gain an idea of the number of the more conspicuous
aspects of the character by counting in an appropriate dictionary the
words used to express them. I examined many pages of its index here
and there as samples of the whole, and estimated that it contained
fully one thousand words expressive of character, each of which has
a separate shade of meaning, while each shares a large part of its
meaning with some of the rest (Galton, 1884, p. 181).”
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Item response theory (IRT) observed score kernel equating was evaluated and
compared with equipercentile equating, IRT observed score equating, and kernel
equating methods by varying the sample size and test length. Considering that IRT
data simulation might unequally favor IRT equating methods, pseudo tests and pseudo
groups were also constructed to make equating results comparable with those from
the IRT data simulation. Identity equating and the large sample single group rule were
both set as criterion equating (or true equating) on which local and global indices were
based. Results show that in random equivalent groups design, IRT observed score
kernel equating is more accurate and stable than others. In non-equivalent groups with
anchor test design, IRT observed score equating shows lowest systematic and random
errors among equating methods. Those errors decrease as a shorter test and a larger
sample are used in equating; nevertheless, effect of the latter one is ignorable. No clear
preference for data simulation method is found, though still affecting equating results.
Preferences for true equating are spotted in random Equivalent Groups design. Finally,
recommendations and further improvements are discussed.

Keywords: item response theory observed score kernel equating, classical test theory, item response theory,
data simulation, criterion equating

INTRODUCTION

Test Equating and Kernel Equating Method
Test equating is a statistical process that is used to adjust scores on test forms so that scores on the
forms can be used interchangeably (Kolen and Brennan, 2014). In general, two types of equating
methods exist. Those based on the classical test theory (CTT) including mean equating (ME), linear
equating (LE), and equipercentile equating (EE). ME assumes that scores in two paralleled test
forms with the same distance to respective mean scores are equivalent. In reality, test forms not
only differ on mean scores but also can have distinct standard deviations. In order to improve
it, LE further hypothesizes that scores with the same distance to the mean in the corresponding
standard deviation unit in two test forms are equivalent. However, two paralleled test forms may
differ from each other not only on the mean and standard deviation but also on the other higher
central moments. When score distribution statistics (for example, M, SD, Sk., Ku., etc.) of two
test forms are similar, scores in paralleled test forms with the same percentile rank are equivalent
according to the philosophy of EE. It can be easily deduced that ME and LE are special cases of EE.
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Looking back, the classical test theory, on which the CTT
equating methods are based, has been generally acknowledged
that both ability parameter (i.e., observed score) and item
parameters (i.e., difficulty and discrimination) are dependent
on each other, limiting its utility in practical test development
(Hambleton and Jones, 1993). As Lord (1977) and Cook and
Eignor (1991) stated, traditional observed score equating is not
possible except when test forms are of exactly equal difficulty.

Then the item response theory (IRT) solves the CTT
interdependency problem by combining ability and item
parameters in one model. One of the widely used IRT
models is the three-parameter logistic model (3PLM), which
includes location (b), discrimination (a), and pseudo-guessing (c)
parameters for items, and ability (θ) parameter for participants.
In IRT equating, estimated parameters in two forms are first
transformed onto the same scale (Marco, 1977; Haebara, 1980;
Loyd and Hoover, 1980; Stocking and Lord, 1983). The sense
behind scale transformation is that if an IRT model fits data
satisfactorily; then, it still does when any linear transformation
of the ability or location scale has been done (Kolen and
Brennan, 2014). After that, the IRT true score equating (IRTTSE)
and observed score equating (IRTOSE) methods are used to
transform scaled parameters in two test forms to interpretable
and understandable score relationships. In IRTTSE, true scores
with the same θi in two test forms are equated. In IRTOSE,
estimated distributions of sum scores in two forms are deduced
by the IRT model, which then is equated by the EE philosophy.
The IRT equating methods are proven to be more accurate
and stable than the CTT methods (Hambleton and Jones, 1993;
Han et al., 1997; De Ayala, 2013; Kolen and Brennan, 2014)
and lays foundation for modern large-scale computer-based
tests, such as adaptive test, cognitive diagnosis test, and so on
(Educational Testing Service, 2010; Kastberg et al., 2013; OECD,
2017). However, there are still situations where IRT equating
does not suit satisfactorily. One of these circumstances is that
sometimes, only a small sample (for example, less than 500
cases) is available, which is very common in practice because
of participant sampling. Here, the IRT parameter estimation
often confronts convergence problems (Whitely, 1977; Wright,
1977; Hambleton and Jones, 1993; de la Torre and Hong, 2010).
For example, in the 3PLM, suppose one test contains j items,
then, 3j item parameters must be estimated. As parameters
increase, the minimum number of cases needed to achieve
acceptable convergence results and satisfying fitness indices
dramatically climb, keeping other affecting parameters (person
distribution, data characteristics, etc.) fixed (De Ayala, 2013).
Over the past decades, some Bayesian methods, such as the
MCMC estimation (Liu et al., 2008; Sheng, 2008; Yao, 2011;
Mun et al., 2019), have been developed to reduce uncertainty in
the IRT models by incorporating posterior information of the
parameters. However, parameter estimation under a small sample
condition is still not satisfactory enough due to its unavoidable
uncertainty and instability (Swaminathan and Gifford, 1985,
1986). Thus, with biased parameter estimates at the calibration
stage, more errors accumulate in the IRT equating when a
sample size is small. Besides, many lumps and gaps occur in
a small sample score distribution, also introducing equating

errors (von Davier et al., 2004; Skaggs, 2005; Kim et al., 2006;
Puhan et al., 2008).

Kernel equating (KE) was proposed and aimed at solving
problems mentioned above from a different perspective. It is
a unified approach to test equating based on a flexible family
of equipercentile-like equating functions that contains LE as
a special case (von Davier et al., 2004). It first pre-smooths
univariate or bivariate score probabilities from a sample by
fitting appropriate statistical models, which are usually log-linear
ones, to raw data obtained in an equating design. The second
is to estimate score probabilities on target population by design
function (DF), which is an identity, linear, or other complex
forms according to the equating design. To understand this
critical component, the reader should know that in KE, raw
data and pre-smoothed ones by log-linear model are stored
in a matrix (or contingency table) with each column and row
representing a possible score in two test forms, respectively, for
Single Group design (SG), Counter-Balanced groups design (CB),
and Non-Equivalent groups with Anchor Test design (NEAT).
However, the input in the later procedure is a probability vector.
So, DF is a matrix to transform a joint score distribution of
two test forms into a marginal one. Especially, if data are
collected in the random Equivalent Groups design (EG) with a
univariate log-linear model, no further transformation is needed,
and DF is an identity matrix. However, if data are collected
in other designs, more sophisticated bivariate models are used.
Therefore, in order to get a probability vector, complex matrices
(DF) with elements including only 1 and 0 are necessary. The
third is a continuization, where discrete cumulative distribution
functions for test scores are transformed into continuous ones by
kernel smoothing techniques. This process is achieved through
a continuized random variable, which is a combination of
three parts, including the original discrete score variable, a
continuous random variable characterizing a smoothing kernel,
and a parameter controlling the degree of smoothness. The
fourth is to equate test forms by the general EE function defined
under the KE framework. Finally, the standard error of equating
(SEE) and standard error of equating difference (SEED) between
equating functions are calculated as criteria for evaluating KE
performance (von Davier et al., 2004). The same as in evaluating
other equating methods, the SEE is an indicator of a random
error caused by inferring population parameters by a sample
data. The SEED is a distinctive criterion in KE, and it depicts
the standard deviation of differences between two KE functions.
According to von Davier et al. (2004), KE differences between -
2SEED and 2SEED could be regarded as mainly coming from
sample uncertainty than functions themselves. Attributing to
its advantages of pre-smoothing and continuization of score
distributions, KE has been testified and shown equivalent to or
better than other equating methods, especially traditional ones,
in the aspect of equating accuracy and stability (Chen, 2012; von
Davier and Chen, 2013; Kim, 2014; Leôncio and Wiberg, 2017;
Wedman, 2017; Arıkan and Gelbal, 2018; De Ayala et al., 2018).

By integrating IRTOSE and KE, Andersson et al. (2013)
proposed the IRT observed score kernel equating (IRTKE)
in a package “kequate” in an R environment. In the IRTKE,
the IRT model is first fitted to a test data, where score
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probabilities are derived. One of the essential components for
the IRTKE, asymptotic covariance matrix of score probabilities,
is also calculated (Andersson, 2016). Then, score probabilities
are used to estimate continuous approximations to discrete
test score distributions by kernel continuization in order
to perform IRTOSE. Later, several researchers investigated
the IRTKE’s performances and related topics. For example,
Andersson (2016) derived an asymptotic standard error for
IRTKE with polytomous items with the delta method, which
was used in equating evaluation, especially in error estimation.
Sample size, distribution misspecification, and anchor test length
were manipulated in their study to explore the effects on the
derived asymptotic standard error. Then, Andersson and Wiberg
(2017) introduced the IRTKE in NEAT at length, and extended
asymptotic covariance matrices to chained and poststratification
equating conditions. They found that IRTKE offered small
standard errors and biases under most circumstances. Further,
Wiberg (2016) investigated how ability changes between two test
administrations affected the IRTKE and other equating methods
in NEAT. Lacking of true equating criterion in empirical data,
they did not draw much conclusions about which method was
better performed. Meanwhile, researchers put forward some
new methods by combing KE with other methods, such as the
local IRTKE, local KE (Wiberg et al., 2014), and linear IRTKE
(Wiberg, 2016). To sum up, the newly proposed IRTKE has
been theoretically validated for its superiority to other methods,
but few simulated studies are carried out to verify its equating
performances when compared with the CTT methods (such as
EE) and IRT methods (such as IRTOSE), which is one of major
objectives in this study.

Simulation Methods
In test equating, the Monto Carlo simulation procedure is
frequently used to generate response data under IRT framework
(Andersson, 2016; Andersson and Wiberg, 2017; De Ayala
et al., 2018). First, item parameters (difficulty, discrimination,
pseudo-guessing, etc.) are randomly drawn from a certain prior
distribution, which is usually lognormal, normal, or uniform
distribution. Then, the response probability of answering an item
right is computed according to the IRT model. Finally, if the
probability is larger than a random number drawn from the
uniform distribution, this person is scored 1, else 0. As illustrated
roughly above, a simulation based on the IRT (simplified as the
IRT method later) gives researchers much freedom to manipulate
the item and person relationships by setting and changing their
different prior distributions. Thus, various equating conditions
could be controlled in experiments, and true values are known
in advance, both of which are important to psychometric
simulation. So, the IRT simulation, indeed, helps. However,
there is always another concern about the possible unfairness
to certain equating methods caused by the IRT, itself (Harris
and Crouse, 1993; Godfrey, 2007; Choi, 2009; Norman Dvorak,
2009; Wiberg and González, 2016; Andersson and Wiberg,
2017; Kim et al., 2017; De Ayala et al., 2018). In detail, a
simulation study backgrounded on the IRT may be partial to
some relevant equating methods, such as IRTOSE and IRTTSE,
and disadvantage others. As one manipulation procedure used

mainly in equating studies, selecting real responses to items from
empirical test data to construct pseudo-tests and pseudo-group
(PTPG) simulation might alleviate this concern, which was first
used by Petersen et al. (1982). In their study, 54 subsamples
each with 1,577 participants were created by selecting cases
from real test data to form random, similar, and dissimilar
samples in ability. PTPG simulation directly constructs pseudo
test forms and pseudo groups satisfying certain requirements
without relying on IRT; thus, it is more neutral to the comparison
of equating methods to some extent. Other studies involving
PTPG exist (Powers and Kolen, 2011, 2012; Sinharay, 2011;
Kim and Lu, 2018). One of their limitations is that repetition
was not used; thus, random error could not be separated
from total error. Further, Hagge and Kolen (2011, 2012) used
PTPG to investigate how differences in proficiency between old
and new equating groups, relative difficulty of multiple-choice
and constructed-response items, format representativeness of
common-item set, and equating methods affected the results.
A new idea proposed was that simulation procedures were
repeated 500 times, and criterion equatings were averaged as a
benchmark to evaluate differences between equating methods.
Therefore, the traditional frequently used IRT simulation method
in test equating and the more neutral PTPG simulation method
were manipulated and compared simultaneously, in order to shed
light on interpretations of equating results impartially.

Criterion Equating
As its name indicates, criterion equating (also called true
equating) is the baseline for equating evaluation. Kolen and
Brennan (2014) summarized four equating criteria, which
included criterion based on error in estimating equating
relationships, equating in a circle, group invariance, and criterion
based on equity property. This study focuses on equating errors.
To calculate them, criterion equating needs to be defined in
advance. One of the true equating relationships considered in
this study is based on the large-sample single group (LSSG).
Suppose one operational test has enough items and representative
samples, where pseudo tests and pseudo groups could be
extracted, which has been introduced before. Then, a true
equating relationship can be founded based on the entire
examinee samples. The logic behind is to treat all examinees
as population after pseudo tests are constructed. However,
another problem still exists about which equating function is
used to calculate equated values. EE, IRT, KE, or IRTKE? One
function might favor equating results under a similar theoretical
framework (Qu, 2007; Ricker and von Davier, 2007; Choi, 2009;
Chen, 2012; Wiberg and González, 2016). That is, the criteria
calculated by the EE reference might lead the EE, KE, even IRTKE
to smaller errors compared with the IRT, as these methods are
exactly EE, itself, or its extension. The criteria calculated by other
references may cause similar problems. Therefore, a reference,
which is fairer and more equal to all equating methods, is needed.
Identity equating (IE) treats identity function as true equating,
where form Y equivalent to a form X score is set equal to
the form X score, and no further transformation is needed at
all. When test specification, design, data collection, and quality
control procedures are adequate, IE would lead to less errors than
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other equating methods. In sum, to avoid it, five true equatings
(IE, EE, IRT, KE, and IRTKE) were used in this study to detect
criterion equating preference by comparing the results from
LSSG reference with those from IE reference.

Therefore, in this study, four equating methods, including
EE, IRT, KE, and IRTKE, are compared under circumstances
where sample size and test length are manipulated. Meanwhile,
the preference caused by the simulation method and criterion
equating are also tested using two simulation methods and
specifying two sorts of criterion equatings. The structure of
this article is as follows. Independent variables, simulation
procedures, and evaluation indices are introduced in the first
part. Then come the results in EG and NEAT. Finally, discussion,
conclusion, and further directions are provided.

MATERIALS AND METHODS

Data
The raw data used in simulation were from a large-scale verbal
test ADM12 as part of an entrance examination to college
(González and Wiberg, 2017). Form I and form II for verbal test
each contains 80 multiple-choice items and 10,000 records, which
are binary scored. The basic statistics are listed in Table 1.

Independent Variables
Five factors were crossed: equating method, sample size, test
length, simulation method, and criterion equating.

Equating Method
EE (chained equating in NEAT), IRTOSE, KE, and IRTKE were
applied to simulated data, which represented equating methods
under the framework of CTT, IRT, KE, and a combination of the
latter two methods, respectively.

Sample Size per Group
Usually, 500 or more cases are required in the IRT data analysis
in consideration of model fit and convergence (Hambleton
and Jones, 1993). Therefore, 500, 1,000, and 2,500 test
takers were considered in this study, which represented
small-, moderate-, and large-sample conditions, respectively, in
educational assessment.

TABLE 1 | Summary statistics for ADM12 verbal test.

Statistics Form I Form II

Sample size 8000 8000

Number of items 80 80

Min (possible min) 9 (0) 11 (0)

Max (possible max) 79 (80) 78 (80)

Mean 43.33 44.24

SD 12.66 12.59

Skewness 0.12 0.04

Kurtosis −0.65 −0.65

Reliability 0.90 0.90

Correlation between form I and form II 0.71

Test Length
Tests including 30 and 45 items were constructed separately.
Meanwhile, in NEAT, the number of internal anchor items was
fixed at 30% of the total items, indicating that 9 and 14 items were
labeled as common between two test forms, respectively.

Simulation Method
The IRT method and the PTPG (pseudo-tests and pseudo-
groups) method were compared.

Criterion Equating
The IE (identity equating) criterion and LSSG (large-sample
single group) criterion were considered. So, in fact, five true
equatings (IE, EE, IRT, KE, and IRTKE) were calculated for each
equating method across 500 repetitions.

Therefore, 240 conditions (4 equating methods × 3 sample
sizes × 2 test lengths × 2 simulation methods × 5 criterion
equatings) were manipulated in this study.

Evaluation Indices
Local and global indices were considered. Equating performances
at a single score point could be inferred from local indices.
Besides, overall performances were formed by adding up local
indices weighted by score frequencies across a whole score scale.

Local Indices
Local indices include absolute bias (AB), standard
error of equating (SE), and root mean squared error
(RMSE). AB is a representative of systematic error.
AB [eY (xi)] =

∣∣ 1
500
∑

reYr (xi)− eYC (xi)
∣∣, eYr(xi) stands for

equating result for xi in the rth repetition, and eYC(xi) is the final
true equating by averaging 500 repetitions of respective criterion
equating function. SE reflects random error, usually caused by

sampling, SE [eY (xi)] =
√

1
500
∑

r
[
eYr (xi)−

1
500
∑

reYr (xi)
]2.

Finally, the random error is added up with the
systematic error to get the total error, RMSE[eY(xi)] =√[ 1

500
∑

r eYr(xi)− eYC(xi)
]2
+

1
500

∑
r
[
eYr(xi)−

1
500

∑
r eYr(xi)

]2.

Global Indices
Global indices include the weighted absolute bias (WAB),
weighted standard error of equating (WSE), and weighted
root mean squared error (WRMSE). As aforementioned,
global indices are a summation of local indices according
to the corresponding weight at each score point. Therefore,
WAB (eY) =

∑
iwiAB [eY (xi)], WSE (eY) =

∑
iwiSE [eY (xi)],

andWRMSE (eY) =
∑

iwiRMSE [eY (xi)], where wi = Ni/NT ,
Ni, and NT are the case numbers of xi and the
population, respectively.

Simulation Procedures
For the PTPG simulation, there were four steps in general. Step 1,
in EG, items were randomly drawn from verbal test form I
to construct the pseudo-tests X and Y without replacement. In
NEAT, items for anchor test A were drawn first followed by the
unique parts in tests X and Y. Note that the items in the whole
test consist of anchor (common) items and unique items. Step 2,
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two groups of students were randomly selected to construct
equating samples without replacement. To be mentioned, in
NEAT, students were categorized into high- and low-ability
groups according to the mean score of the test form II, and
then two pseudo groups with ability differences were selected
randomly. Step 3, pseudo tests X and Y were equated. Finally,
steps 1 to 3 were repeated 500 times, and evaluation indices
were calculated.

For the IRT simulation, a two-parameter logistic model was
first fit to raw data to get the slope, location, and theta parameters.
In step 2, response matrices were calculated for the pseudo items
and pseudo students drawn by the PTPG procedures according to
the formula of the two-parameter logistic model with parameters
calculated in step 1. In step 3, pseudo tests X and Y were equated.
In the end, steps 1 to 3 were repeated 500 times, and evaluation
indices were calculated.

The R software version 3.5.0 (R Core Team, 2017) was used
in the simulation and sample choosing. The EE, IRTOSE, KE,
and IRTKE were performed with the package equate, mirt and
equateIRT, and kequate, respectively (Chalmers, 2012; Andersson
et al., 2013; Battauz, 2015; Albano, 2016). The related R code in
this study could be found in the Appendix.

RESULTS

Overview of Simulated Data
To get a clear view on the simulated pseudo-tests and pseudo-
groups, summary statistics for pseudo test X across replications
are listed in Tables 2, 3. Each row represents one condition
where all 500 repeated samples are aggregated together to get a
brief view of the simulated sample distribution. In EG, sample
means from the PTPG are approximately three points higher than

TABLE 2 | Summary statistics for simulated samples in EG across replications.

Simulation Criterion Sample size-

method equating test length M SD Min Max Sk Ku

PTPG IE 500–30 16.29 5.18 0 30 0.06 −0.59

1000–30 16.28 5.19 0 30 0.06 −0.60

2500–30 16.28 5.19 0 30 0.06 −0.60

500–45 24.43 7.45 1 45 0.08 −0.63

1000–45 24.42 7.45 1 45 0.08 −0.63

2500–45 24.42 7.44 1 45 0.08 −0.63

SG 500–30 16.28 5.19 1 30 0.06 −0.60

1000–30 16.22 5.18 0 30 0.06 −0.60

2500–30 16.28 5.19 0 30 0.05 −0.60

IRT IE 500–30 13.35 5.58 0 30 0.45 −0.35

1000–30 13.36 5.58 0 30 0.45 −0.35

2500–30 13.35 5.57 0 30 0.45 −0.35

500–45 20.04 8.06 0 45 0.49 −0.33

1000–45 20.05 8.06 0 45 0.49 −0.33

2500–45 20.05 8.06 0 45 0.49 −0.33

SG 500–30 13.35 5.57 0 30 0.45 −0.35

1000–30 13.35 5.58 0 30 0.45 −0.36

2500–30 13.36 5.58 0 30 0.45 −0.36

TABLE 3 | Summary statistics for simulated samples in NEAT across replications.

Simulation Criterion Sample size-

method equating test length M SD Min Max Sk Ku

PTPG IE 500–30 19.78 4.04 0 30 −0.21 −0.11

1000–30 19.78 4.03 0 30 −0.21 −0.10

2500–30 19.78 4.03 0 30 −0.22 −0.11

500–45 29.67 5.63 3 45 −0.19 −0.06

1000–45 29.67 5.63 2 45 −0.19 −0.07

2500–45 29.67 5.64 2 45 −0.19 −0.07

SG 500–30 19.77 4.04 1 30 −0.22 −0.11

1000–30 19.78 4.03 1 30 −0.22 −0.12

2500–30 19.78 4.03 0 30 −0.22 −0.12

500–45 29.68 5.65 2 45 −0.20 −0.04

1000–45 29.68 5.64 2 45 −0.19 −0.05

2500–45 29.67 5.63 2 45 −0.19 −0.07

IRT IE 500–30 17.77 4.40 2 30 0.26 −0.40

1000–30 17.78 4.40 2 30 0.27 −0.39

2500–30 17.78 4.40 2 30 0.27 −0.39

500–45 26.66 6.18 7 45 0.38 −0.36

1000–45 26.66 6.19 8 45 0.38 −0.36

2500–45 26.66 6.18 6 45 0.38 −0.36

SG 500–30 17.77 4.40 4 30 0.27 −0.38

1000–30 17.77 4.40 3 30 0.27 −0.39

2500–30 17.78 4.39 2 30 0.27 −0.39

500–45 26.65 6.18 8 45 0.38 −0.36

1000–45 26.66 6.18 6 45 0.38 −0.37

2500–45 26.67 6.18 7 45 0.38 −0.36

those from the IRT simulation, and SDs are approximately 0.5
point lower than those from the IRT simulation, which makes
more scores from the PTPG centralize around the mean score
compared with those from the IRT simulation. In NEAT, sample
means from PTPG are approximately two and three points higher
than those from the IRT simulation in the 30- and 45-item
conditions, respectively, but the SDs are approximately 0.5 point
lower than those from the IRT simulation, thus, also making
more cases from PTPG dwell around the corresponding mean
score. It is shown that the mean, SD, and other higher-order score
statistics are similar with the IE and SG references, which makes
results comparable under the same conditions. What is more, in
EG, the mean score for the pseudo-test X in the 30-item condition
is approximately eight points lower than that in the 45-item
condition for the PTPG simulation, and approximately 6.5 points
lower for the IRT simulation. In NEAT, the mean score for the
pseudo-test X in the 30-item condition is approximately 10 points
lower than that in the 45-item condition for the PTPG simulation,
and approximately nine points lower for the IRT simulation. The
results in EG and NEAT are to be described separately next.

EG
In Figure 1, ABs are very small for all equating methods,
except the EE results in low- and high-score ranges, especially
in the former one, indicating that when the premise of test
specification equivalence is satisfied in EG, equating methods
with complicated assumptions and models, such as IRTOSE and
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FIGURE 1 | AB in EG. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample Single
Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red, green, blue,
and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E,F), Red, green, blue, and purple lines represent results of
EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE criterion
respectively. Test with 45 items under LSSG reference condition was not considered.
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TABLE 4 | Weighted absolute bias (WAB) in EG.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 0.02 0.01 0.01 0.01 0.02 0.04 0.04 0.02 0.06 0.01 0.06 0.06 0.02 0.04 0.01 0.01 0.02 0.04 0.03 0.01

1000–30 0.02 0.01 0.02 0.02 0.01 0.05 0.03 0.01 0.05 0.00 0.06 0.06 0.02 0.05 0.01 0.02 0.01 0.05 0.02 0.00

2500–30 0.01 0.02 0.01 0.01 0.00 0.05 0.03 0.01 0.05 0.00 0.05 0.05 0.03 0.05 0.00 0.02 0.01 0.05 0.02 0.00

500–45 0.03 0.02 0.01 0.01

1000–45 0.02 0.02 0.01 0.01

2500–45 0.01 0.01 0.01 0.01

IRT 500–30 0.02 0.01 0.02 0.02 0.02 0.05 0.03 0.03 0.09 0.03 0.08 0.07 0.02 0.04 0.03 0.02 0.03 0.04 0.03 0.02

1000–30 0.01 0.02 0.01 0.01 0.03 0.06 0.03 0.03 0.10 0.02 0.09 0.07 0.04 0.05 0.03 0.02 0.04 0.05 0.03 0.03

2500–30 0.01 0.02 0.01 0.00 0.04 0.07 0.03 0.02 0.11 0.01 0.10 0.07 0.05 0.07 0.04 0.02 0.05 0.07 0.04 0.02

500–45 0.02 0.01 0.02 0.02

1000–45 0.01 0.02 0.01 0.01

2500–45 0.01 0.01 0.01 0.00

A number in bold font is the smallest value under each circumstance.

IRTTSE, are not necessary, since traditional simpler EE can give
acceptable results. Nonetheless, EE should be used cautiously
when equating is performed at extreme scores, where much less
records lay. Because sample size plays a similar role under all
conditions, and its effect on equating is summarized in Table 4,
only figures for 500 test takers are shown, with others to be
requested from the author for correspondence. Note that the
test with 45 items under the LSSG reference condition was not
considered here because 90 (45 + 45) items were needed to
fulfill the LSSG’s philosophy. The ABs change little when sample
size and test length increase, usually by approximately 0.01 raw
score, hardly affecting practical equating and decision making,
according to the rule of Difference That Matter (DTM) (Dorans,
2004). WABs in Table 4 also describe these trends. Besides, WABs
calculated from same true equating are smaller than those from
different ones. However, the difference between them is ignorable
and insignificant. Results for the PTPG and IRT simulation
methods coincide with each other to a high extent in regard
to WABs. To sum up, equating methods perform alike in EG
according to ABs and WABs.

As for the SEs in Figure 2, according to its formula, the
same equating method from different true equating functions
share identical SE values in the LSSG. Therefore, four lines could
be detected, but 16 lines actually exist in Figures 2E,F. The
IRTKE and KE are most stable, followed by IRTOSE, and finally
EE, across whole scores under PTPG simulation circumstance.
When the IRT simulation method is used, IRTKE performs better
than the others based on the IE criterion, whereas KE prevails
based on the LSSG criterion. Again, EE fluctuates more than
the others, and two similar peaks in Figure 1 appear again. In
contrast to ABs, SEs are much larger, meaning that random error
accounts more equating variabilities than systematic error does
in EG. In addition, random error decreases when sample size
becomes larger. A shorter test ensures lower SEs. However, those
two trends caused by the change in sample size and test length

are not significant. All trends mentioned above are quantified
in Table 5.

Finally presented are the RMSEs and their weighted versions.
Since trends are similar in the illustration of ABs and SEs, and
RMSEs are formed by aggregating those two together, it is easy
to comprehend this. Under the PTPG condition, the KE and
IRTKE are spotted as the lowest total errors, whereas under IRT
simulation condition, things get different. The IRTKE performs
best with the IE reference, but the KE prevails when the LSSG is
set as a reference. The EE behaves poorly when scores are very
low or high in Figure 3. RMSEs get smaller as the sample size
increases, and the test length decreases, whose changes are less
than the DTM guideline. Furthermore, index values calculated
from the IE reference are much lower than those from the
LSSG reference. However, the criterion equating deviation is not
spotted because the SEs overweigh the ABs overwhelmingly, and
the former cannot show any more information. More details are
shown in Figure 3 and Table 6.

NEAT
When it comes to NEAT, things get different. In Figures 4–
6, ABs, SEs, and RMSEs are much larger than those in EG,
indicating that equating results in EG are more accurate and
stable in this simulation study. In detail, for ABs in Figure 4,
IRTOSE is the most accurate method, and the difference between
it and the others is extremely large, meaning that when sample
specifications, such as ability and score distribution, are not
equivalent, IRTOSE does an excellent job, benefiting from its
robustness to sample misspecification. Besides one peak, every
plot has a valley near the high-score range. As shown in Table 7,
WABs increase a lot when the test becomes longer, but show
little improvement when the sample size changes. ABs from
IRT simulation are larger than those from the PTPG simulation
results; however, this trend is reversed when it comes to IRTOSE.
Explicitly, WABs for IRTOSE from the IRT simulation are
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FIGURE 2 | SE in EG. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample Single
Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red, green, blue,
and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E,F), Red, green, blue, and purple lines represent results of
EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE criterion
respectively. Test with 45 items under LSSG reference condition was not considered.
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TABLE 5 | Weighted standard error of equating (WSE) in EG.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 0.49 0.52 0.39 0.39 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23

1000–30 0.34 0.37 0.27 0.28 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19

2500–30 0.22 0.24 0.18 0.18 1.19 1.49 1.18 1.18 1.19 1.49 1.18 1.18 1.19 1.49 1.18 1.18 1.19 1.49 1.18 1.18

500–45 0.71 0.71 0.55 0.56

1000–45 0.50 0.51 0.39 0.39

2500–45 0.32 0.32 0.25 0.25

IRT 500–30 0.52 0.57 0.42 0.27 1.11 1.54 1.07 1.25 1.11 1.54 1.07 1.25 1.11 1.54 1.07 1.25 1.11 1.54 1.07 1.25

1000–30 0.37 0.39 0.29 0.19 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26

2500–30 0.23 0.25 0.19 0.12 1.03 1.48 1.03 1.24 1.03 1.48 1.03 1.24 1.03 1.48 1.03 1.24 1.03 1.48 1.03 1.24

500–45 0.76 0.81 0.61 0.34

1000–45 0.53 0.57 0.42 0.23

2500–45 0.34 0.37 0.28 0.15

A number in bold font is the smallest value under each circumstance.

smaller than those from the PTPG simulation. In terms of
criterion equating, IE tells us that IRTOSE is the best-performed
method. However, the LSSG shows some vague opinions because
the results are related to which equating function is used as
true equating. For example, when the EE is chosen as the true
equating, EE performs better than it does under other true
equating conditions. This phenomenon is more evident in the
PTPG simulation.

For the SEs in Figure 5, the IRTOSE, IRTKE, and KE are
more stable than the EE, with the latter one showing two
peaks. However, in the mid-score range where score frequencies
are larger, all the equating methods resemble more. Another
phenomenon worth mentioning is that the SEs for EE get close to
0 in the low and some high-score ranges (Figure 5, plots except
A and E), attributing to the logic of EE transformation that scores
with the same percentile rank are equivalent, even though the two
samples are different in score distribution distinctly. So, it is not
so much stable as inaccurate. The SEs become smaller when the
sample size increases, and the test length decreases in Table 8.
Again, only the test length contributes significantly to the SE
change. The IRT data simulation favors the IRTOSE obviously
as is the same case with the ABs. In short, the IRTKE and KE,
especially the former one, are more stable than the others under
IE reference condition, whereas the IRTOSE is more stable under
the LSSG reference condition.

By illustrating the RMSEs and WRMSEs in Figure 6 and
Table 9, respectively, the IRTOSE is the best choice for equating
in NEAT according to its least amount of total error, followed
by KE and EE, the latter of which shows high peaks. The IRTKE
leads to larger WRMSEs under most circumstances. In addition,
the RMSEs become smaller when the sample size increases, and
the test length decreases, but the changes are not significant
according to the DTM rule. Again, except for the IRTOSE results,
the others from the PTPG simulation are approximately 0.5 point
higher than those from the IRT simulation. No clear difference is
found between the IE and LSSG.

SUMMARY AND DISCUSSION

IRTKE and Other Equating Methods
IRTKE is a new method integrating the IRTOSE into the KE,
taking advantage of the flexible and accurate IRT models fitted
to the testing data (Andersson and Wiberg, 2017). Results show
that the IRTKE and KE produce less random error and total
error than other methods in most situations investigated in
the EG, whereas in NEAT, the IRTOSE is superior to others
in terms of equating errors, with the exception of random
errors calculated with the IE reference. Since the IRTKE is
a combination of the IRTOSE and KE, it is still surprising
that the IRTOSE wins over the IRTKE by every index when
abilities differ a lot in NEAT. We speculate that the IRTKE
is rather a modification of the KE compared to that of the
IRTOSE, which is proven by the result that the IRTKE and
KE show more similarities. In addition, the IRTKE embraces
more basic elements from the KE, such as continuization and
equating, although it calculates score probabilities based on the
IRT models. It is also found that the IRTOSE is proven to be
a good choice when the sample size is large (more than 500
cases), which is considered to be a rough threshold where the IRT
model fitting and parameter estimation can successfully converge
(Hambleton and Jones, 1993; Kolen and Brennan, 2014). In
general, increasing the sample size leads to lower total errors
(represented by the RMSEs and WRMSEs in this study), but the
accuracy improvements are not large enough to make a difference
in equating practices, which contradicts former studies (Moses
and Holland, 2007; Liang and von Davier, 2014). For example,
the levels of the sample size manipulated were 200 and 2000,
and 100, 200, and 1,000 in the Liang and von Davier study
and the Moses and Holland study, respectively. Therefore, we
have confidence in speculating that a larger sample size used in
this study led to the stability of equating errors as it changes.
Small sample conditions, such as the 200 and 500 cases, should
be investigated in the future to explore the equating methods’
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FIGURE 3 | RMSE in EG. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample Single
Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red, green, blue,
and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E,F), Red, green, blue, and purple lines represent results of
EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE criterion
respectively. Test with 45 items under LSSG reference condition was not considered.
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TABLE 6 | Weighted root mean squared error (WRMSE) in EG.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 0.49 0.52 0.39 0.39 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23 1.27 1.56 1.23 1.23

1000–30 0.34 0.37 0.27 0.28 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19 1.22 1.52 1.19 1.19

2500–30 0.22 0.24 0.18 0.18 1.19 1.50 1.18 1.18 1.19 1.49 1.18 1.18 1.19 1.50 1.18 1.18 1.19 1.50 1.18 1.18

500–45 0.71 0.72 0.55 0.56

1000–45 0.50 0.51 0.39 0.39

2500–45 0.32 0.32 0.25 0.26

IRT 500–30 0.52 0.57 0.42 0.27 1.11 1.54 1.07 1.25 1.11 1.54 1.07 1.26 1.11 1.54 1.07 1.25 1.11 1.54 1.07 1.25

1000–30 0.37 0.39 0.29 0.19 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26 1.07 1.52 1.05 1.26

2500–30 0.23 0.25 0.19 0.12 1.03 1.48 1.03 1.24 1.04 1.48 1.03 1.25 1.03 1.48 1.03 1.24 1.03 1.48 1.03 1.24

500–45 0.76 0.81 0.61 0.34

1000–45 0.53 0.57 0.42 0.23

2500–45 0.35 0.37 0.28 0.15

A number in bold font is the smallest value under each circumstance.

performances under extreme conditions, though it may cause
convergence problems. Another inconsistent phenomenon is
that equating errors get larger when test forms are lengthened
(Fitzpatrick and Yen, 2001; Godfrey, 2007; Norman Dvorak,
2009). Kim et al. (2017) investigated the performance of four
approaches to handling structural zeros in NEAT equating where
test length, proportion of common items, examinee ability effect
size, and sample size were manipulated. Consistent with this
study, they also found that evaluation statistics were smaller for
shorter tests than for longer ones. They speculated that since
the IRTOSE employed smoothed distributions using explicitly
specified distributions of ability in the population of examinees, it
gave an advantage to shorter tests. That is, with other conditions
fixed, observed relative frequency distributions for simulated data
sets became smoother for shorter test lengths and, thus, closer to
the population relative frequency distributions. Besides, we infer
that when other factors are fixed, the number of items allocated
to a single score point decreases, thus, making the equating error
increase (Akour, 2006). What is more, the percentage of the
anchor items might affect the equating results, which was fixed
at 30% in this study. In addition, the other extreme ratios of the
anchor items to the total items are worth exploring. Nowadays,
large-scale assessments containing far more than 50 items are
usual, such as PISA, TIMSS, and so on. Nevertheless, limited to
the 80-item ADM verbal test used, a long-test situation was not
manipulated in this study, which could be considered to verify
equating performances in the future.

Data Simulation Preference
The phenomenon that data obtained from the IRT simulation
favors the IRTOSE in NEAT is a signal of simulation method
preference. Nevertheless, it is a relief that the spotted IRT
preference does not affect the final comparative results among
the equating methods because no matter which true equating is
selected, the IRTOSE is the best performed, followed by the EE,
KE, and IRTKE, which are also indicators of robustness of the
IRT equating methods (Skaggs and Lissitz, 1986; Béguin, 2000;

Kim and Kolen, 2006). The mechanism behind might be that
the simulation methods make pseudo test score distributions
different with each other, and thus, equating performances are
not coincident. However, the IRT preference was not spotted
in EG. We speculate that the idealized sample equivalence
controlled by randomly selecting cases in EG made it happen.
More researches could be conducted on the testing simulation
method preference in EG when equivalence assumption is
violated. It also alerts that more caution and proofs validating
equating performance are required before making conclusions
based on one single-simulation study, which is usually ignored.
Further studies could be carried out on finding other fairer
simulation procedures for equating method comparison. That
content specifications were not controlled in test forms is
another limitation in this study, which could be improved by
taking the test content into consideration when pseudo tests
are constructed.

Criterion Equating Preference
In order to investigate whether criterion equating plays a different
role in equating evaluation or not, four equating methods (EE,
IRT, KE, and IRTKE) and IE were chosen as true equatings.
Following this logic, it was found that WABs favor equating
results using the same true equating functions in EG. WSEs
and WRMSEs do not show this preference. Because WSEs are
identical under the same true equating, and random errors (SEs
and WSEs) contribute more than systematic errors (ABs and
WABs) to total errors (RMSEs and WRMSEs) in this study, it
is not surprising that no clear criterion equating preference is
found for WRMSE.

Based on simulation and the discussion above, several
recommendations are summarized. First, when equating is
conducted in EG, and the requirement of the ability equivalence
between the two groups could be satisfied well, the IRTKE is
strongly recommended owing to its much less random error
caused by sampling. However, when equating groups show
clear ability difference in NEAT, the IRTOSE might be a

Frontiers in Psychology | www.frontiersin.org 11 March 2020 | Volume 11 | Article 308223

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-00308 March 6, 2020 Time: 14:5 # 12

Wang et al. IRTKE and Other Equating Methods

FIGURE 4 | AB in NEAT. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample Single
Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red, green, blue,
and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E–H), Red, green, blue, and purple lines represent results of
EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE criterion
respectively.
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FIGURE 5 | SE in NEAT. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample Single
Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red, green, blue,
and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E–H), Red, green, blue, and purple lines represent results of
EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE criterion
respectively.
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FIGURE 6 | RMSE in NEAT. PTPG, Pseudo-Tests and Pseudo-Groups method; IRT, Item Response Theory method; IE, Identity Equating; LSSG, Large Sample
Single Group; EE, Equipercentile Equating; IRT, IRT observed score equating; KE, Kernel Equating; IRTKE, IRT observed score Kernel Equating. In (A–D), Red,
green, blue, and purple lines represent results of EE, IRT, KE, and IRTKE respectively, calculated by IE criterion. In (E–H), Red, green, blue, and purple lines represent
results of EE, IRT, KE, and IRTKE respectively; continuous, dotted, short-dashed, and long-dashed lines represent results calculated by EE, IRT, KE, and IRTKE
criterion respectively.
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TABLE 7 | Weighted absolute bias (WAB) in NEAT.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 2.08 0.11 2.15 2.79 2.05 0.10 2.13 2.76 2.06 0.10 2.13 2.76 2.06 0.11 2.13 2.76 2.06 0.10 2.13 2.76

1000–30 2.16 0.12 2.15 2.78 2.12 0.09 2.13 2.75 2.13 0.09 2.13 2.76 2.13 0.09 2.13 2.76 2.13 0.09 2.13 2.76

2500–30 2.19 0.10 2.15 2.77 2.17 0.10 2.12 2.74 2.17 0.11 2.13 2.75 2.17 0.11 2.13 2.75 2.17 0.11 2.13 2.75

500–45 2.50 0.10 2.72 3.59 2.46 0.06 2.64 3.53 2.48 0.06 2.69 3.57 2.46 0.06 2.65 3.53 2.45 0.05 2.64 3.53

1000–45 2.58 0.12 2.71 3.56 2.53 0.06 2.65 3.48 2.57 0.04 2.69 3.53 2.54 0.06 2.65 3.48 2.53 0.05 2.65 3.48

2500–45 2.65 0.12 2.71 3.54 2.61 0.05 2.64 3.46 2.65 0.04 2.69 3.51 2.62 0.04 2.65 3.47 2.61 0.03 2.65 3.47

IRT 500–30 2.43 0.03 2.88 3.53 2.39 0.02 2.82 3.45 2.36 0.04 2.79 3.43 2.39 0.02 2.82 3.46 2.38 0.02 2.82 3.46

1000–30 2.57 0.03 2.88 3.53 2.53 0.03 2.79 3.45 2.50 0.05 2.77 3.43 2.53 0.02 2.80 3.45 2.53 0.03 2.79 3.45

2500–30 2.76 0.02 2.88 3.54 2.69 0.03 2.81 3.47 2.67 0.05 2.79 3.45 2.69 0.02 2.81 3.48 2.69 0.03 2.81 3.47

500–45 3.50 0.04 3.72 4.72 3.39 0.08 3.53 4.47 3.37 0.06 3.55 4.49 3.39 0.07 3.53 4.47 3.39 0.08 3.53 4.47

1000–45 3.42 0.04 3.72 4.69 3.32 0.08 3.56 4.49 3.30 0.07 3.57 4.50 3.32 0.08 3.56 4.49 3.31 0.08 3.55 4.49

2500–45 3.52 0.04 3.75 4.68 3.41 0.10 3.57 4.50 3.40 0.09 3.58 4.51 3.41 0.10 3.57 4.50 3.40 0.11 3.57 4.50

A number in bold font is the smallest value under each circumstance.

TABLE 8 | Weighted standard error of equating (WSE) in NEAT.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 0.84 0.97 0.52 0.48 1.38 1.05 1.11 1.04 1.38 1.05 1.11 1.04 1.38 1.05 1.11 1.04 1.38 1.05 1.11 1.04

1000–30 0.70 0.90 0.49 0.44 1.24 0.95 1.09 1.04 1.24 0.95 1.09 1.04 1.24 0.95 1.09 1.04 1.24 0.95 1.09 1.04

2500–30 0.53 0.86 0.46 0.42 1.13 0.92 1.08 1.02 1.13 0.92 1.08 1.02 1.13 0.92 1.08 1.02 1.13 0.92 1.08 1.02

500–45 1.43 1.13 0.66 0.63 2.04 1.26 1.37 1.32 2.04 1.26 1.37 1.32 2.04 1.26 1.37 1.32 2.04 1.26 1.37 1.32

1000–45 1.09 1.07 0.61 0.57 1.70 1.20 1.33 1.28 1.70 1.20 1.33 1.28 1.70 1.20 1.33 1.28 1.70 1.20 1.33 1.28

2500–45 0.80 1.03 0.57 0.53 1.49 1.15 1.32 1.27 1.49 1.15 1.32 1.27 1.49 1.15 1.32 1.27 1.49 1.15 1.32 1.27

IRT 500–30 1.55 0.66 0.61 0.53 1.87 0.86 0.98 0.91 1.87 0.86 0.98 0.91 1.87 0.86 0.98 0.91 1.87 0.86 0.98 0.91

1000–30 1.23 0.53 0.57 0.51 1.55 0.75 0.97 0.91 1.55 0.75 0.97 0.91 1.55 0.75 0.97 0.91 1.55 0.75 0.97 0.91

2500–30 0.98 0.43 0.54 0.48 1.35 0.71 0.96 0.93 1.35 0.71 0.96 0.93 1.35 0.71 0.96 0.93 1.35 0.71 0.96 0.93

500–45 2.67 0.74 0.74 0.64 2.99 1.05 1.26 1.12 2.99 1.05 1.26 1.12 2.99 1.05 1.26 1.12 2.99 1.05 1.26 1.12

1000–45 2.24 0.62 0.71 0.62 2.55 0.95 1.22 1.08 2.55 0.95 1.22 1.08 2.55 0.95 1.22 1.08 2.55 0.95 1.22 1.08

2500–45 1.73 0.49 0.67 0.55 2.14 0.88 1.20 1.08 2.14 0.88 1.20 1.08 2.14 0.88 1.20 1.08 2.14 0.88 1.20 1.08

A number in bold font is the smallest value under each circumstance.

TABLE 9 | Weighted root mean squared error (WRMSE) in NEAT.

LSSG

IE EE IRT KE IRTKE

EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE EE IRT KE IRTKE

PTPG 500–30 2.36 0.97 2.22 2.83 2.55 1.05 2.40 2.95 2.55 1.05 2.41 2.95 2.55 1.05 2.41 2.95 2.55 1.05 2.41 2.95

1000–30 2.31 0.91 2.21 2.82 2.49 0.95 2.39 2.95 2.49 0.95 2.40 2.95 2.49 0.95 2.40 2.95 2.49 0.95 2.40 2.95

2500–30 2.27 0.87 2.20 2.80 2.45 0.92 2.38 2.93 2.45 0.93 2.39 2.93 2.45 0.93 2.39 2.93 2.46 0.93 2.39 2.93

500–45 3.16 1.14 2.80 3.65 3.37 1.27 2.98 3.77 3.39 1.26 3.02 3.81 3.37 1.27 2.98 3.77 3.36 1.27 2.98 3.77

1000–45 3.00 1.07 2.78 3.60 3.17 1.21 2.96 3.71 3.20 1.21 3.00 3.75 3.17 1.21 2.97 3.71 3.17 1.21 2.97 3.71

2500–45 2.88 1.04 2.77 3.58 3.08 1.16 2.96 3.69 3.11 1.15 3.00 3.73 3.08 1.15 2.96 3.69 3.08 1.15 2.96 3.69

IRT 500–30 3.25 0.66 2.95 3.57 3.30 0.86 2.99 3.58 3.27 0.86 2.97 3.56 3.30 0.86 2.99 3.58 3.30 0.86 2.99 3.58

1000–30 3.14 0.53 2.94 3.57 3.19 0.75 2.96 3.57 3.16 0.76 2.94 3.55 3.19 0.75 2.96 3.57 3.18 0.75 2.96 3.57

2500–30 3.11 0.43 2.93 3.57 3.15 0.71 2.97 3.60 3.13 0.71 2.95 3.58 3.15 0.71 2.98 3.60 3.15 0.71 2.97 3.60

500–45 4.91 0.75 3.80 4.76 4.90 1.06 3.76 4.62 4.87 1.06 3.77 4.63 4.90 1.06 3.76 4.62 4.89 1.06 3.75 4.61

1000–45 4.59 0.62 3.79 4.73 4.57 0.96 3.76 4.62 4.55 0.95 3.78 4.64 4.57 0.96 3.77 4.62 4.56 0.96 3.76 4.62

2500–45 4.37 0.49 3.81 4.71 4.34 0.89 3.77 4.63 4.33 0.89 3.78 4.65 4.34 0.89 3.77 4.63 4.33 0.89 3.77 4.63

A number in bold font is the smallest value under each circumstance.
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wise choice because it relates to far less systematic error than
the other methods. Second, in the view of data simulation
preference, the PTPG is suitable for comparative studies of
test equating, especially for those including methods under
distinct theoretical backgrounds. In contrast, researchers should
be alert and cautious about the conclusions when comparing
the IRT and the other equating methods based on the IRT
simulation. Similar recommendations are made on the selection
of criterion equating. The final conclusion about equating
study and its further application must be based on solid
proofs and comprehensive and unbiased criteria, which cannot
be overemphasized.

Further researches could focus on several topics. First, for
simplicity, only dichotomous items were considered in this
study. However, polytomous and mixed-format ones could
detect and evaluate more sophisticated and higher-level abilities
in educational tests. Therefore, equating results under these
conditions should be tested. Second, considering that two
or more items with identical contents and psychometric
specifications would be unrealistic in practical tests, items were
drawn without replacement in this study, as were students (or
respondent cases). Since drawing with replacement is also one
usual option in data simulation, future research could try it.
Third, note that raw score distributions used in this study
are close to normal distribution, and equating performances
under other distributions, such as binomial distribution and
χ2 distribution should also be considered. On the other hand,
besides raw data, when simulated pseudo tests are not conformed
to normal distribution, how well would equating methods
perform? In addition, the effect of the IRT data-model misfit
on equating is also worthy of investigation. Finally, besides
multiple-choice question, various types of items exist, such as

constructed response, fill-in-the-blank, and matching questions.
So, equating comparison with mixed-format tests is also a
realistic topic to discuss.
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APPENDIX

R codes for simulation (N = 500, 30 items, PTPG simulation, IE
criterion, in NEAT).
# import raw data
load (’ADM12.Rda’)
vt.form1< - ADM12 [, 81 : 160]
vt.form2< - ADM12 [, 241 : 320]
vt.form1< - as.matrix (vt.form1)
vt.form2< - as.matrix (vt.form2)
# create matrices for result storing
ee.result< - irt.result< - ke.result< - matrix (NA, 31, 500)
wro.irtke< - NULL
irtke.result< - matrix (NA, 31, 1)
sum_500< - matrix (NA, 500, 500)
# repeat sampling and equating 500 times
for (i in 1 : 500){
# divide students into two groups (with high & low abilities) and
sample randomly
form2.mean< - mean (rowSums (vt.form2))
form1.high < - vt.form1 [which (rowSums
(vt.form2)> form2.mean),]
form1.low < - vt.form1[which (rowSums
(vt.form2)< form2.mean),]
items< - sample (1 : 80, 30, FALSE)
high.sam< - sample (1 : nrow (form1.high), 500, FALSE)
low.sam< - sample (1 : nrow (form1.low), 500, FALSE)
# sample items to construct pseudo tests and responses
x.sam< - form1.high [high.sam, items]
y.sam< - form1.low [low.sam, items]
x.sam< - as.matrix (x.sam)
y.sam< - as.matrix (y.sam)
# EE
library (equate)
xa.score< - apply (x.sam [, 22 : 30], 1, sum)
ya.score< - apply (y.sam [, 22 : 30], 1, sum)
x.score< - apply (x.sam [, 1 : 30], 1, sum)
sum_500 [, i]< - x.score
y.score< - apply (y.sam [, 1 : 30], 1, sum)
neat.x< - cbind (x.score, xa.score)
neat.y< - cbind (y.score, ya.score)
neat.x1< - freqtab (x = neat.x, scales = list (0 : 30, 0 : 9))
neat.y1< - freqtab (x = neat.y, scales = list (0 : 30, 0 : 9))
ee < - equate (neat.x1, neat.y1, type = "equip",
method = "chained")
ee.eq< - ee $ concordance
ee.result [, i]< - ee.eq [, 2]
# IRTOSE
library (equateIRT)
library (mirt)
colnames (x.sam) < - c (paste ("x", 1 : 21, sep = ""), paste ("c", 1 :
9, sep = ""))
colnames (y.sam) < - c (paste ("y", 1 : 21, sep = ""), paste ("c", 1 :
9, sep = ""))
x.2pl< - mirt (x.sam, 1, itemtype = "2PL")
y.2pl< - mirt (y.sam, 1, itemtype = "2PL")
par.x< - import.mirt (x.2pl, display = FALSE, digits = 3)

par.y< - import.mirt (y.2pl, display = FALSE, digits = 3)
par.x< - as.matrix (par.x $ coef)
par.y< - as.matrix (par.y $ coef)
row.names (par.x) < - c (paste ("x", 1 : 21, sep = ""), paste ("c", 1 :
9, sep = ""))
row.names (par.y) < - c (paste ("y", 1 : 21, sep = ""), paste ("c", 1 :
9, sep = ""))
par.xy< - list (par.x, par.y)
mod.2pl < - modIRT (coef = par.xy, ltparam = FALSE,
lparam = FALSE)
coef.ab < - direc (mod1 = mod.2pl [1], mod2 = mod.2pl [2],
method = "Stocking-Lord")
irtose.eq < - score (coef.ab, method = "OSE", se = FALSE,
scores = 0 : 30)
irt.result [, i]< - irtose.eq [, 2]
# KE
library (kequate)
ker.x < - kefreq (in1 = x.score, xscores = 0 : 30, in2 = xa.score,
ascores = 0 : 9)
ker.y < - kefreq (in1 = y.score, xscores = 0 : 30, in2 = ya.score,
ascores = 0 : 9)
pre.x< - glm (frequency∼ I (X)+ I (Xˆ2)+ I (A)+ I (Aˆ2)
+ I (X) : I (A), family = "poisson", data = ker.x, x = TRUE)
pre.y< - glm (frequency∼ I (X)+ I (Xˆ2)+ I (A)+ I (Aˆ2)
+ I (X) : I (A), family = "poisson", data = ker.y, x = TRUE)
ke.x< - kequate ("NEAT_CE", 0 : 30, 0 : 30, 0 : 9, pre.x, pre.y)
ke.eq< - getEq (ke.x)
ke.result [, i]< - ke.eq
# IRTKE
x.sam_ke< - x.sam [, c (1 : 30, 22 : 30)]
y.sam_ke< - y.sam [, c (1 : 30, 22 : 30)]
temp.irtke< - tryCatch (
{irtose ("CE", x.sam_ke, y.sam_ke, 0 : 30, 0 : 30, 0 : 9)},
error = function (e) { return (NULL) }
)
if (is.null (temp.irtke)) {wro.irtke< - c (wro.irtke,i)}
else {
irtkeequ< - temp.irtke @ equating
irtke.result< - cbind (irtke.result, irtkeequ [, 1])
}
}
# calculate evaluation criteria
identity.ref< - matrix (NA, 31, 500)
for (i in 1 : 500){
identity.ref [, i]< - 0 : 30
}
#calculate biasˆ2
bias2< - matrix (NA, 31, 4)
irtke.result< - irtke.result [, -1]
colnames (bias2)< - c ("ee", "irt", "ke", "irtke")
bias2[, 1]< - (rowMeans (ee.result - identity.ref))ˆ2
bias2[, 2]< - (rowMeans (irt.result - identity.ref))ˆ2
bias2[, 3]< - (rowMeans (ke.result - identity.ref))ˆ2
bias2[, 4]< - (rowMeans (irtke.result - identity.ref))ˆ2
#calculate ab
ab< - sqrt (bias2)
#calculate VAR
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vars< - matrix (NA, 31, 4)
colnames (vars)< - c ("ee","irt","ke","irtke")
vars [, 1]< - rowMeans ((ee.result - rowMeans (ee.result))ˆ2)
vars [, 2]< - rowMeans ((irt.result - rowMeans (irt.result))ˆ2)
vars [, 3]< - rowMeans ((ke.result - rowMeans (ke.result))ˆ2)
vars [, 4] < - rowMeans ((irtke.result - rowMeans
(irtke.result))ˆ2)
#calculate se
se< - sqrt (vars)
#calculate mse and rmse
mse< - matrix (NA, 31, 4)

mse< - bias2+ vars
rmse< - sqrt (mse)
#calculate wab, wse, wrmse
num_sum< - as.data.frame (table (sum_500))
fre_sum< - num_sum [, 2]/250000
wrmse< - wab< - wse< - numeric(4)
for (i in 1:4){
wrmse [i]< - rmse [, i] %∗% fre_sum
wab [i]< - ab [, i] %∗% fre_sum
wse [i]< - se [, i] %∗% fre_sum
}
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This paper presents a procedure that aims to combine explanatory and predictive
modeling for the construction of new psychometric questionnaires based on
psychological and neuroscientific theoretical grounding. It presents the methodology
and the results of a procedure for items selection that considers both the explanatory
power of the theory and the predictive power of modern computational techniques,
namely exploratory data analysis for investigating the dimensional structure and artificial
neural networks (ANNs) for predicting the psychopathological diagnosis of clinical
subjects. Such blending allows deriving theoretical insights on the characteristics of
the items selected and their conformity with the theoretical framework of reference. At
the same time, it permits the selection of those items that have the most relevance in
terms of prediction by therefore considering the relationship of the items with the actual
psychopathological diagnosis. Such approach helps to construct a diagnostic tool that
both conforms with the theory and with the individual characteristics of the population
at hand, by providing insights on the power of the scale in precisely identifying out-
of-sample pathological subjects. The proposed procedure is based on a sequence of
steps that allows the construction of an ANN capable of predicting the diagnosis of a
group of subjects based on their item responses to a questionnaire and subsequently
automatically selects the most predictive items by preserving the factorial structure of
the scale. Results show that the machine learning procedure selected a set of items
that drastically improved the prediction accuracy of the model (167 items reached a
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prediction accuracy of 88.5%, that is 25.6% of incorrectly classified), compared to the
predictions obtained using all the original items (260 items with a prediction accuracy of
74.4%). At the same time, it reduced the redundancy of the items and eliminated those
with less consistency.

Keywords: machine learning, predictive modeling, explanatory modeling, item selection, neural networks,
psychopathological assessment

INTRODUCTION

Statistical modeling is traditionally separated into two different
cultures. One uses an explanation-oriented approach to science,
the explanatory modeling that Breiman (2001) defines as
“data modeling culture.” The other uses a prediction-oriented
approach, defined by Breiman as “algorithmic modeling culture.”
In the former approach, data is assumed to be drawn
from a given stochastic model, researchers are interested
in testing the hypothesized “true” relationship between two
or more variables and the mechanisms governing their
intercorrelation, and the main objective is to reproduce
model parameters using statistical inference and to improve
the explanatory power of models. In the second approach,
the data-generating process is unknown, and researchers are
interested in finding an algorithm capable of recognizing
different patterns hidden in data, which then gives the best
prediction for the output values through the input values
of new observations (Shmueli, 2010). However, in many
disciplines, particularly in psychology and social sciences,
statistical modeling for explanation is the predominant, if not the
exclusive approach. Conversely, in domains like bioinformatics
and natural language processing, algorithmic modeling is
predominant (Breiman, 2001).

Beyond a confirmatory approach with the corresponding
inferential assumptions (often not met in the real world),
predictive modeling can help establish theoretically grounded
models that have high predictive power (Sarstedt et al.,
2014) and increase the efficiency and reproducibility
of a researcher’s analysis (Yarkoni and Westfall, 2017).
Psychology research may improve comprehensively by
exploiting the potentiality of Machine Learning and
Artificial Intelligence algorithms while maintaining the data
modeling culture.

Psychology research needs to be grounded in a common
theoretical framework of reference, which is the initial stage
of the research design. The credibility of a research study
is generally derived from the quality of this initial stage
of the design. Consequently, psychology research should not
steer toward a prediction-based orientation to the detriment
of an approach that aims at testing model relationships in
an explanatory sense. Even in a predictive-oriented approach,
hypothesis formulation is a crucial step and it is always the
investigator who chooses the statistical methods better suited
for the related theoretical and empirical models. Results depend
crucially on the user’s knowledge of the domain they are
investigating (Pessa, 2004). In the presence of complex theories,
moreover, testing a pre-determined system of hypotheses may

become problematic in terms of model assumptions and
interpretation. In such a case, a discovery-oriented process
should be envisioned (Wold, 1985), where the investigator should
be able to exploit the appropriate statistical and computational
however methodologies to convert data and models into
actionable insights to support such theories and for prediction
purposes (Breiman, 2001; Lauro, 2019). Indeed, machine learning
approaches to clinical psychology and psychiatry may focus
on large multidimensional data sets to improve the decisions
associated with diagnosing and treating people who have been
diagnosed with mental illness using ordinary clinical methods
(Dwyer et al., 2018).

In an evolved vision of the use of artificial intelligence
methods in the context of psychopathology, scholars have the
unprecedented opportunity to integrate complex brain, behavior
and genes patterns to develop precision psychiatry. Indeed,
growing evidence suggests that the classification of psychiatric
patients derived from these approaches may better predict
treatment outcomes than ordinary DSM/ICD-based diagnoses
(Bzdok and Meyer-Lindenberg, 2018).

Another interesting use of machine learning is for
demonstrating the reliability of a scale and testing for
convergence validity with other variables. Instead of using
traditional techniques, predictive models can achieve the
same results but in a much more efficient way, computing
the out-of-sample prediction accuracy of the scale with
respect to one or several other measures (Du et al., 2014;
Yarkoni and Westfall, 2017).

Indeed, predictive modeling can be used instrumentally
to complement explanatory modeling in order to further
scientific knowledge (Breiman, 2001; Shmueli, 2010; Yarkoni
and Westfall, 2017; Azzolina et al., 2019). The use of the two
approaches should be complementary rather than competitive.
A proper combination of the two approaches may lead to
the use of a wide variety of statistical and computational
tools, by exploiting the strengths of both approaches through
a single method in order to have stronger grounds for
theory testing, knowledge discovery, prediction and decision-
making, for example, for the assessment and diagnosis of
psychopathology.

In line with these considerations, we think that a methodology
that highlights the features of predictive modeling in terms of
model building and assessment may be welcomed in psychology
research and other social science disciplines, which can only
benefit from these methodological developments.

The present work focuses on the psychopathological and
behavioral dimensions that play the role of main nosographic
organizers of psychiatric diagnosis, to improve the precision
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with which the classification of patients in specific diagnostic
categories is carried out.

The study intends to present a new methodology for
approaching prediction in a psychopathological diagnosis
context applied to the construction of a novel diagnostic
scale, by preserving the psychometric properties of the
models as they are traditionally approached from an
explicative point of view.

The current psychopathological diagnosis relies on syndromic
models that we have inherited from authors such as Kraepelin
and Bleuler, who operated in a pre-neuroscientific era. It
follows that many psychiatric disorders are classified through
obsolete concepts that do not consider the knowledge we
currently have of the brain and the basic emotional systems
that comprise its deepest part (Lane and Sher, 2015; Montag
et al., 2017). Especially in humans, it has become increasingly
evident that the phylogenetically more recent cortical structures,
to which the awareness of experience links, have improved
the adaptation of fundamental emotional processes to social
contexts, but have not replaced the weight of emotions in
the organization of social life (Panksepp et al., 2017). This
evidence can have a significant impact on the psychopathological
investigation that can now focuses on emotionality and affective
regulation systems (Stanghellini, 2019). Indeed, the present
work introduces concepts derived from affective neuroscience
into psychopathological diagnostics, which up to now have
been largely underestimated for the study of psychic disorders
and can improve the naturalistic value and stability of
psychiatric nosography.

In particular, in this paper, we propose a procedure for
the selection and analysis of the items to be included in
a novel scale for the evaluation of psychopathological traits
based on affective neurosciences and phenomenology, which
combines explanatory psychometric measurements, such as
factorial coherence and construct validity, with measurements of
the predictivity of the instrument carried out through machine-
learning methods.

The proposed procedure identifies a well-fitting, in terms of
validity and reliability of the factor structure, and a predictive
yet parsimonious model among competitive ones. Indeed,
parsimonious and well-fitting models exhibit higher predictive
abilities and are more likely to be scientifically replicable and
explainable (Sharma et al., 2019).

The main objective is to maximize the predictive ability of
the model while maintaining the psychometric properties and
factorial structure of the scales. A machine learning procedure
is applied to identify the best predictor items for the presence
of pathological variants of the personality to find the set
of items that maximize the predictive ability of the model.
The factorial structure is then evaluated through principal
component analysis (PCA).

The model evaluation will consider the performance of the
model in terms of both explanatory power and predictive
accuracy. Measurements of explanatory power are typically in-
sample metrics and refer to how well the proposed model (in
this case, the model of the factor structure) accounts for the
covariances between items. For predictive power, out-of-sample

metrics are used, which are computed through a cross-
validation procedure.

Theory Reference
The Relationship Between Emotions and Mental
Disorders
The self-report diagnostic test described in this paper is rooted
in both phenomenological and neuroscientific views of emotions.
In this integrated perspective, emotions present three inseparable
functions: the production of socially adequate behavior; the
regulation of internal homeostasis; the production of a conscious
mental state characterized by adaptive values (e.g., good or bad,
unpleasant or pleasant) that are salient for the subject (Maldonato
et al., 2018; Sperandeo et al., 2018b).

In these functions, emotions are the basis of rational processes.
As shown by numerous authors, subjects with lesions of basic
emotional systems show profound impairment in their decision-
making activity and are substantially incapable of responding
rationally to life events (Stanghellini et al., 2016; LeDoux and
Hofmann, 2018). Below we will describe the two perspectives
of reading that clarify the emergence of psychopathology from
affective processes in a complementary and integrable way.

For current affective neuroscience, human minds express
several phylogenetically ancient emotional processes. Basic
emotional tendencies have great significance for psychopathology
and we consider it extremely important for the study of psychic
disorders. These systems are present in all mammals but, of
course, the vast cognitive capacities of humans add unique
dimensions to emotional consciousness. The interweaving of
cognitive and affective capacities, and in particular the aspects
of memory, can make human beings particularly sensitive to
psychiatric disorders. Through cognitive processes of emotional
amplification, humans can sustain emotional arousal for a long
time after the precipitating causes have passed. In this way, our
cognitive functions can become critical agents in the creation
of emotional problems. Intense emotional excitement sustained
and unregulated by ruminative tendencies can interfere with
our thinking patterns, even intensify, and energize our cognitive
concerns by producing a deleterious vicious circle. Thanks to
our remarkable cognitive abilities, we create complex mental
lives, with intrapsychic tensions typical of our species. Our
vast ability to look far into our memory and imagine terrible
future problems pushes us to sustain the emotional excitement
generated internally and to encounter psychic disorders much
more than other mammals. Prolonged emotional excitement
can also lead to prolonged turbulence in our bodies, producing
various psychosomatic disorders and disorders in our daily
quality of life (Clynes and Panksepp, 2013).

From the phenomenological perspective, emotions precisely
determine the motivation for movement. They are functional
states of our organism that motivate actions; they provide
orientation in life by making sure that attention moves in
a particular direction and attributes specific meanings and
values to the world. Recognizing this aspect of emotions
allows us to elevate them from mere biological reactions or
mental phenomena to fundamental expressions of the “lived
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body,” representing the moment in which the psychobiological
dimensions of experience are articulated (Messas et al., 2018;
Sperandeo et al., 2019).

Emotions allow us to see reality from a specific perspective.
The analysis of the mental states of an angry person and
a frightened person allows us to understand the differences
in their respective life perspectives. Therefore, the subject’s
way of experiencing the world reflects his or her state of
mind, so it follows that emotions are the primary way to
understand a person and his or her psychopathology. Finally,
emotions play a fundamental role in the development of
sociality, inter-subjectivity and empathy. When a child perceives
his mother’s happy face, he or she automatically reproduces
her facial expression; through this reflection, he feels his
mother’s happiness. It is an inter-corporeity produced by a
perceptual-motor process, which is the very essence of the
emotional phenomenon. In the absence of emotions, the
world appears unreal and distant, devoid of interest and
meaning. The objects that belong to the world appear to
be a collection of meaningless things of which one can
have a non-practical theoretical knowledge. Emotions are the
motivation for performing actions, and without them, there is
no motivation to move and thus no action. The absence of
emotions implies the loss of vital contact with reality, everything
in the world appears equivalent and devoid of salience so
that neither movement, nor choice, nor meaning is possible
(Stanghellini, 2019).

In our opinion, emotions – understood in their entirety as
effective experiences, adaptive behaviors, and autonomous and
self-regulating processes – are the basis for the emergence of
psychopathological phenomena (Solms and Panksepp, 2012).
The main clinical manifestations currently classified by the adult
psychiatric nosography are personality disorders, pathologies
resulting from mental trauma and stressful events, mood
disorders, somatic symptom disorders and anxiety disorders.
Negative emotions such as fear, suffering, anger are present in
all of these disorders, but currently, an adequate nomenclature
to describe these relationships has not agreed. Studying
psychopathology from the perspective of the emotional events
of a subject is therefore difficult because it cannot follow paths
traced and shared in the scientific community. It is precisely for
this reason that the development of an innovative vision appears
to be indispensable.

The Panksepp Model of Emotions
In this paper, we present the development of a self-report
diagnostic tool for the exploration of the psychopathological
manifestations that emerge from the emotional affective
processes organized in the medial part of the brain. For this
purpose, we have used the model of basic emotional systems
as described by Panksepp and Biven (2012). According to this
approach, in mammals’ brains, there are at least seven emotional
neuronal circuits (fear, rage, sexual impulses, care, anxiety of
separation and social bond, playfulness, and a general system of
lust and seeking) from which behaviors, autonomic processes
and conscious affective states emerge which are essential for one’s
interpersonal relationships.

When these systems are activated, individuals experience
intense feelings, recall memories, implement behaviors of
adaptation to the environment, and activate hormonal processes
and vegetative regulation. The basic emotional systems at the
beginning of childhood psychological development are weakly
linked to the objects of the world. The basic affective tools
that evolution has provided emerge in the development of the
brain without an initial intrinsic connection to the events of the
world. It is through life experiences, both individual and cultural
that these connections are forged. Even if these emotionally
evaluated systems are clustered into constellations of positive and
negative affections, it seems unlikely that only two primary types
of affective feelings are the raw materials from which all other
affections within the brains of mammals are created. Indeed,
affection is not interpreted as an independent sensory function
of the brain but is based on tendencies toward action.

Considerable evidence arising from animal brain research
suggests that at least seven basic emotional systems are
concentrated in the subcortical regions of the brain
and are located essentially in the same regions of the
brain in all mammals.

A brief description of each basic emotional systems is
presented below.

The SEEKING system must be conceptualized as a primary
action system that helps to realize emotional drives, to seek
nourishment and to realize expectations. This system operates
in both positive and negative emotional situations (e.g., security
seeking) and helps to maintain the fluency of the behavior
as well as supporting learning and other cognitive activities
(Ikemoto and Panksepp, 1999).

The FEAR system associates anxiety and the tendency to
escape from the many dangers present in our world. The RAGE
system supports the defense and the achievement of objectives.
The LUST system supports libidinal appetites. The CARE system
supports the protection and care of offspring. The GRIEF (Panic)
system aims at preventing the loss of protective figures. The PLAY
system aims at developing sociality (Panksepp, 2014).

MATERIALS AND METHODS

Study Population
As part of the ordinary psycho-diagnostic evaluation procedure,
604 adult patients have been enrolled in the clinical centers
of SiPGI, a specialization school in psychotherapy. The
questionnaire described below was administered to subjects who
agreed to participate in the study.

Personality disorders were found in 196 (32.5%) patients
out of the 604. Subjects in the depressive, manic or acute
psychotic phase and subjects with cognitive deficits and head
injuries with detectable parenchymal lesions were excluded.
The diagnosis was made using the Italian version of the
personality diagnostic interviews associated with DSM-5:
The Structured Clinical Interview for DSM-5 Personality
Disorders (SCID-5-PD). It is one of the most used tools
for the diagnosis of personality disorders in clinical and
research areas and has demonstrated excellent reproducibility
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and clinical validity (Somma et al., 2017). The subjects that
did not meet the diagnostic criteria for any nosographic
category were classified as healthy, and all others were
classified as unhealthy.

Characteristic of patients, as shown in Table 1, are
the following: 273 males (45.2%) and 331 females (54.8%);
average age of 33.96 ± 11.34, 342 (56.5%) were unmarried,
223 (36.9%) married, 32 (5.3%) divorced and 8 (1.3%)
widow; 161 (26.7%) patients were graduated, 336 (55.6%)
had high/secondary school, 100 (16.6%) middle school and
7 (1.2%) elementary school; 393 (65.1%) were employed, 197
(32.6%) unemployed, and 14 (2.3%) retired. No statistically
significant differences between the two groups (healthy vs.
unhealthy) were found for all the variables, except for marital
status (p = 0.012).

Measures
For the structuring of the questionnaire, a group of six experts in
psycho-diagnostics, under the supervision of two of the authors
of this work, produced a list of 260 items that – according to
them – describe the dimensions of the seven basic emotional
systems within the main psychic pathologies and personalities
currently framed in the classification systems.

The questions are formulated to obtain dichotomous
answers (yes/no), avoiding the frequency and intensity of the
phenomenon under investigation within the same descriptions,
limited exclusively to the detection of its presence or absence.

TABLE 1 | Characteristics of patients.

Characteristic Total Healthy Unhealthy p-Value
n = 604 n = 408 n = 196

Sex 0.551

Male 273 (45.2%) 181 (44.4%) 92 (46.9%)

Female 331 (54.8%) 227 (55.6%) 104 (53.1%)

Age 33.96 ± 11.3 34.52 ± 11.4 32.78 ± 10.9 0.076

Marital status

Unmarried 341 (56.5%) 129 (65.8%) 212 (52%) 0.012

Married 223 (36.9%) 58 (29.6%) 165 (40.4%)

Divorced 32 (5.3%) 8 (4.1%) 24 (5.9%)

Widow 8 (1.3%) 1 (0.5%) 7 (1.7%)

Education

Graduated 161 (26.7%) 50 (25.5%) 111 (27.2%) 0.962

High/secondary
school

336 (55.6%) 112 (57.1%) 224 (54.9%)

Middle school 100 (16.6%) 32 (16.3%) 68 (16.7%)

Elementary school 7 (1.2%) 2 (1%) 5 (1.2%)

Occupational
position

Employed 393 (65.1%) 124 (63.3%) 269 (65.9%) 0.789

Unemployed 197 (32.6%) 129 (31.6%) 129 (31.6%)

Retired 14 (2.3%) 10 (2.5%) 10 (2.5%)

Data are reported as number of patients (%) or mean (± standard deviation), as
appropriate. p-Values are based on Student’s t-test, χ2 test or Fisher’s exact test,
as appropriate. Note that for some characteristics frequencies over categories do
not sum to the total number of patients, because there were some missing values.

The items are organized into three distinct areas:

• 157 items are related to the “emotional characteristics”
present in the personality disorder area. Many of these
questions are presented in order to detect the non-
pathological psychic phenomenon. In line with Panksepp
model of basic motivational systems, most questions
investigate emotional experiences and behaviors. Other
questions investigate physical sensations while a small
group of questions looks for the subject’s opinions to detect
the impact of cortical functions on emotional systems.
• 24 questions explore the presence of “dissociative

phenomena” commonly present in the area of post-
traumatic pathologies. In this group of questions, only
the presence of dissociative phenomena in the three
dimensions of depersonalization-derealization, dissociated
mental states and dissociative amnesia is sought.
• 79 questions explore the main “psychopathological traits.”

These questions also explicitly refer to the presence or
absence of a pathological phenomenon.

The division into three areas (emotional characteristics,
dissociative phenomena, psychopathological traits) of the items
arises from the theoretical assumption that the processes of
sensitization or desensitization of the seven basic emotional
systems produce a type of symptomatology (described in the
group of items belonging to the emotional characteristics) that
is different from that determined by the cognitive reworking of
the emotional states (described in the group of items belonging to
the psychopathological traits). Both symptoms are distinguishable
from the dissociative one in which the traits of emotions produced
by the system of anger and fear spread and invade the structures
of awareness (Trull et al., 2015; Sperandeo et al., 2018a).

Statistical Analysis and Multi-Step
Machine Learning Procedure
Preliminary analyses concerned the handling of missing
data was performed. Missing data were assumed to be
missing completely at random (MCAR). The multiple
imputation method for incomplete multivariate data was
performed for the imputation process, using the predictive
mean matching method built in the R package “mice”
(Van Buuren and Groothuis-Oudshoorn, 2011).

As for the explanatory side of the work, to evaluate the factorial
structure of the scales and assess its psychometric properties a
PCA and orthogonal Varimax rotation was performed.

For the predictive side, which relies on machine learning
techniques, artificial neural networks (ANN) are applied as
a classifier to maximize the predictive power of the model.
To this end, multi-layer ANNs were trained with resilient
backpropagation algorithm (Riedmiller, 1994) to classify subjects
as healthy or unhealthy, considering all items of the scale
(see Figure 1).

Resilient backpropagation (RPROP) is a fast and effective
learning algorithm that uses the direction of the error gradient
(i.e., the sign of the change) for calculating the weight change,
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FIGURE 1 | Flow chart of proposed predictive-oriented machine learning procedure.

rather than the actual magnitude of the partial derivative, as in
the traditional backpropagation.

Resilient backpropagation calculates an individual delta 1ij,
for each connection, which determines the size of the weight
update. The calculation of delta at any given time of the learning
process follows the rule:

1t
ij


η+ ×1t−1

ij , if
∂Et−1

∂wij
×

∂Et

∂wij
> 0

η− ×1t−1
ij , if

∂Et−1

∂wij
×

∂Et

∂wij
< 0

1t
ij, otherwise

where 0 < η− < 1 and η + > 1.
Synaptic weights (wt

ij) are updated according the
usual formula:

wt
ij = wt−1

ij +1wt
ij

The output neuron activation oj of the ANN is calculated based
on the neuron net-input xj, according to the following functions:

xj = iiwij − bj

oj =
1

1+ e−xj

where ii is the i-th input, bj is the bias of the j-th post-synaptic
neuron and wij is the weights matrix connecting presynaptic to
post-synaptic neurons.

For the actual ANN training computation we used the
“neuralnet” R package (Günther and Fritsch, 2010).

The construction and the subsequent exploitation of the
ANN predictive power for item selection purposes was carried
out in two stages.

In a first stage, a series of fully connected ANNs with 260
input nodes (i.e., one for each item of the scale), one single output
node (encoding healthy or unhealthy predictions) and a variable
number of hidden units, ranging from 0 to 50, were tested. The
parameters were fixed for all architectures: learning rate factors
η− and η+ were set at 0.5 and 1.2, respectively; synaptic weights
were randomly initialized from a normal distribution in the rage
[−4, 4]; the stopping criteria for the error function was 0.0005;
and the maximum number of iterations was fixed in 5000 epochs.
At this stage, a cross-validation procedure was used to select the
best neural network architecture, i.e., the more effective number
of hidden nodes, in terms of prediction accuracy. A Monte Carlo
Cross-validation procedure has been chosen to avoid over-fitting
in the following way: at first, from the entire set of the available
data, a test set was extracted. In the test set we maintained
the same number of patients in the two groups (healthy and
unhealthy). Thus, we randomly selected the 20% of patients
among unhealthy ones. Then, we selected the same number of
patients among the healthy ones. Consequently, the test set was
composed of about 13% of all the patients.

Subsequently, at each step of the training procedure, the
remaining data were halved into two different sets: the training set
(80% of remaining patients), which is used to find a set of good
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weights and bias values by comparing the desired output with the
one produced by the ANN – thus for calculating the actual error –
and the validation set (20% of remaining patients), which is used
to evaluate at runtime the progress of the learning process. The
test set is eventually used to assess the quality of the resulting
ANN in terms of out-of-sample prediction accuracy at the end
of the training.

Receiver operating characteristic (ROC) analysis was applied
to find the optimal output node threshold, i.e., the one that
gives the best diagnostic accuracy for the model (Woods and
Bowyer, 1997). The (0, 1) criterion was used to select the
optimal threshold, giving maximum sensitivity and specificity.
This procedure assures a better prediction accuracy among
groups of subjects, even if the groups are not balanced. Model
performance was measured on the test data using the area under
the curve (AUC) and classification error rate.

At a second stage, a knowledge-based randomized machine
learning procedure was applied to identify the best predictor
items for mental disorders, i.e., the set of items that maximize the
predictive ability of the model. This procedure started by defining
a set of items that are theoretically relevant and are never dropped
from the neural network’s inputs (this is the knowledge-based
part of the procedure). Then, predictions were obtained adding
new items randomly sampled from the set of the remaining
items. The items in common across all the “best” solutions in
terms of prediction accuracy, were then considered as fixed for
the following step, together with the theoretically relevant items.
Then, items were again randomly sampled from the set of the
remaining items until the algorithm figured out which set of
items achieves the best prediction accuracy. Finally, the factorial
structure of the select items was evaluated through principal
PCA. The entire procedure is depicted in Figure 1.

The final model evaluation considers the performance
of the model in terms of both explanatory power and
predictive accuracy.

All computations and statistical analyses were performed
using the R software environment for statistical computing.

RESULTS

Principal Component Analysis on All
Items
For all items of the scale, only the 0.1% of the data were missing
and were assumed to be MCAR.

Principal component analysis was performed separately for
each of the three areas, selecting seven components for each area,
according to theory, because the purpose of this analysis was not
to extract components, but rather to examine the coherence of
the scale and the extent to which the results of the two analysis
(respectively, the one with all the items and the one with only the
selected items) differ.

As will be evident below, the explained variability of
components appears relatively low for each area. However,
it should be noted that PCA was applied to binary variables.
Even though PCA on binary data provides a plausible low-
dimensional representation (Gower, 1966; Jolliffe, 2002), the

obtained principal components, like the components computed
using multiple correspondence analysis (MCA) of categorical
data, are just fractional coordinates in a smooth Euclidean
space mapping, and scale indeterminacy arises. Scale change
leads to the so-called low percentage of inertia problem since
eigenvalues tend to zero and the variance explained by the
components would be severely underestimated. Therefore, the
percentage of the explained variance gives a pessimistic view
of the proportion to which the extracted components account
for the variation of the data and simple scale adjustment of the
solution can give a more precise estimate (Benzécri, 1979; Lebart
et al., 1995; Greenacre and Blasius, 2006). For these reasons,
explained variance components may still be very informative, as
in the case of this study, which allows us to interpret the PCA
results correctly.

As shown in Table 2, for the area of “emotional characteristics
presents” (136 items) the seven components cumulatively explain
25% of the variance. The first component better explains 44
items in which the “yes” answers describe a condition of
hypersensitization of the system of grief. The second component
represents 18 items, in which the “yes” answers describe the
good functioning of the care system. The third component
explains the12 items in which the “yes” answers describe a
hypersensitization of the system of fear. The fourth component
consists of 18 items in which the “yes” answers describe the
correct functioning of the search system. The fifth component
explains the 18 items in which the “yes” answers describe the
good functioning of the game system. The sixth component
is composed of 11 items in which the “yes” answers describe
a hypersensitization of the system of anger. The seventh
component is composed of 15 items in which the “yes” answers
describe a hypersensitization of the system of lust.

Table 3 shows the seven components selected from the
items related to the area of psychopathological traits (75 items).
The first component better explains 17 items in which the
“yes” answers describe pathological traits determined by the
hypersensitivity of the grief system. The second component
is composed of 16 items in which the “yes” answers describe
pathological traits determined by the hypoactivity of the Seeking
system. The third component is composed of 11 items in which
the “yes” answers describe pathological traits determined by
the hypoactivity of the care system. The fourth component
is composed of 10 items in which the “yes” answers describe
pathological traits determined by the hypersensitivity of the fear

TABLE 2 | PCA – area of emotional characteristics.

Component Eigenvalue % explained Cumulative %
n. items variance explained variance

(1) PANIC 44 items 10.67 6.76 6.755

(2) CARE 18 items 5.31 3.36 10.114

(3) FEAR 12 items 5.31 3.36 13.472

(4) SEEK 18 items 5.27 3.34 16.809

(5) PLAY 18 items 5.27 3.34 20.144

(6) RAGE 11 items 4.75 3.00 23.15

(7) LUST 15 items 3.75 2.37 25.52
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system. The fifth component is composed of 12 items in which
the “yes” answers describe pathological traits determined by the
hyperactivity of the system of anger. The sixth and seventh
components are composed of 7 and 2 items, respectively, in which
the “yes” answers describe pathological traits determined by the
hypoactivity of the game system and pleasure.

Table 4 shows the two components that emerged from the
area of dissociative phenomena consisting of a total of 22
items. The component of depersonalization-derealization and the
composition of dissociative amnesia are composed respectively
of 12 and 10 items in which the “yes” answers describe the two
typical ways of altering the cognitive functions produced by the
uncoordinated hyperactivity of the basic emotional systems.

The group called “emotional characteristics” composed of 136
items has 15 with negative loadings, 55 with very low loadings
(less than 0.4) and 38 with low loadings (less than 0.5). The
component called “Seek” has 14 items 5 of them are negative.
Moreover, in the component called “Panic,” there are 10 items
that show significantly high values even in other components.
This component, composed of 44 items, has only 8 items with
high loadings (greater than 0.5).

Two out of the 75 items in the group called
“psychopathological traits” are negative, 40 have very low
loadings, and 26 low loadings. Twelve out of the 23 items in the
group called “dissociative phenomena” have very low loadings
and 4 low loadings.

Neural Network Architecture
Construction
As described above, a multiple-layer ANN was trained with
backpropagation to classify subjects with and without the
presence of pathological variants of the personality, considering
all the items as inputs. The first stage of the procedure, as
described in Section “Materials and Methods,” selected as the best
predictive model, an ANN with 25 nodes in the hidden layer. The
best result was reached in 546 epochs of training. The limit of
5000 epochs was never reached for all the architectures trained.

TABLE 3 | PCA – area of psychopathological traits.

Component Eigenvalue % explained Cumulative %
n. items variance explained variance

(1) PANIC 17 items 6.408 8.215 8.215

(2) SEEK 16 items 5.454 6.992 15.208

(3) CARE 11 items 5.08 6.512 21.72

(4) FEAR 10 items 4.396 5.635 27.355

(5) RAGE 12 items 4.199 5.384 32.739

(6) PLAY 7 items 3.89 4.988 37.727

(7) LUST 2 items 1.931 2.476 40.203

TABLE 4 | PCA – area of dissociative phenomena.

Component Eigenvalue % explained Cumulative %
n. items variance explained variance

(1) Depersonalization 12 items 7.83 32.6 32.6

(2) Amnesia 10 items 4.47 18.61 51.21

Then, ROC analysis was applied to find the optimal threshold.
The resulted threshold was 0.088. With this parameter fixed,
on the out-of-sample test set the ANN achieved a classification
error of 0.2564, meaning a prediction accuracy equal to 74.4%
(i.e., 25.6% of incorrectly classified) and an AUC equal to 0.778.
The corresponding ROC curve is shown as a dotted line in
Figure 2. In particular, the classification error rate was equal to
28.2% for patients with the presence of pathological variants of
the personality and 23.1% for patients without the presence of
pathological variants of the personality.

Knowledge-Based Randomized Machine
Learning Procedure for Items Selection
The selected ANN architecture, together with the weights and
the found optimal threshold, was then used for the item
selection procedure. Predictions and classification error rates
were computed using only the test set.

Twenty-one items were chosen as theoretically relevant and
therefore, always considered as fixed inputs of the ANN. These
items are descriptive of (a) mood disorders both in the depressive
and manic sense, (b) alterations of the content of thought
and (c) dis-perceptive phenomena. They were chosen for their
fundamental link with psychopathology.

A multi-step procedure was needed to find the optimal
solution, i.e., the set of items that achieves the best prediction
accuracy. At the first step, 5 million combinations of items were
randomly sampled from the set of the remaining items. Then, the
items that appear in the solution with the lowest classification
error rate were selected and added up to theoretically relevant
items (thus, both sets were considered as fixed inputs for
the subsequent steps). At the second step, another 5 million
combinations of items were randomly sampled from the set of
remaining items and the common items across all the “best”
solutions were again selected and considered as fixed items for

FIGURE 2 | Roc curves obtained using all the items and the items selected by
the proposed procedure.
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the subsequent steps. This procedure was repeated until the
classification error rate of the “best” solution did not improve.

The entire selection procedure took about 10 h to complete on
a parallel implementation of R running over 2 processors on a
Windows 10 Pro 64-bit platform equipped with a i5-7200u intel
processor and 8 GB of RAM.

Figure 3 represents the number of items for the best-
parsimonious solution and (a) the number of common items
obtained at each step and (b) the corresponding classification
error. It clearly shows that the best solution is reached in four
steps. Solutions after the 4th step are all worse (data not shown).

At step 4, the best prediction accuracy was achieved by a
combination of 167 items, the 21 theoretically relevant ones and
146 selected by the randomized machine learning procedure.
Among the selected items, 98 items relate to emotional
characteristics, 15 relate to dissociative phenomena and 33 relate
to psychopathological traits.

The prediction accuracy on the test set was equal to 88.5%
(i.e., 11.5% incorrectly classified) and an AUC equal to 0.849.
The corresponding ROC curve is shown as a solid line in
Figure 2. In particular, the classification error rate was equal to
15.4% for patients with the presence of pathological variants of
the personality and 7.7% for patients without the presence of
pathological variants of the personality.

Principal Component Analysis on the
Selected Items
Table 5 shows the results of the PCA performed on the group
of items (78 items) in the area of emotional characteristics
selected by the neural network. The seven components from
the PCA (globally explaining 28.7% of the variance) appear to
be perfectly consistent with the reference theory discussed in
the previous sections. The items of the specific components
describe behaviors and affective mental contents provided in the
Panksepp model. The first component explains 23 Items in which
the “yes” answers describe a condition of hypersensitization of

the system of grief. People described by these items tend to be
blocked by a continuous state of anguish that annihilates them
and leads them into a state of depression. The second component
consists of 12 items in which the “yes” answers describe the
good functioning of the care system. The people described in
these items know how to take care of others and the system
to which they belong. The third component is composed of 9
items in which the “yes” answers describe a hypersensitization
of the seeking system. The people described by this component
are optimistic, open to seeking and focused on achieving their
goals. The fourth component consists of 14 items in which the
“yes” answers describe how well the play system works. The
people described by this component can socialize and enjoy
the experiences of life. The fifth component is composed of 8
items in which the “yes” answers describe a hypersensitization
of the system of lust. The people described by these items live
in the continuous fantasy of satisfying their libidinal urges. The
sixth component is composed of 5 items in which the “yes”
answers describe a hypersensitization of the system of anger. The
people described by these items are intolerant and aggressive.
The seventh component is composed of 7 items in which the
“yes” answers describe a hypersensitization of the system of fear.
The people described by this component exert control over their
world because they have associated numerous dangers with the
activation of this emotional system.

Table 6 shows the seven components that emerged from
the area of psychopathological traits selected from the neural
network, which is composed of 68 items. The first component
is composed of 17 items in which the “yes” answers describe
pathological traits determined by the hypersensitization of the
grief system. The people described in this component can be
self-destructive and hetero-destructive. The second component
consists of 12 items in which the “yes” answers describe
pathological traits determined by the hypofunction of the care
system. The people described here are unable of taking care of
their environment and the people around them, who they feel to
be dangerous and intrusive.

FIGURE 3 | (A) Number of Items for the best solution and number of common items at each step. (B) Classification error at each step.
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TABLE 5 | PCA loadings – Area of emotional characteristics in the pool of
selected items (28.67% of explained variance – Kaiser-Meyer-Olkin = 0.839).

PANIC (Items = 23, Eigenvalue = 11.05,% explained
variance = 8.57)

è insicuro d’avanti ai problemi? 0.62

rinuncia facilmente alle cose perché si preoccupa dei rischi? 0.588

quando è stanco ha bisogno (o chiede aiuto) agli altri? 0.551

si sente inferiore agli altri? 0.528

deve impegnarsi molto per avere fiducia in se stesso? 0.519

attende che gli altri le risolvano i problemi 0.507

ha paura che le sue cose vadano male? 0.5

fa fatica a guarire da un malanno? 0.5

pensa di avere problemi al cervello? 0.492

la sua vita è priva di senso? 0.49

è pessimista? 0.479

ha bisogno di riposare durante la giornata? 0.444

rinuncia facilmente difronte a compiti impegnativi? 0.441

è preoccupato difronte a situazioni nuove? 0.411

fa fatica a comprendere le persone? 0.41

ha cattive abitudini che vorrebbe cambiare? 0.409

la preoccupano gli imprevisti? 0.409

le sue scelte sono determinate dagli altri? 0.365

ignora quale sia lo scopo della sua vita? 0.358

si entusiasma lentamente per le novità? 0.355

quando fa degli errori se la cava da solo? 0.339

si sente carico di energia per tutta la giornata? −0.427

è molto sicuro di se? −0.496

CARE (Items = 12, Eigenvalue = 4.83,% explained
variance = 3.74, cumulative% explained variance = 12.31)

è connesso spiritualmente agli altri? 0.597

ha mai avuto esperienze paranormali? 0.518

ha mai fatto intense esperienze spirituali? 0.495

sente un legame profondo con la natura? 0.493

quandoè concentrato moltoperde la cognizione del tempoe dellospazio? 0.471

è talmente preso dalle sue attività da perdere il contatto con la realtà? 0.429

ha idee creative quando si lascia andare all’ozio? 0.396

gli altri la definiscono distratto? 0.332

la vita dipende da una forza spirituale al di sopra di noi? 0.33

è accomodante con gli altri? 0.329

sa di avere un ’sesto senso’? 0.321

è costante nelle cose che fa? 0.307

SEEK (Items = 9, Eigenvalue = 4.75,% explained variance = 3.68,
cumulative% explained variance = 15.99)

si definirebbe ottimista? 0.495

inventa storie o dice bugie solo per divertimento? 0.467

è tranquillo sul suo futuro? 0.436

evita situazioni o attività che la irritano? 0.408

le sono indifferenti i complimenti? 0.387

sa mentire bene? 0.361

ritiene importante i legami di amicizia? 0.35

è a suo agio anche con persone sconosciute? 0.331

affronta le difficoltà prendendole come sfide? 0.309

PLAY (Items = 14, Eigenvalue = 4.66,% explained variance = 3.61,
cumulative% explained variance = 19.61)

soffre se vede altri soffrire? 0.556

tende ad aiutare gli altri? 0.51

(Continued)

TABLE 5 | Continued

ama collaborare con gli altri 0.491

tende a collaborare con gli altri? 0.449

è empatico e disponibile? 0.436

è altruista anche con chi l’ha trattata male? 0.392

reagisce agli eventi coerentemente con i suoi valori? 0.389

riflette molto prima di prendere una decisione? 0.388

trova qualcosa di poetico anche nelle piccole cose? 0.387

agisce secondo le sue abitudini? 0.359

ha molte buone abitudini quotidiane? 0.354

si commuove davanti a prodotti artistici? 0.336

investe molta energia per fare le cose? 0.329

sta male se perde delle amicizie? 0.324

LUST (Items = 8, Eigenvalue = 4.28,% explained variance = 3.32,
cumulative% explained variance = 22.92)

desidererebbe essere più bello di chiunque altro? 0.57

le piacerebbe essere il più intelligente di tutti? 0.568

vorrebbe essere più potente di chiunque altro? 0.56

le piacerebbe essere il più forte di tutti? 0.512

le piace fare shopping? 0.422

le piacerebbe non-invecchiare mai 0.381

le piacerebbe fermare il tempo? 0.372

abbandona facilmente se non è sicuro di ottenere ciò che vuole? 0.306

RAGE (Items = 5, Eigenvalue = 3.91,% explained variance = 3.03,
cumulative% explained variance = 25.95)

non-tollera chi la pensa diversamente da lei? 0.516

è intollerante nei confronti di chi è diverso da lei? 0.51

si spazientisce quando gli altri non-sono d’accordo con lei? 0.485

impone agli altri il suo modo di fare le cose? 0.427

è molto fortunato/a 0.339

FEAR (Items = 7, Eigenvalue = 3.51,% explained variance = 2.72,
cumulative% explained variance = 28.67)

Tende a risparmiare molto? 0.436

tende a nascondere le sue emozioni? 0.427

ha difficoltà ad aprirsi con gli amici? 0.424

riflette a lungo su ciò che è giusto e ciò che è sbagliato? 0.383

riflette intensamente prima di decidere? 0.368

tende generalmente a risparmiare denaro? 0.342

Mantiene il controllo delle sue emozioni? 0.307

The third component is composed of 13 items in which
the “yes” answers describe pathological traits determined
by the hypoactivity of the seeking system. The people
described in these items are basically incapable of activating
themselves to satisfy their desires and feel life as a strenuous
physical effort.

The fourth component is composed of 8 items in which
the “yes” answers describe pathological traits determined by
the hypersensitivity of the fear system. The people described
by these items are continuously in a state of anxiety and
defense from dangers. The fifth component is composed of 10
items in which the “yes” answers describe pathological traits
determined by the hyperactivity of the rage system. The sixth
component is composed of 5 items in which the “yes” answers
describe pathological traits determined by the hyposensitivity
of the play system. The people described by these items are
incapable of adequate socialization. The seventh component
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TABLE 6 | PCA loadings – Area of psychopathological traits in the pool of
selected items (40.78% of explained variance – Kaiser-Meyer-Olkin = 0.941).

PANIC (Items = 17, Eigenvalue = 6.47,% explained
variance = 8.29)

le persone non le sono amiche? 0.657

si accorge che gli altri la guardano e/o parlano male di lei? 0.621

gli altri non-apprezzano il suo lavoro? 0.609

ha un senso di fastidio se gente la guarda? 0.547

ha idee che nessuno condivide? 0.541

si sente incompreso? 0.54

ha l’impressione che gli altri si approfittino di lei? 0.539

è sensibile alle critiche e alle offese 0.511

ha scarsa fiducia negli altri? 0.496

critica facilmente la gente? 0.484

si sente inferiore agli altri o inadeguato? 0.457

è imbarazzato in presenza di altre persone? 0.47

Pensa che alcune persone sono responsabili dei malesseri che prova? 0.417

si sente a disagio quando è in compagnia? 0.406

litiga spesso con le persone? 0.402

è timido verso le persone di sesso opposto? 0.39

pensa di stare scontando una pena? 0.315

CARE (Items = 12, Eigenvalue = 5.49,% explained
variance = 7.04, cumulative% explained variance = 15.33)

è incapace di portare a termine un compito? 0.559

si sente la mente vuota? 0.551

ogni cosa le richiede uno sforzo? 0.546

trascura cose importanti della sua vita? 0.516

si sente inutile? 0.486

ha problemi di memoria? 0.485

ha difficoltà a prendere decisioni? 0.475

ha scarsi interessi? 0.44

si sente senza speranza? 0.438

ritiene di dover sempre finire ciò che ha iniziato? 0.431

si colpevolizza facilmente? 0.426

si sente lontano dalle altre persone? 0.383

SEEK (Items = 13, Eigenvalue = 4.92,% explained
variance = 6.31, cumulative% explained variance = 21.6)

ha dolori muscolari? 0.667

si sente fisicamente debole? 0.661

soffre di mal di schiena? 0.612

ha gli arti appesantiti? 0.598

ha nausea o mal di stomaco? 0.561

si affatica facilmente? 0.478

ha palpitazioni o cuore in gola? 0.476

passa rapidamente da sensazioni di freddo a sensazioni di caldo? 0.468

ha un nodo alla gola? 0.464

affatica facilmente? 0.458

le capita di sentirsi venir meno? 0.432

pensa di avere una grave malattia fisica o mentale? 0.4

soffre di cefalea? 0.396

FEAR (Items = 8, Eigenvalue = 4.85,% explained variance = 6.22,
cumulative% explained variance = 27.86)

evita alcuni oggetti. situazioni o luoghi perché la spaventano? 0.709

ha paura di viaggiare su un mezzo di trasporto 0.671

ha paura di uscire da solo? 0.643

ha dei momenti di terrore o panico 0.582

(Continued)

TABLE 6 | Continued

ha paura di tutto senza un valido motivo? 0.536

ha paura? 0.525

si sente a disagio tra la folla? 0.488

è a disagio quando è solo? 0.414

RAGE (Items = 10, Eigenvalue = 4.02,% explained
variance = 5.15, cumulative% explained variance = 33)
sente l’impulso di distruggere le cose? 0.628

si arrabbia tanto? 0.556

sente l’impulso a colpire o a far male a qualcuno? 0.523

rompe oggetti e grida facilmente? 0.501

ha dei pensieri che non-sono suoi? 0.495

alcune persone controllano i suoi pensieri? 0.489

pensa al suicidio? 0.475

sente voci o rumori che altri non-sono in grado di sentire? 0.465

alcune persone percepiscono il suo pensiero 0.44

ha la sensazione di essere preso in trappola? 0.415

PLAY (Items = 5, Eigenvalue = 3.17,% explained variance = 4.07,
cumulative% explained variance = 37.8)
è insofferente e irritato? 0.594

è una persona nervosa? 0.47

si preoccupa facilmente per qualsiasi cosa? 0.434

si sente triste? 0.418

è teso o sulle spine? 0.401

LUST (Items = 3, Eigenvalue = 2.49,% explained variance = 3.19,
cumulative% explained variance = 40.27)
ha scarso appetito? 0.578

piange facilmente? 0.438

si sente solo anche se è in compagnia di altre persone? 0.402

consists of 3 items and describes people with a hyperactivity of
the pleasure system.

Table 7 shows the area of dissociative phenomena composed
of a total of 15 items selected from the neural network
divided into three components. Although three components have
emerged, composed of 6, 5, and 4 items respectively, they describe
depersonalization/disorganization and dissociative amnesia, two
typical ways of altering the cognitive functions produced by the
intrusion of emotionality into conscious experiences.

The tables mentioned above present the items in the Italian
language, as the original and only language of the diagnostic
scale is Italian. For the benefit of not Italian speakers, an
English translation of the selected items is provided in the
Supplementary Appendix. However, it should be noted that the
English version provided has never been validated nor used with
English speaking subjects and it is only intended as language aid.
Moreover, the items presented and translated do not sum up to
167, as previously indicated, as 6 of them did not load on any
component and were discarded.

In addition to the strict consistency of the components
with theoretical reference model, the items that make up the
components of each of the three areas have a marked internal
consistency as documented by a Cronbach α value of 0.900 for
the area of emotional characteristics, of 0.889 for the area of
dissociative phenomena and alfa value of 0.953 for the area of
psychopathological traits.

Only 2 out of the 78 items in the group called “emotional
characteristics” have negative loadings, 32 have very low loadings
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TABLE 7 | PCA loadings – Area of dissociative phenomena in the pool of selected
items (40.55% of explained variance – Kaiser-Meyer-Olkin = 0.931).

DEPERSONALIZATION (Items = 6, Eigenvalue = 3.7,% explained
variance = 15.41)

le capita di vedere il modo come se fosse attraverso un vetro? 0.727

le capita di sentirsi una persona diversa da come normalmente è? 0.629

le è capitato di sentire come sconosciuti i luoghi che le sono familiari? 0.617

ha mai sentito i suoi sogni come se fossero reali? 0.607

le è capitato di non-riconoscere la sua immagine allo specchio? 0.585

sente nella testa voci che commentano i suoi pensieri eı/o le 0.511

dicono cosa fare?
AMNESIA (Items = 5, Eigenvalue = 3.63,% explained
variance = 15.11, cumulative% explained variance = 30.52)
le capita di non-sapere se ha fatto una cosa o se ha solo pensato di farla? 0.761

si è accorto aver fatto cose che non-ricordava di aver fatto? 0.721

le capita di possedere oggetti che non-ricorda di aver acquistato? 0.497

le è capitato di rivivere eventi già vissuti? 0.436

incontra persone che la conoscono ma che lei non-riconosce? 0.409

IMAGINATIVE ABSORPTION (Items = 4, Eigenvalue = 2.41,%
explained variance = 10.03, cumulative% explained
variance = 40.55)
le è capitato di non-riconoscere persone che le sono familiari? 0.785

le capita di accorgersi di essersi vestito senza ricordarsi di averlo fatto? 0.563

ha dimenticato eventi importanti nella sua vita? 0.561

le capita di trovarsi in luoghi che non-ricorda di aver raggiunto? 0.361

and 26 low loadings. No items have high values in more
than one component.

One out of the 51 items in the group called
“psychopathological traits” is negative, only 4 have very low
loadings and 11 low loadings. Only 2 out of the 15 items in the
group called “dissociative phenomena” have low loadings.

CONCLUSION

In this work, we have presented a procedure that aims at
combining explanatory and predictive modeling for the
construction of novel psychometric questionnaires based
on psychological and neuroscientific theoretical grounding,
especially with regards to the aspect of the item selection, in a
way that considers both the explanatory power of the theory
and the predictive power of modern computational techniques.
Such combination allows deriving theoretical insights on the
characteristics of the items selected and their conformity with
the theoretical framework of reference. At the same time, it
permits the selection of items that have the most relevance in
terms of prediction by therefore considering the relationship of
the items with the actual psychopathological diagnosis, helping
to construct a diagnostic tool that both conforms with the theory
and with the individual characteristics of the population at hand,
by providing insights on the power of the scale in precisely
identifying out-of-sample pathological subjects.

The proposed randomized machine learning procedure
selected a set of items that drastically improved the prediction
accuracy of the model, compared to the predictions obtained
using all the original items. At the same time, it reduced

the redundancy of the items and eliminated those with
less consistency.

Moreover, comparing the results obtained applying PCA on
all the items and the results obtained using only the set of
items selected by the ANN, clear differences emerge in the
distribution and consistency of the items among the different
components. The hypothesized latent structure is indeed only
partially confirmed by the analysis of all items of the test.
However, on the group of selected items, it clearly emerges a
greater coherence in the components obtained by the PCA, better
confirming the hypothesized latent structure.

The methodology exploits the relationships and the
inner consistency that link the theoretical assumptions and
the experience of the psychopathology, by showing that
focusing on the prediction of the diagnosis and the pathology
phenomena can also help to support the explanatory modeling
of those phenomena.

By looking at the relationship between the items selected
by the procedure and the proposed theoretical framework, by
following the psychopathological model identified, it is consistent
that some systems produce adaptation problems if they are
hyperactive (for example the panic systems of fear and anger
produce malaise only if they are active) and other systems are
maladaptive if hypoactive. Such dynamic is captured by the “yes”
or “no” answers within the questionnaire.

The components that emerge from the group of “emotional
characteristics” describe maladaptive processes that are
expressed at a non-verbal level of consciousness and do not
require the intervention of cortical functions of judgment or
conscious evaluation of events (Solms and Panksepp, 2012).
In our opinion they can represent the emotional substrate of
personality disorders.

The selected items that belong to the group
“psychopathological traits” describe maladaptive phenomena
that require the intervention of cognitive evaluation and belong
to that group of behaviors, psychic functions, emotional states
and contents of thought unanimously considered as psychiatric
symptoms. In our opinion, the components that emerged in
this group describe the action of the conscious mind on basic
emotional states. This group of components can represent the
emotional dimension of the psychopathology of mental disorders
(Panksepp, 2014).

The items belonging to the group “dissociative phenomena”
present three components that describe the destructuring of the
self-experience and episodic memory. This psychopathological
manifestation is due to traumatic events that can occur in every
moment of the person’s life acutely and intensely or with less
intensity for a very long time (Lanius et al., 2014).

In conclusion, we believe that the present methodology
has the potential to offer an approach for the construction
of new psychometric scales or the reorganization of existing
ones, by focusing on the predictive power of the scale in
accordance with observable phenomena, in conjunction with
the traditional dimensional approach that characterizes many
modern psychometric tools.

In the exemplar case presented in this work, we are aware that
additional investigations are required for a compelling validation
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of the proposed psychometric questionnaire, to demonstrate its
robustness further and support its use in real psychodiagnostic
settings. At the same time, the methodology could be likewise
applied to the restructuring of existing and already validated
psychometric scales. This work, envisioned for the future, might
further support the validity of such methodology. Moreover, we
will try to combine predictive and validity metrics in a unified
procedure to balance the validity and predictive performance
of models, toward the definition of prediction-based validity
principls and tools. Nevertheless, we believe that its application
to scale constructions, as in the present case, might already
demonstrate the potential of the proposed approach.
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The main aim of this research was to test the factorial validity and measurement
invariance across genders and countries of a set of instruments designed to assess
high-school students’ attitudes, self-regulatory efficacy, and moral disengagement with
regard to doping. A second aim was to examine the criterion and predictive validity of
these scales. In total, 402 high-school students from Italy, Romania, and Turkey (40.0,
25.1, and 34.9%, respectively; M age 14.78 years old; SD = 1.04; 52.8% females)
completed questionnaires measuring attitudes toward doping, self-regulatory efficacy
in refraining from doping, doping-specific moral disengagement, and intention to use
doping substances. A confirmatory factor analysis (CFA) supported our expectations
with regard to the factor structure of the scales. Multigroup CFAs provided evidence for
the full equivalence of the measures across males and females and partial equivalence
of the measures across the three countries. The results of the latent mean comparison
showed that male students had lower levels of self-regulatory efficacy than females
and that Romanian and Turkish students had higher levels of moral disengagement
and lower level of self-regulatory efficacy than Italian students. Finally, the results of
a structural equation modeling supported the hypothesis that the proposed model
predicted students’ intentions to use doping, thus generally confirming the criterion
and the predictive validity of the measures. These findings suggested the validity of a
set of instruments measuring attitudes toward doping, self-regulatory efficacy to refrain
from doping, and doping-specific moral disengagement in high-school students from a
cross-gender and a cross-cultural perspective and provided meaningful estimates of the
differences in the three factors between males and females as well as between Italian,
Romanian, and Turkish high-school students.

Keywords: high-school students, self-regulatory efficacy, moral disengagement, measurement invariance,
gender differences, cross-cultural differences
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INTRODUCTION

The use of doping is recognized as a relevant issue in sport.
A growing body of literature indicates that not only elite
athletes use and abuse doping substances but also those who
engage in amateur and recreational sports (Dunn and White,
2011) sometimes to an even greater extent than professional
athletes (Wanjek et al., 2007). For this reason, doping has
been identified as a rising public health problem. Furthermore,
a rise in doping has been detected in the young, whether
they are athletes or not (LaBotz and Griesemer, 2016), a
tendency which is becoming apparent at increasingly young ages
(LaBotz and Griesemer, 2016; Nicholls et al., 2017). The term
“doping” generally indicates the use of illegal performance- and
appearance-enhancing substances (PAES; Mallia et al., 2013),
but several studies in reference to various different sports have
demonstrated the extensive consumption of legal PAES, such
as proteins, amino acids, creatine, etc. (Bell et al., 2004). Even
though these substances are legal, they may act as a “gateway”
to doping practices (Lucidi et al., 2017). Also the use of legal
PAES appears to be increasing among young people (Bell et al.,
2004; Hoffman et al., 2008; LaBotz and Griesemer, 2016). For
example, a study conducted in the US revealed that, among
high-school students, 38.8% of boys and 18.2% of girls reported
protein supplement use; furthermore, although students who
regularly practiced sports used these substances more frequently,
also 18.2% of other students frequently consumed protein
supplements (Eisenberg et al., 2012). Therefore, for both legal and
illegal PAES, high-school students are one of the groups that are
more at risk (Dodge and Hoagland, 2011; Dunn and White, 2011;
Eisenberg et al., 2012).

A growing body of research has investigated the factors that
affect the use of doping in athletes and non-athletes (Lucidi
et al., 2008; Petróczi and Strauss, 2015; Mallia et al., 2016;
Kavussanu et al., 2019). A recent meta-analysis identified positive
attitudes toward doping, morality, and self-efficacy to resist from
doping as being some of the strongest psychological predictors
of doping intentions and behaviors (Ntoumanis et al., 2014).
Although these factors have been extensively investigated in the
context of doping in competitive sport, so far, no studies have
specifically examined the measurement invariance of these scales
across genders and across countries in a population of non-
athletes. Valid instruments, which are equivalent across males and
females and across countries, are essential in order to make the
prediction of doping intention and behavior more accurate. In
the subsequent paragraphs, we will define the constructs under
examination. We will then outline the importance of possessing
valid instruments for measuring them in order to facilitate
doping prevention.

According to the Theory of Planned Behavior (TPB; Ajzen,
1991), one of the leading socio-cognitive theories, the term
“attitude” refers to the degree to which individuals have a
favorable or unfavorable evaluation of a behavior. One’s attitude
toward doping therefore consists of a positive or negative
evaluation of its use either for performance enhancement or for
esthetic reasons. Research conducted on the basis of the TPB
has demonstrated that attitudes toward doping are effective in

predicting doping intentions and behavior (Lucidi et al., 2004,
2008; Wiefferink et al., 2008; Goulet et al., 2010; Lazuras et al.,
2010; Mallia et al., 2016). This applies to various different groups,
such as elite athletes (Lazuras et al., 2010), non-professional
athletes (Wiefferink et al., 2008), and students (Lucidi et al., 2008;
Zelli et al., 2010; Mallia et al., 2013). These results are therefore
generalizable across different populations and contexts.

According to the Social Cognitive Theory (Bandura, 1997),
“perceived self-efficacy” refers to the beliefs that individuals
hold about their capacity to achieve their personal goals and
to overcome difficulties. According to Bandura, self-efficacy
must be tailored to the particular domain of functioning or
conduct that is being investigated (Bandura, 1997). Thus, as
in the context of doping, social normative pressures, such as
the influence of significant others, may have a significant role
with respect to the use/abuse of illegal substances (Kindlundh
et al., 1999), individuals’ beliefs about their own ability to
resist to them are fundamental. Therefore, “doping-specific self-
regulatory efficacy” refers to one’s ability to resist social pressure
toward doping and to avoid or cope with situations in which
doping occurs more often. Studies have shown that, in addition
to attitudes, self-regulative efficacy toward doping is effective
in predicting doping intentions and self-reported doping use
(Lucidi et al., 2008; Lazuras et al., 2010; Zelli et al., 2010;
Barkoukis et al., 2013; Mallia et al., 2013, 2015).

Within the Social Cognitive Theory (Bandura, 1991), a
construct that has recently been receiving increasing attention
is that of moral disengagement (Kavussanu et al., 2016), which
is a process of convincing oneself that ethical standards do not
apply in a particular context, by suspending or deactivating
the mechanism of self-condemnation and self-sanction. One’s
internal moral standards can thus be activated or inhibited by
mechanisms of self-justification. In these cases, people may not
feel obliged to make decisions that conform to their normal moral
standards. Moral disengagement in the context of doping refers
to the “self-serving self-regulatory process that allows people
to dope while still believing they are acting morally” (Lucidi
et al., 2017, pp. 2). It constitutes a moral justification for doping,
for example, by comparing it with more extremely inhumane
actions or when substance use is not perceived as being under
the individual’s own control. Many studies have demonstrated
that moral disengagement influences adolescents’ intention to use
doping and doping substances effective use (Lucidi et al., 2008;
Kavussanu et al., 2016).

Despite the fact that measures of attitudes, self-regulatory
efficacy, and moral disengagement toward doping have been
used extensively in research into doping (Kavussanu et al., 2016,
2019; Mallia et al., 2016; Lucidi et al., 2017) and much support
has been found for their internal consistency and reliability,
no studies have been published that establish the validity of
these scales for non-athletes. This is important since various
studies have shown that the use of illegal PAES is a widespread
issue (Mallia et al., 2013), which is not limited to athletes and
is particularly relevant for adolescents (Barkoukis et al., 2016).
Moreover, the use of doping substances poses a significant
threat in many other area of adolescents’ lives, as it has been
associated with behaviors that pose a high health risk, such as
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the abuse of alcohol and illicit drugs (e.g., DuRant et al., 1995;
Kindlundh et al., 1999), and it is often seen as having an effect on
variables related to young people adjustment, such as academic
achievement (DuRant et al., 1995; Kindlundh et al., 1999). It is
therefore particularly important to prevent doping in adolescents
because at this age, individuals are more susceptible to normative
influences (Ntoumanis et al., 2014) and their attitudes are shaped.
According to various studies (Smith and Stewart, 2010; Barkoukis
et al., 2016), our values with regard to sports, as well as doping, are
associated with social norms that shape our attitudes toward the
use of doping substances. It is therefore highly recommended to
support interventions targeting adolescents’ perceptions of sport
values, social norms, and attitudes toward PAES use in sports.
Interventions which aim to improve adolescents’ perceptions
of sporting values, social norms, and attitudes toward the use
of PAES in sports therefore need to be supported. For this
purpose, we need to possess valid instruments for the screening
and evaluation of interventions focused on combating doping
among young people.

In addition, no study hitherto has analyzed the measurement
invariance of these instruments across genders and countries.
Doping is influenced by the interplay of several factors, such as
personal characteristics and social contexts (e.g., social norms)
(Ntoumanis et al., 2014) that can vary for several reasons
(e.g., different countries, laws, or individual backgrounds). In
order to evaluate and compare anti-doping interventions, it
is therefore important to use measures that can be applied
regardless of the context or individual-specific characteristics.
Limited studies have investigated the validity of several different
instruments in a sample of athletes (Kavussanu et al., 2016;
Mallia et al., 2016). In particular, Kavussanu et al. (2016)
investigated the validity and the measurement invariance across
genders of a 12-item measure moral disengagement toward
doping which was specifically devised for the context of sport,
whereas Mallia et al. (2016) developed and validated measures
of self-regulatory efficacy in refraining from doping and moral
disengagement toward doping in team contexts, as well as
examining the measurement invariance of the scales across
different countries. As previously pointed out, the factorial
validity of these scales in the population of non-athletes has
so far not been analyzed. Furthermore, it is necessary to
determine whether doping-related measures of attitudes, self-
efficacy, and moral disengagement are valid in terms of their
equivalence across males and females and across different
cultures. The present study was designed to make up for
this lack, and it represents the first assessment of a set
of measures of psychosocial determinants of doping use, as
well as the first examination of their measurement invariance
across males and females and across countries in a sample
of non-athletes.

The Present Study
The aim of this research was to test the factorial validity
of a set of instruments measuring attitudes, self-efficacy, and
moral disengagement toward doping in a sample of non-athletes
and to test the measurement invariance of these scales across
genders and countries, i.e., to determine the extent to which

individuals of different groups interpret the items of a measure
in an equivalent way (Cheung and Rensvold, 2002), a factor
that is essential in order to reliably compare these groups.
When there is a satisfactory level of measurement invariance,
any differences that are detected between the groups reflect
genuine differences in the variables and rather than variations
in the responses that are merely due to a different interpretation
or understanding of the items in the questionnaires. Previous
research has indicated the presence of gender differences in
attitudes, self-regulatory efficacy, and moral disengagement
in several populations, including high-school students (Lucidi
et al., 2008) and team sport athletes (Boardley and Kavussanu,
2008). Typically, females report less positive attitudes toward
doping, as well as higher levels of self-regulatory efficacy and
of moral disengagement than males (Lucidi et al., 2008). Since
gender differences are common regarding these factors, it is
fundamental to investigate whether the differences measured
are simply due to different interpretations of the items, which
means that it is necessary to test the measurement invariance
of these scales across males and females. Previous studies have
also identified cross-cultural differences in these variables in
different populations. For example, Mallia et al. (2016) found
that German team-athletes considered themselves more able
to resist social pressure with regard to doping use than did
the Greek and Italian team-athletes, while the Greeks reported
that they lowered their personal moral standards to a greater
extent than their Italian and German peers. Hence, in order
to understand whether different responses between the groups
reflect actual differences in the variables examined and not
just differing interpretations of the items, it is also necessary
to investigate measurement invariance across countries. For
this reason, the present investigation included participants
from three different countries: Italy, Romania, and Turkey. By
comparing latent means, we closely examined the differences
within the two groups—one based on gender, the other on
nationality—with regard to the measures used. Finally, in order
to examine the criterion and the predictive validity of the
scales, the present study also examined the associations of the
measures of attitudes, self-efficacy, and moral disengagement
to participants’ reported intentions to use doping substances in
the near future.

MATERIALS AND METHODS

Participants and Procedures
The participants were high-school students (n = 402; M age
14.78 years, SD = 1.04; age range 14–18 years; 52.8% females)
who participated in a project designed to promote life skills
in young people in order to promote health. The project
involved students from three European countries: Italy (n = 161;
40%; M age = 13.89 years; SD = 0.88), Romania (n = 101;
25.1%; M age: 15.28 years, SD = 0.72) and Turkey (n = 140;
34.8%; M age = 15.47 years, SD = 0.53). In accordance
with ethical guidelines, a description of the study with a
consent form to be signed was sent to the students’ parents
and voluntary participation was only requested from those
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students whose parents had given their consent. All of the
participants were informed about confidentiality and anonymity
and their right to withdraw from the study at any time. The
participants were invited to complete an online questionnaire
lasting about 20 min during classroom hours. All of the
questionnaires were anonymous.

Measures
The questionnaire, based on the instruments developed by Lucidi
et al. (2008), included measures of attitudes toward doping,
doping-specific self-regulatory efficacy, moral disengagement
and intention to use doping substances. As the original versions
of the scales were in Italian, all the scales were translated from
Italian into Romanian and Turkish using the standardized back
translation procedures (Hambleton and Patsula, 1998). Thus, the
questionnaire, which had already been translated into Romanian
and Turkish by a professional translator, was translated back into
the original language (Italian) by another expert translator in
order to ensure that the original meaning of the questions had
not been changed in any way. Descriptive statistics and reliability
coefficients for all the measures used in the study are reported in
Table 1. The measures in Italian, Romanian, Turkish, and English
are included in the Supplementary Materials.

Attitudes Toward Doping
The respondents’ attitudes toward doping were measured by
five items, with responses on five-point semantic differential
scales with the bipolar adjectives: “useless/useful,” “foolish/wise,”
“undesirable/desirable,” “negative/positive,” “harmful/beneficial,”
asking participants to express the extent to which the “use of
illegal substances to improve sporting performance or physical
appearance would be for you. . .”

Doping-Specific Self-Regulatory Efficacy
Self-regulatory efficacy toward doping was measured by six items
referring to the extent to which participants felt confident in
avoiding or coping with situations or circumstances in which
doping use is more likely on a 5-point Likert-type scale ranging
from not at all capable (1) to completely capable (5).

TABLE 1 | Descriptive statistics, reliability, and zero-order correlations among all
the key variables of the study.

Mean (SD) Cronbach’s
alpha

Zero-order correlations

(1) (2) (3) (4)

(1) Attitudes toward
doping

1.89 (0.99) 0.82

(2) Self-regulatory
efficacy

5.45 (1.62) 0.85 −0.40**

(3) Moral
disengagement
toward doping

2.00 (0.87) 0.72 0.34** −0.32**

(4) Intention to use
doping substances

1.48 (0.84) 0.82 0.58** −0.38** 0.41**

**p < 0.01.

Doping Moral Disengagement
The participants’ moral disengagement was measured by six
items addressing the mechanisms of moral disengagement that
are relevant to doping. For example, the item “compared to
the damaging effects of alcohol and tobacco, the use of illicit
substances is not so bad” refers to the mechanism of advantageous
comparison, while the items “it is not right to condemn those who
use illicit substances to improve their body, since many do so”
refers to the mechanism of displacing or diffusing responsibility.
No items measured the attribution of blame or dehumanization
as these processes are not pertinent in the field of doping research
(Lucidi et al., 2008). For each item, students rated their agreement
on a five-point Likert scale ranging from I do not agree at all (1)
to I completely agree (7).

Intention
Intention was assessed by three items measuring the likelihood
of using doping substances in the following 3 months (i.e.,
“How strong is your intention to use illegal substances to
improve your sporting performance or your physical appearance
in the next 3 months?”). The responses were recorded on
a 5-point Likert scale ranging from not strong at all (1) to
very strong (5).

Analyses
Testing the Measurement Model
Confirmatory factor analyses (CFA) of attitudes, self-regulatory
efficacy, and moral disengagement were initially conducted using
MPLUS software (Version 8; Muthén and Muthén, 2017). An
initial CFA was conducted in order to examine the hypothesis
that each set of items measured only one latent factor (i.e.,
the model implied three factors: attitude, doping-specific self-
regulatory efficacy, and moral disengagement) and that the three
factors were correlated with each other. The measurement model
is displayed in Figure 1. Model parameters were estimated
using the maximum likelihood (ML) estimation method, and
the quality of the measurement model was examined through
multiple fit indices: comparative fit index (CFI), Tucker–Lewis
index (TLI), root mean square error of approximation (RMSEA),
standardized root mean square residual (SRMR) (Hu and Bentler,
1999), and chi-square (χ2)/df ratio (Tabachnick and Fidell, 2006).
Cutoff values of 0.90 or above for the CFI were considered
indicative of adequate model fit (Marsh et al., 2004).Values of 0.08
or less for the RMSEA and the SRMR were deemed satisfactory
for well-fitting models (Marsh et al., 2004). A value of two or less
for the χ2/df ratio is considered a good indicator of model fit
(Tabachnick and Fidell, 2006); however, Kline (1998) suggested
that a χ2/df ratio of three or less is also a reasonably good
indicator of model fit.

Evaluating Measurement Invariance Across Genders
and Countries and Estimating Latent Mean
Differences
Subsequently, in order to test the hypothesis of measurement
invariance across genders and countries (i.e., that measurement
structure of the instruments applies equally well to males and
females, as well as to each country), a second series of CFAs of the
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FIGURE 1 | The measurement model for the three instruments used in the study.

model were performed. In line with the literature (Byrne, 2008),
these multigroup CFAs tested the configural equivalence (to
ascertain that the number of factors and their loading pattern are
invariant across groups), the measurement or metric equivalence
(to ascertain that all the factor loadings are invariant across
groups), and the scalar equivalence (to ascertain that all the item
intercepts are invariant across groups). The fit of the models
was compared using the change in CFI values (1CFI ≤ 0.01)
according to Cheung and Rensvold (2002). In addition, in order
to test differences with regard to the factors considered in the
study, latent mean differences were estimated across genders
and countries for each of the three factors—attitudes, self-
regulatory efficacy, and moral disengagement—by fixing the
latent factor means for one group (i.e., the reference group) to
zero and freely estimating the latent factor means for the other
groups. Latent mean differences were estimated separately for
genders and countries.

Testing the Structural Equation Model
In order to evaluate the criterion and predictive validity
of the measures, we tested the hypothesis that adolescents’

attitudes, self-regulatory efficacy, and moral disengagement were
predictive of doping intention in a Structural Equation Model
(SEM). As for the CFA, model parameters were estimated
using the ML estimation method using MPLUS software
(Version 8; Muthén and Muthén, 2017), and the quality of the
structural model was examined through multiple fit indices:
CFI, TLI, RMSEA, SRMR (Marsh et al., 2004), and χ2/df
ratio (Tabachnick and Fidell, 2006). The same cutoff values
used for the evaluation of the model fit of the CFA were
used for the SEM.

RESULTS

Descriptive Statistics, Reliability, and
Correlations
Table 1 shows descriptive statistics, reliability, and zero-order
correlations of all the key variables of the study for the total
sample. Cronbach’s alpha coefficients indicated an acceptable to
good reliability for the scores on all of the scales. Zero-order
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correlations showed that doping intention was positively
correlated with attitudes and with moral disengagement toward
doping and negatively correlated with doping-specific self-
regulatory efficacy.

The Measurement Invariance of the
Scales Across Genders and Countries
Configural, metric, and scalar measurement invariance of
the model was tested across genders and countries. Table 2
shows the goodness-of-fit indexes for all the models tested.
With respect to measurement invariance across genders, the
comparison of the configural invariance model with the metric
invariance model showed that the difference in the CFI was
smaller than the cutoff criterion (1CFI = 0.009), providing
support for the metric invariance of the scales across genders.
Furthermore, the comparison of the metric invariance model
with the scalar invariance model provided support for the full
scalar invariance of the scales across genders (1CFI = 0.005).
With regard to measurement invariance across countries, the
comparison of the configural invariance model with the metric
invariance model confirmed the metric invariance of the scales
across Italy, Romania, and Turkey as the difference in the
CFI was smaller than the cutoff criterion (1CFI = 0.005).
However, the comparison between the scalar invariance model
and the metric invariance model indicated that there was not
a complete scalar equivalence. In fact, when the model was
revised to include the constraints of the item intercepts, the
difference in the CFI was bigger than the cutoff criterion.
When we examined the modification indices obtained, we
found that for six of the items, the intercepts were not
statistically equivalent across countries. Accordingly, the equality
constraints for these items were released (i.e., the item intercepts
were freely estimated) and a second multigroup CFA was
then performed. The results of this analysis suggested a
partial scalar equivalence across the three national samples,
as indicated by an improved 1CFI (0.008). Table 3 shows
the standardized factor loadings and the reliability for each
group—for males and females and for Italian, Romanian,
and Turkish—as well as the items that were non-invariant
across the countries.

Differences in Attitudes, Self-Regulatory
Efficacy, and Moral Disengagement
Between Genders and Countries
Table 4 shows the results of the analysis of the latent
mean differences across genders and countries with regard to
the factors considered in the study. Male students showed
lower levels of self-regulatory efficacy than females, but there
were no statistically significant differences between males and
females regarding attitudes and moral disengagement, although
males tended to have more positive attitudes toward doping
(p = 0.08). Both Romanian and Turkish students showed
higher levels of moral disengagement and lower levels of
self-regulatory efficacy than Italian students. There were no
statistically significant differences between the three groups
with regard to attitudes, although Romanian students tended
to have more positive attitudes toward doping than Italian
students, but this finding did not reach a level of statistical
significance (p = 0.06).

The Criterion and Predictive Validity of
the Three Measures
As displayed in Figure 2, the results of the SEM analysis met
the multiple criteria for adequate model fit, thus supporting
the hypothesis that the set of instruments together predicted
students’ prospective intentions to use doping. Furthermore,
students’ moral disengagement and attitudes uniquely and
significantly predicted their intentions to use doping substances.
These latter estimates went in the expected directions, suggesting
that a greater degree of moral disengagement and more
positive attitudes would lead to stronger doping intentions.
Although the observed scores of self-regulatory efficacy and
intention to use doping are statistically significant and negatively
correlated (Table 1), the path between these two variables
seemed to be statistically insignificant in the SEM analyses.
Therefore, in order to test whether this was a “suppressor
effect” due to intercorrelations between the three predictors,
a dominance analysis was computed assessing the relative
importance of the three regressors in the linear model, using
R (Grömping, 2006). The results of this analysis, which was
conducted with the R package relaimpo using the metric

TABLE 2 | Measurement invariance across gender and country.

χ2 df CFI TLI RMSEA SRMR χ2/df Models compared 1CFI

Gender

Configural invariance 431.527 232 0.908 0.892 0.066 0.060 1.860

Metric invariance 466.737 246 0.899 0.888 0.067 0.071 1.897 Metric against configural 0.009

Scalar invariance 490.595 260 0.894 0.889 0.067 0.073 1.886 Scalar against metric 0.005

Country

Configural invariance 524.070 348 0.920 0.906 0.062 0.070 1.505

Metric invariance 562.137 376 0.915 0.908 0.061 0.077 1.495 Metric against configural 0.005

Scalar invariance 720.767 404 0.856 0.855 0.077 0.093 1.784 Scalar against metric 0.059

Partial scalar invariance 602.178 398 0.907 0.905 0.062 0.079 1.513 Scalar against metric 0.008

CFI, comparative fit index; TLI, Tucker–Lewis index; RMSEA, root mean square error of approximation; SRMR, standardized root mean square residual; df,
degrees of freedom.
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TABLE 3 | Standardized factor loadings and internal reliability for the three instruments across genders and across the three countries participating in the study (i.e., Italy,
Romania, and Turkey).

Multigroup-CFA factor loadings

Gender Countries

F M IT RO TU

(1) Attitudes toward doping

The use of illegal substances to improve sporting performance or physical appearance would be for you:

1. Useless/useful 0.64 0.57 0.49 0.76 0.74

2. Foolish/wise 0.57 0.53 0.47 0.68 0.73

3. Undesirable/desirable 0.73 0.81 0.75 0.67 0.74

4. Negative/positive 0.77 0.80 0.83 0.67 0.82

5. Harmful/beneficial 0.79 0.82 0.80 0.81 0.82

Cronbach’s alpha 0.82 0.81 0.74 0.85 0.87

(2) Doping-specific self-regulatory efficacy

You would be able to resist the temptation to use doping substances

1. . . .even in the case you have a fall in performance 0.65 0.60 0.61 0.52 0.67

2. . . .to have a physique more appreciated by others, even if nobody will ever know it 0.60 0.67 0.76 0.61 0.62

3. . . .to make your body closer to how you would like it 0.65 0.76 0.75 0.64 0.70

4. . . .to achieve faster results, even if nobody will ever know it 0.76 0.77 0.82 0.65 0.79

5. . . .despite other people suggest me to do it 0.73 0.70 0.75 0.63 0.70

6. . . .to improve in the sport you practice, even if you know that wouldn’t have any side effects 0.75 0.76 0.80 0.67 0.74

Cronbach’s alpha 0.84 0.86 0.88 0.80 0.85

(3) Moral disengagement toward doping

How much do you agree with each of these statements?

1. Compared to the damaging effects of alcohol and tobacco, the use of illicit substances is not so bad 0.57 0.52 0.44 0.52 0.52

2. It is not right to condemn those who use illicit substances to improve their body, since many people do the same 0.50 0.48 0.51 0.49 0.49

3. Doping use is just another good way to “maximize its potential” 0.55 0.47 0.37 0.48 0.53

4. There is no reason to punish people who use illicit substances to improve their physical appearance, after all, no one gets hurt 0.56 0.51 0.49 0.54 0.55

5. People who use illicit substances in sport are not to blame, to blame are those who expect too much from him 0.54 0.53 0.51 0.50 0.55

6. To overcome their own limitation, it is reasonable to use also illicit substances 0.79 0.75 0.77 0.70 0.78

Cronbach’s alpha 0.76 0.68 0.65 0.72 0.72

F, female; M, male; IT, Italy; RO, Romania; TU, Turkey; CFA, confirmatory factor analysis. All the factor loadings are statistically significant (p < 0.001). The items for which
the intercepts were non-invariant between the countries are underlined.

lmg, confirmed the contribution of self-regulatory efficacy to
the R2 increase, therefore confirming the hypothesis of the
suppressor effect. Results for the latter analysis are included in
the Supplementary Materials.

TABLE 4 | Results of the latent factor mean difference tests.

Difference tests

Doping-related
constructs

Gender Countries

Females versus
Malesa

Italians versus
Romaniansb

Italians versus
Turkishb

Attitudes 0.158 0.234 −0.110

Self-regulatory
efficacy

−0.374* −0.830*** −0.383*

Moral
disengagement

0.041 0.553*** 0.412***

aFemales are the reference group for the comparison (the latent mean for this group
is fixed to be zero). b Italians are the reference group for the comparison (the latent
mean for this group is fixed to be zero). *p < 0.05; ***p < 0.001

DISCUSSION

Pro-doping attitudes, self-regulatory efficacy, and moral
disengagement toward doping are self-reported measures that
are widely used in the context of doping prevention (Lucidi et al.,
2008; Ntoumanis et al., 2014; Kavussanu et al., 2016; Mallia et al.,
2016). Those studies conducted hitherto have investigated the
psychometric properties of these measures only in the context
of sport, and none of them have either analyzed their factorial
validity in a sample of non-athletes or tested their measurement
invariance across different genders and cultures. The aim of the
present study was therefore to test the three-factor structure
of the measures in non-athletes, as well as their measurement
invariance in males and females and in three different countries:
Italy, Romania, and Turkey. Examining whether a set of
instruments measuring the determinants of doping is invariant
across cultures and genders will allow researchers to properly
use and interpret their results. The findings of the CFA provided
evidence for the factorial validity of the set of instruments.

Multigroup CFAs conducted on gender and on the three
countries supported full configural, metric, and scalar invariance
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FIGURE 2 | The results of the structural equation model (SEM) in which high-school student’ attitudes, self-regulatory efficacy and moral disengagement predicted
doping intention. ***p < 0.001.

between males and females and full configural, metric, and
partial scalar invariance between Italian, Romanian, and
Turkish high-school students. Although the full measurement
invariance across countries was not achieved, findings may allow
appropriate cross-group comparisons (Vandenberg and Lance,
2000). These results suggest that for males and females as well
as for Italian, Romanian, and Turkish high-school students,
the set of measures has the same structure, with most of the
items being equally associated with pro-doping attitudes, self-
regulatory efficacy, and moral disengagement toward doping.
The scalar invariance across countries and genders allowed us
to directly compare the latent means. The findings revealed
that girls perceived themselves as significantly more efficacious
in resisting social pressure to practice doping than did boys,
whereas no significant gender differences were found in
moral disengagement and pro-doping attitudes. However, boys
expressed more positive attitudes toward doping use than girls
did, even though this result did not reach a level of statistical
significance. Differences between boys and girls are consistent
with previous studies on doping conducted with high-school
students (i.e., Lucidi et al., 2008) showing that girls are better
able to deal with personal or interpersonal pressure than are boys.
Regarding differences between countries, the results show that
both Romanian and Turkish students had significantly higher
levels of moral disengagement and significantly lower levels of

self-regulatory efficacy than Italian students. When asked about
their level of self-justification of doping conducts and their
capability to resist the social pressure that encourage doping,
Romanian and Turkish high-school students reported that they
lowered their personal moral standards to a greater extent and
that they felt higher levels of self-efficacy, as compared to their
Italians peers. Mallia et al. (2016) found similar differences
between countries, with German athletes considering themselves
more able to resist social pressure with regard to doping use than
did Greek and Italian athletes, and with Greek athletes reporting
that they suspended their personal moral standards to a greater
extent than did Italian and German peers. To our knowledge,
no previous studies exist that compare Italian, Romanian,
and Turkish high-school students concerning these factors.
Differences in perceived self-efficacy and moral disengagement
toward doping may simply reflect cultural differences and
national customs or traditions. Further studies are needed in
order to better explain cross-national differences regarding self-
efficacy beliefs and moral disengagement.

Finally, the SEM findings of the present study supported
the hypotheses that the measures had criterion and predictive
validity. However, it is important to note that, contrary to
our hypothesis, students’ perceptions of their self-regulatory
efficacy to resist external pressure toward doping did not
uniquely predict adolescents’ intentions to practice doping. This
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finding was probably due to the intercorrelations between self-
regulatory efficacy and the other two predictors of intention as the
dominance analysis confirmed that self-regulatory efficacy was a
significant predictor of intention in a multiple regression model.

It is important to note some limitations of our results. First,
the sample size was limited. Second, the study included only
participants from Italy, Romania, and Turkey. It would be
interesting to replicate this study in a larger sample size and in
other countries. Despite these limitations, our results suggest that
the instruments examined are reliable and can be used in high-
school students to measure their positive attitudes, self-regulatory
efficacy, and moral disengagement toward doping.

CONCLUSION

In recent years, interest has been growing in doping research.
Various studies have shown that the use of illegal PAES is not
limited to athletes (Mallia et al., 2013), especially with regard
to adolescents (Barkoukis et al., 2016). Most of the research has
identified positive attitudes toward doping, morality, and self-
efficacy to resist doping as the strongest psychological predictors
of doping intentions and behaviors (Ntoumanis et al., 2014).
It is therefore fundamental to have a valid instrument for
the screening and evaluation of these constructs in order to
prevent doping among young people. Furthermore, doping use
is influenced by a combination of factors, such as personal
characteristics and social contexts (Ntoumanis et al., 2014),
that may be associated with different countries or individual
experiences. It is therefore important to adopt measures that can
be utilized regardless of the national context or characteristics
specific to the individual. Our findings suggest that the measures
investigated are invariant across genders and partially invariant
across countries, so that the reports of males or females, as well as
of Italian, Romanian, and Turkish students on these constructs
can be meaningfully compared. It seems safe to conclude that
the instruments analyzed can be reliably used with high-school
students to measure their positive attitudes toward doping, self-
regulatory efficacy, and moral disengagement, thereby helping
teachers and health practitioners to predict young people’s use of
doping or intentions to resort to doping in the future. Finally, the
instruments may also be used to measure the effects of specific
school-based interventions aimed at preventing the practice of
doping (Lucidi et al., 2017).
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This study investigated the factor structure of the Work-Related Flow Inventory
(WOLF) through the application of the bifactor exploratory structural equation modeling
(B-ESEM) framework. Using a sample of 577 Chinese teachers, we contrasted a series
of competing models, including CFA, ESEM, bifactor CFA, and B-ESEM models. The
results suggested that the B-ESEM structure with three S-factors (absorption, work
enjoyment, and intrinsic work motivation) and one G-factor (global flow) was the best
representation of the WOLF ratings. The results also supported the composite reliability
and the strict invariance of this measurement structure between male and female
groups. Relative to males, female teachers showed a higher level of global work-related
flow experience. Finally, the nomological validity of WOLF ratings was supported by the
statistical relationships of the WOLF factors with job satisfaction and autonomy.

Keywords: work-related flow, WOLF, bifactor model, ESEM, B-ESEM, measurement invariance, nomological
validity

INTRODUCTION

There has been an increasing interest in the construct of flow over the last forty years. Flow is a
state of consciousness where people become totally immersed in an activity, and enjoy it intensely
(Csikszentmihalyi, 1997). When a person is engaged in some activity of his or her preference,
whether it be leisure (e.g., playing chess), sport (e.g., swimming), work, or study, it is more likely
that the individual may experience flow. According to flow theory (Csikszentmihalyi, 1975), flow
not only helps individuals to have pleasure and satisfaction in the activity, but also improves their
self-efficacy and self-esteem and promotes their self-growth and subjective well-being.

Evidence shows that people may have more experience of flow during work as opposed to during
their spare time (e.g., Delle Fave and Massimini, 2003). Bakker (2008) discussed that work-related
flow experience could be conceptualized as three aspects: absorption, work enjoyment, and intrinsic
work motivation. Absorption reflects a person’s concentration on, and immersion in, the work.
Work enjoyment reflects a person’s happy feeling and positive view with regard to the quality of his
work. Intrinsic work motivation reflects the tendency that a person does the work for pleasure and
satisfaction in the work. Flow at work is most likely to occur when a balance is achieved between the
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demand of a job and a person’s capacity and adequate
organizational resources available for doing the job successfully
(Bakker, 2008).

Psychometric Characteristics and Latent
Structure of the WOLF
Despite the existence of many methods (e.g., experience
sampling method, questionnaires, neuronal indicators, and
psychophysiological measures) and psychometric instruments
(e.g., the Swedish Flow Proneness Questionnaire, Ullén et al.,
2012; the Flow State Scale, Jackson and Marsh, 1996) developed to
assess flow, the work-related flow inventory (WOLF) developed
by Bakker (2008) is the most widely administered measure in the
work context. By design, the WOLF consists of three dimensions:
absorption (4 items), work enjoyment (4 items), and intrinsic work
motivation (5 items). As discussed in Csikszentmihalyi (1997),
these three dimensions are the important components typically
included in research for flow.

Research findings have generally supported the psychometric
quality of the WOLF. For example, Bakker (2008) found that the
WOLF showed good internal consistency reliability as well as
test-retest reliability estimates, in addition to good evidence for
its convergent, construct, and predictive validity. Other studies in
different cultural settings also provided support for the WOLF’s
psychometric quality, such as reliability, predictive validity, and
convergent validity, etc. The cultural settings in which such
evidence came from included South Africa (Geyser et al., 2015),
Norway (Christensen, 2009), Spain (Salanova et al., 2006),
Pakistan (Zubair and Kamal, 2015), Italy (Colombo et al., 2013;
Zito et al., 2015), and Turkey (Zekioğlu et al., 2017). Similarly,
the WOLF has also been shown to have good psychometric
characteristics (e.g., reliability and validity) when used in the
Chinese cultural context (Zeng, 2013; Chen et al., 2016).

With regard to the latent structure of the WOLF, there are
some unresolved issues. Using multiple samples of employees
from different occupational groups in Netherlands, Bakker
(2008) provided empirical support for the three-factor CFA
model consistent with the original design of three components
for the measure, over the one-factor model (i.e., only the general
factor of flow), and a couple of competing two-factor models.
In general, the three-factor structure of the WOLF has also been
supported in other cultural settings, such as South Africa (Geyser
et al., 2015), Brazil (Freitas et al., 2019), Italy (Colombo et al.,
2013; Zito et al., 2015), Turkey (Zekioğlu et al., 2017), and China
(Zeng, 2013; Chen et al., 2016). However, most research indicated
that this three-factor model typically only showed borderline
model fit at best (e.g., Bakker, 2008; Chen et al., 2016), especially
with the consideration of the widely used criteria for model fit
assessment (Hu and Bentler, 1999).

Furthermore, there was discussion that, of the three constructs
proposed for WOLF, two of them – work enjoyment and
intrinsic work motivation – overlap conceptually (Llorens et al.,
2013; Happell et al., 2015), as enjoyment could already be
covered by intrinsic motivation. Operationally, as discussed
in Ryan and Deci (2000), self-report of enjoyment is often
used for measuring intrinsic motivation. In a sample of

Australian workers, Happell et al. (2015) found that the items
representing the work enjoyment and intrinsic work motivation
dimensions of the WOLF loaded on one dimension, and they
argued that the two-factor solution (i.e., absorption and work
enjoyment/intrinsic work motivation) should be retained instead
of the conventional three-factor structure. Likewise, Bãdoiu and
Oprea (2018) showed that the two-factor model had a better fit
for the sample data of a Romanian population. In fact, even in
the original study (Bakker, 2008), work enjoyment was found to
be considerably correlated with intrinsic motivation (e.g., ranging
from 0.67 to 0.82), suggesting that these two factors conceptually
overlap, which led to poor discriminant validity. Other studies
(e.g., Geyser et al., 2015) also discussed these two issues (i.e.,
borderline model fit and two overlapping constructs).

On the practice side, how the WOLF score(s) is used is also
inconsistent. Some researchers used the composited flow score
as the measure of global flow (e.g., Fagerlind et al., 2013; Zubair
and Kamal, 2015), while some others used three subscale scores to
represent the three domain components of flow (e.g., Demerouti
et al., 2012). Still others treated the global flow as a latent variable
with the three subscale scores as its indicators (Salanova et al.,
2006). These studies, however, did not provide any rationale or
practical guidelines about why the WOLF score(s) should be used
as shown in the respective studies. Ideally, the way in which the
WOLF score(s) is used should be grounded in, and supported
by, the latent structure of the measure, as how the score(s) of the
WOLF is composited should be guided by the latent structure of
the measure. When the latent structure of the WOLF is somewhat
uncertain, we cannot be sure what scoring mechanism would be
the best representation of the underlying structure of the WOLF.

Recent research (e.g., Stenling et al., 2015; Gu et al., 2017b;
Tóth-Király et al., 2018) that examined different approaches for
modeling the latent structure of some psychological measures
indicated that a conventional confirmatory factor analysis
approach may often fail to adequately capture the more
complicated multidimensionality of the latent structure of
some measures; more sophisticated modeling approaches may
be needed to better model the multidimensionality of some
measures. It is likely that we may develop a better understanding
about the issues concerning the latent structure of the WOLF
as discussed above by considering some more sophisticated
modeling approaches that may better capture measurement
multidimensionality. With all these considerations, it became
necessary to revisit the issue of the latent structure of the
WOLF, to develop a better understanding of the multiple issues
discussed above.

Approaches for Modeling
Multidimensionality
Confirmatory Factor Analysis (CFA)
The confirmatory factor analysis (CFA) is the most commonly
used approach to model construct-relevant multidimensionality.
CFA, however, is often criticized for its overly restrictive
independent cluster model (ICM) assumption, which requires
that each item is defined by one, and only one, content domain.
This assumption is operationalized in a CFA (ICM-CFA) model
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by constraining all cross-loadings to zeros, which could lead to
unintended consequences, such as inflated factor correlations,
poor goodness-of-fit indices, and poor discriminant validity,
etc. Indeed, research indicated that the ICM-CFA model, even
when the model fit was satisfactory, could lead to inflated factor
correlations (e.g., Morin et al., 2017).

Bifactor CFA
Bifactor CFA model assumes: (a) the existence of a general factor
that accounts for the shared communality by all the items; and
(b) the existence of several group factors, which contribute to a
common variance shared within each cluster of items, beyond
that of the general factor (Reise, 2012; Gu et al., 2015, 2017a).
For model identification, orthogonality is assumed between the
general factor and the specific factors. Such a bifactor CFA model
better represents the multidimensionality of the underlying factor
structure because of the coexistence of a general construct (e.g.,
flow at work) and some specific constructs (e.g., absorption, work
enjoyment, and intrinsic work motivation).

Exploratory Structural Equation Modeling (ESEM)
Exploratory structural equation modeling provides an
overarching framework which integrates CFA and exploratory
factor analysis (EFA) into a single structural equation modeling
(SEM) model. This model is more appropriate for investigating
possible multidimensionality of a measure due to the associations
between non-target constructs and imperfect items (Asparouhov
and Muthén, 2009). ESEM relies on target rotation, which is a
confirmatory form of rotation, to freely estimate cross-loadings.
Compared with CFA, ESEM provides more accurate, typically
lower, estimates of factor correlations, and these more accurate
estimates of factor correlations result in better discriminant
validity (Asparouhov and Muthén, 2009; Morin et al., 2016).

Bifactor Exploratory Structural Equation Modeling
(B-ESEM)
Bifactor exploratory structural equation modeling was recently
proposed by Morin et al. (2016) to examine the issue of construct-
relevant multidimensionality. B-ESEM integrates both bifactor
model and ESEM model into a single analytical framework.
This new modeling approach not only allows the coexistence of
the general construct and its subdomains (e.g., global flow, and
absorption, work enjoyment, and intrinsic work motivation as
specific components), but also takes the relations of non-target
constructs and items into account. Theoretically, the B-ESEM
is the most comprehensive and flexible model that can more
accurately describe the complex psychological characteristics.

Compared with B-ESEM, ESEM ignores the possible presence
of hierarchically higher order construct(s) (e.g., global flow at
work), which can lead to inflated cross-loadings. By contrast,
bifactor model, which is essentially a CFA model, neglects the
possibility that items may have cross-loadings on the non-target
specific factors. The consequence of fixing such cross-loadings
to zero is to inflate the variance of the general factor (Morin
et al., 2017; Sánchez-Oliva et al., 2017). B-ESEM, theoretically,
overcomes these shortcomings as described above.

Nomological Validity of the WOLF
The nomological validity of WOLF could be supported by
appropriate statistical relationships between work flow and
external criterion variables such as autonomy and job satisfaction.
As Morgeson et al. (2005) discussed, job autonomy reflects how
much a job allows an employee to have discretion, freedom,
and independence for work scheduling, or allows employees to
make the necessary decisions to get the job done. Job satisfaction,
on the other hand, is a person’s agreeable or positive emotional
state that is based on personal evaluation of one’s occupation or
job experiences (Locke, 1976). As Hackman and Oldham (1980)
described in their job characteristics model, five important job
characteristics (namely, task significance, skill variety, autonomy,
feedback, and task identity) generate and enhance a person’s
flow experience. Of these five, autonomy seems to have the
most beneficial effect on flow (Bakker, 2008; Mäkikangas et al.,
2010; Lin and Joe, 2012). Empirical evidence also suggested that
autonomy was significantly and positively associated with flow
experience. For example, Fullagar and Kelloway (2009) revealed
that autonomy was a significantly positive predictor for flow. In
addition, many other studies showed that job satisfaction was
closely related to work flow or its specific components (e.g.,
Maeran and Cangiano, 2013; Geyser et al., 2015; Zito et al., 2015).

The Present Study
We conducted this study with three specific aims. First, we
intended to investigate WOLF’s latent structure, by using both
conventional and more recent modeling approaches, such as
ESEM model, bifactor model, and B-ESEM model, for the
purpose of resolving some issues related to WOLF’s latent
structure. Second, we intended to examine how invariant the
WOLF structure was across gender groups. For this purpose, a
series of progressively more stringent invariance conditions (e.g.,
ranging from configural, weak, strong, and to strict invariance)
would be tested. Third, we intended to examine the nomological
validity of the WOLF in relation to the relevant constructs of
autonomy and job satisfaction, as suggested by the best model
that emerged from the modeling analyses under the first aim.

MATERIALS AND METHODS

Participants
The participants were 577 teachers recruited in Zhengzhou, a
metropolitan area in central China. The sample’s average age was
36.80 years old (SD = 9.04), and their average work seniority was
12.20 years (SD = 9.95). The majority of participants were female
(71.9%) and married (83.5%). Among the participating teachers,
21.0% were teaching in kindergartens, 40.0% in primary schools,
and 39.0% in secondary schools.

Measures
Flow at Work
The Work-Related Flow Inventory (WOLF; Bakker, 2008) was
used to measure flow at work. This measure had 13 items
designed to assess three dimensions of flow experience: (a)
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absorption (four items; sample item: “I get carried away by my
work”), (b) work enjoyment (four items; sample item: “I do my
work with a lot of enjoyment”), and (c) intrinsic work motivation
(five items; sample item: “I find that I also want to work in my free
time”). The items had the response scale with 7-points ranging
from 1 (never) to 7 (always). For using this measure in the
sample of Chinese teachers, the standard procedure of translation
and back-translation (Brislin, 1986) was used to translate the
original WOLF into Chinese, and both the English and Chinese
items of the WOLF were available in Supplementary Table S1
of Supplementary Appendix. Cronbach’s α was 0.92 for the total
scale, and 0.85, 0.91, and 0.83 for the three subscales of absorption,
work enjoyment, and intrinsic work motivation, respectively. The
model-based reliability (i.e., omega coefficient, ω; Sijtsma, 2009)
would be estimated and reported in section “Results.”

Job Satisfaction
The Job Satisfaction Scale (Schriesheim and Tsui, 1980) was used
to measure job satisfaction. The self-report scale contained six
items, with each being rated on a 5-point Likert scale (1 = strongly
disagree; 5 = strongly agree). A sample item is, “How satisfied are
you with the nature of the work you perform?” Cronbach’s α and
the omega coefficient (ω) in the study sample were both 0.86.

Autonomy
Autonomy was measured by using the subscale of self-
determination under the Psychological Empowerment Scale
(Spreitzer, 1995). The subscale consisted of three items (e.g.,
“I have significant autonomy in determining how I do my
job”). Participants responded to each item on a 5-point Likert
scale (1 = strongly disagree; 5 = strongly agree). In this study,
Cronbach’s α and the omega coefficient (ω) were both 0.83.

Statistical Analysis
To achieve the aims of the study, statistical analyses were
carried out in three phases. In the first phase of analyses, for
understanding the measurement structure of the WOLF, a
series of nine alternative models were examined to assess their
respective goodness-of-fit, as follows.

Model of unitary dimension:

Model 1: One-factor CFA model (global flow).

Models with two sub-domains:

Model 2: Two-factor CFA model (absorption, work
enjoyment/motivation).
Model 3: ESEM model (including absorption and work
enjoyment/motivation).
Model 4: Bifactor CFA model (B-CFA) with two specific
domains (absorption and work enjoyment/motivation).
Model 5: B-ESEM model, including two S-factors (absorption,
work enjoyment/motivation), and one G-factor (global flow).

Models with three sub-domains:

Model 6: Three-factor CFA model (absorption, work
enjoyment, and intrinsic work motivation).

Model 7: ESEM model (including absorption, work
enjoyment, and intrinsic work motivation).
Model 8: Bifactor CFA model (B-CFA) with three specific
domains (absorption, work enjoyment, and intrinsic
work motivation).
Model 9: B-ESEM model, including three S-factors
(absorption, work enjoyment, and intrinsic work motivation),
and one G-factor (global flow).

Among the nine models above, Model 1 was the baseline
model, which assumed one general factor of global flow without
considerations for any sub-domains. Model 2 to Model 5 shared
the general assumption of two sub-domains of work flow. Model
6 to Model 9 shared the general assumption of three sub-
domains of work flow.

In the first-order CFA models (Model 2 and Model 6),
each item was specified to load on the factor (i.e., the content
domain) that the item was assumed to measure, and without
cross-loadings on any other factors. In the first-order ESEM
models (Model 3 and Model 7), all cross-loadings were specified
to be freely estimated through oblique target rotation. The
B-CFA models (Model 4 and Model 8) assumed that each item
simultaneously loaded onto a global flow construct and one of
the specific domains of flow, and that all factors were orthogonal
(i.e., uncorrelated with each other). As for the B-ESEM models
(Model 5 and Model 9), an item was not only defined by the
G-factor and by a S-factor of its own, but it also reflected other
conceptually adjacent subdomains (i.e., cross-loadings) through
orthogonal bifactor-target rotation.

In the second phase of analyses, for the purpose of testing
measurement invariance across gender groups, the best fitting
model that emerged from the first phase of modeling analyses
(i.e., Model 1 to Model 9; described above) was used, and
measurement invariance analyses were conducted by using the
sequence described in the literature (Millsap, 2011). The analyses
tested progressively more stringent invariance assumptions: (a)
configural invariance (invariance of factor structure), (b) weak
invariance (#a satisfied, plus invariance of factor loadings),
(c) strong invariance (#b satisfied, plus invariance of item
intercepts), (d) strict invariance (#c satisfied, plus invariance
of item uniquenesses), (e) latent variance-covariance invariance
(#d satisfied, plus invariance of latent variance-covariance), and
(f) latent means invariance (#e satisfied, plus invariance of
latent factor means).

In the third phase of analyses, latent factors representing
job satisfaction and autonomy were integrated to the
retained measurement model to examine the nomological
validity of the WOLF.

All modeling analyses were carried out by using the statistical
modeling software Mplus 7.0 (Muthén and Muthén, 2012).
In the modeling analyses, the robust maximum likelihood
(MLR) estimation method was used, which provides estimates of
standard errors and fit indexes appropriate for conditions such
as ordinal Likert-scale item responses and data non-normality.
For model fit assessment, we considered the following model-
fit indices: the Comparative Fit Index (CFI), the Tucker-Lewis
Index (TLI), and the root mean square error of approximation
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(RMSEA) with its confidence intervals (CI). As suggested in the
literature (Hu and Bentler, 1999; Marsh et al., 2004), adequate and
excellent model fit may be indicated by values greater than 0.90
and 0.95, respectively, on CFI and TLI, and by values lower than
0.08 and 0.06, respectively, on RMSEA. For testing alternative
models, as discussed in Chen (2007), 1CFI and 1TLI ≥ 0.01
and 1RMSEA ≥ 0.015 could be considered to suggest a more
restrictive model.

RESULTS

Descriptive Statistics
Table 1 presents the means, standard deviations, and Pearson
correlations for the measured variables. As expected, the three
components of the WOLF (absorption, work enjoyment, and
intrinsic work motivation) were positively related to each other
(r = 0.66–0.72, p < 0.001). Absorption, work enjoyment, and
intrinsic motivation correlated with both autonomy and job
satisfaction (r = 0.44–0.68, p < 0.001).

Latent Structure of the WOLF
Results of model fit assessment for the nine alternative models,
which represented different latent measurement structures of
the WOLF as discussed previously, are displayed in the upper
portion of Table 2. Based on comparison of the alternative two-
subdomain (Models 2 to 5) and three-subdomain (Models 6
to 9) solutions, it is apparent that the three-subdomain solutions
had a much better fit to the data than the two-subdomain
counterparts. The parameter estimates for the two-subdomain
models, which were reported in Supplementary Tables S2, S3
of Supplementary Appendix, further supported the three-
subdomain solutions.

With the superiority of the three-subdomain solutions clearly
supported, we shifted our focus to the comparisons of different
forms of three-subdomain solutions (i.e., comparisons among
Models 6 to 9). As discussed in Morin et al. (2016), we first
compared the CFA (Model 6) and ESEM (Model 7) models, and
it was revealed that the ESEM model (Model 7) showed better
model fit (1TLI = 0.04, 1CFI = 0.06, and 1RMSEA = –0.02)
than the CFA model (Model 6).

Tables 3 and 4 present the standardized factor loadings and
factor correlations of these two models, which also provided

TABLE 1 | Means, standard deviations, and correlations of the study variables.

1 2 3 4 5

1. Absorption –

2. Work enjoyment 0.66*** –

3. Intrinsic work motivation 0.66*** 0.72*** –

4. Job satisfaction 0.44*** 0.68*** 0.62*** –

5. Autonomy 0.49*** 0.61*** 0.60*** 0.75*** –

M 4.99 5.05 5.06 3.59 3.68

SD 1.26 1.37 1.13 0.82 0.59

n = 577. ***p < 0.001.

support for the ESEM solution. More specifically, most of
the target loadings were statistically significant and practically
acceptable in the three-factor CFA (|λ| = 0.44–0.91; M = 0.74) and
ESEM (|λ| = 0.10–0.91; M = 0.58) models. CFA factor correlation
estimates (r = 0.73–0.88; M = 0.81) were overall larger than
the corresponding ESEM model factor correlations (r = 0.18–
0.68; M = 0.39), which indicated that ESEM results showed
better differentiation among the factors. More noticeably, the
correlation of work enjoyment with intrinsic work motivation
was reduced from 0.88 in the CFA model to 0.30 in the ESEM
model. The findings based on this initial evaluation indicated that
the ESEM should be the preferred model.

Morin et al. (2016) made the suggestion that the second
comparison would compare the retained model from the CFA
vs. ESEM comparison above with its bifactor counterparts
(either B-CFA or B-ESEM). Here, as the ESEM model was
retained, we now compare ESEM and B-ESEM models. Although
most cross-loadings in ESEM remained small (|λ| = 0.05–0.51;
M = 0.20), some were large enough to indicate the possibility
of an unmodelled G-factor. Out of 26 cross-loadings, seven were
between 0.20 and 0.30 (Items a1, a2, w1, w3, i1, and i2), and six
were over 0.30 (Items i1, i2, i3, i4, and i5).

As shown in Table 2, the B-ESEM solution (Model 9) had
excellent model fit to the data as shown by all model fit indices
(TLI = 0.97, CFI = 0.99, RMSEA = 0.05), which substantially
exceeded (1TLI = 0.08, 1CFI = 0.05, 1RMSEA = –0.04) the
model fit of the ESEM solution (Model 7). More importantly,
the B-ESEM model’s factor loadings reported in Table 5 were
indicative of a G-factor, as shown by the substantial and strong
loadings from all the indicators (|λ| = 0.40–0.86; M = 0.66).
Beyond the global flow factor, the loadings on the target-specific
factors (|λ| = 0.01–0.59; M = 0.37) were substantially larger
than the non-target loadings (|λ| = 0.00–0.22; M = 0.09). The
specific factors of absorption (|λ| = 0.21–0.59; M = 0.42) and
work enjoyment (|λ| = 0.30 –0.59; M = 0.45) were well-defined
with generally moderate to large target loadings. Loadings on the
intrinsic work motivation S-factor (|λ| = 0.01–0.53; M = 0.27)
were lower in general than the loadings on the other group
factors. In addition, two of five target loadings (Item i2, |λ| = 0.10;
Item i5, |λ| = 0.01) on the intrinsic work motivation S-factor were
statistically non-significant. These suggested that the intrinsic
work motivation S-factor is less well-defined than the other
two, but acceptable.

More importantly, the B-ESEM model’s cross-loadings
(|λ| = 0.00–0.22; M = 0.09) were substantially lower than those
of the ESEM model (|λ| = 0.05–0.51; M = 0.20). Furthermore,
in the B-ESEM solution, only two cross-loadings were between
0.20 and 0.30 (Items a2 and w3), and none were over 0.30. All
these findings provided strong support for retaining the B-ESEM
model as the best representation of the structure of the WOLF.

For further assessing the appropriateness of the B-ESEM
model, we calculated model-based coefficients of composite
reliability (Perreira et al., 2018) for both the G-factor and
the S-factor, based on the standardized model estimates. The
composite reliability of both the general flow factor (ω = 0.94)
and the work enjoyment S-factor (ω = 0.82) were very good. The
composite reliability of the S-factor for absorption (ω = 0.67)
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TABLE 2 | Model fit statistics of alternative measurement models (upper) and measurement invariance tests of B-ESEM model (lower).

Model comparison analysis χ2 (df) RMSEA (90%CI) CFI TLI

Model 1: One-factor CFA 553.60 (65) 0.14 (0.13, 0.15) 0.79 0.74

Model 2: Two-factor CFA 379.57 (64) 0.11 (0.10, 0.12) 0.86 0.83

Model 3: Two-factor ESEM 503.70 (53) 0.12 (0.11, 0.13) 0.86 0.80

Model 4: B-CFA: Two S-factors 239.81 (52) 0.09 (0.08, 0.10) 0.92 0.88

Model 5: B-ESEM: Two S-factors 223.97 (42) 0.09 (0.08, 0.10) 0.94 0.89

Model 6: Three-factor CFA 325.16 (62) 0.11 (0.10, 0.11) 0.88 0.85

Model 7: Three-factor ESEM 223.97 (42) 0.09 (0.08, 0.10) 0.94 0.89

Model 8: B-CFA: Three S-factors 245.15 (52) 0.09 (0.08, 0.10) 0.92 0.88

Model 9: B-ESEM: Three S-factors 59.99 (32) 0.05 (0.04, 0.06) 0.99 0.97

Measurement invariance analysis χ2 (df) RMSEA (90%CI) CFI TLI CM 1χ2 (1df) 1RMSEA 1CFI 1TLI

Model A: Configural IN 116.98 (64) 0.05 (0.04, 0.07) 0.98 0.96 – – – –

Model B: Weak IN 163.27 (100) 0.05 (0.03, 0.06) 0.98 0.97 Model A 46.29 (36) 0.00 0.00 0.01

Model C: Strong IN 172.26 (109) 0.05 (0.03, 0.06) 0.98 0.97 Model B 8.98 (9) 0.00 0.00 0.00

Model D: Strict IN 186.04 (122) 0.04 (0.03, 0.06) 0.98 0.98 Model C 13.78 (13) –0.01 0.00 0.01

Model E: Latent v/c IN 246.62 (132) 0.06 (0.04, 0.07) 0.97 0.96 Model D 60.58 (10) 0.02 –0.01 –0.02

Model F: Latent means IN 273.91 (136) 0.06 (0.05, 0.07) 0.96 0.95 Model D 87.87 (14) 0.02 –0.02 –0.03

χ2 = robust chi-square test of exact fit; df = degree of freedom; RMSEA = root mean square error of approximation; CFI = comparative fit index; TLI = Tucker-Lewis Index;
CM = comparison model; B-CFA = bifactor CFA; IN = invariant; v/c = latent variance and covariance.

TABLE 3 | Standardized parameter estimates for three-factor CFA (Model 6) and
three-factor ESEM (Model 7) models.

Three-factor CFA Three-factor ESEM

λ δ AB (λ) WE (λ) IWM (λ) δ

Absorption (AB)

a1 0.58 0.66 0.47 0.05 0.26 0.63

a2 0.79 0.38 0.70 0.22 –0.23 0.28

a3 0.83 0.32 0.87 –0.10 0.18 0.27

a4 0.87 0.25 0.91 –0.07 0.05 0.24

Work enjoyment (WE)

w1 0.86 0.26 –0.09 0.87 0.20 0.21

w2 0.91 0.17 0.12 0.87 –0.13 0.13

w3 0.86 0.26 –0.07 0.82 0.30 0.17

w4 0.88 0.23 0.16 0.78 –0.07 0.22

Intrinsic work motivation (IWM)

i1 0.68 0.54 0.23 0.34 0.33 0.52

i2 0.47 0.78 0.36 0.21 –0.19 0.74

i3 0.44 0.81 0.41 –0.06 0.30 0.74

i4 0.63 0.60 0.07 0.40 0.38 0.56

i5 0.82 0.32 0.37 0.51 –0.10 0.37

Non-significant loadings (p > 0.05) are italicized. Target loadings of the ESEM
model are shown in bold.

was adequate, and that of the intrinsic work motivation S-factor
(ω = 0.42) was marginal.

Assessment for Gender Group
Measurement Invariance
The measurement invariance across gender for the B-ESEM
model was assessed, and the findings were displayed in the
lower portion of Table 2. The configural invariance model

TABLE 4 | Inter-factor correlations for three-factor CFA (Model 6) and three-factor
ESEM (Model 7) Solutions.

Work Intrinsic Work

Absorption Enjoyment Motivation

Absorption – 0.73*** 0.81***

Work enjoyment 0.68*** – 0.88***

Intrinsic work motivation 0.18** 0.30*** –

ICM-CFA correlations are displayed above the diagonal and ESEM correlations are
displayed below the diagonal. **p < 0.01; ***p < 0.001.

(Model A) showed very good model fit to the data (TLI = 0.96,
CFI = 0.98, RMSEA = 0.05). Progressively more stringent
invariance constraints were then successively imposed on factor
loadings (Model B: weak invariance), item intercepts (Model
C: strong invariance), and item uniquenesses (Model D: strict
invariance). None of these more stringent invariance conditions
caused model fit deterioration beyond the general guidelines (i.e.
1CFI and 1TLI ≥ 0.01 and 1RMSEA ≥ 0.015). However, the
model for the invariance of latent variance-covariance (Model
E; 1TLI = –0.02, 1CFI = –0.01, 1RMSEA = 0.02) and the
model for latent means invariance (Model F; 1TLI = –0.03,
1CFI = –0.02, 1RMSEA = 0.02) were not supported by the
data. Further analysis showed that when males’ factor means were
fixed to zero for model identification purpose, female teachers’
factor means were statistically higher on the work flow G-factor
(M = 0.46, p < 0.001), but not statistically different on the
S-factors (p > 0.05).

Nomological Validity
For the purpose of examining the nomological validity of the
WOLF, external CFA factors for job satisfaction and autonomy
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TABLE 5 | Standardized factor loadings for B-ESEM model with three S-factors
and one G-factor (Model 9).

GWF (λ) S-AB (λ) S-WE (λ) S-IWM (λ) δ

Absorption (AB)

a1 0.46 0.34 0.13 0.16 0.63

a2 0.80 0.21 –0.11 –0.20 0.27

a3 0.66 0.59 0.03 0.06 0.22

a4 0.70 0.52 –0.05 –0.05 0.23

ω 0.67

Work Enjoyment (WE)

w1 0.68 0.02 0.59 0.13 0.17

w2 0.83 0.01 0.40 –0.15 0.12

w3 0.70 0.00 0.52 0.22 0.20

w4 0.83 –0.02 0.30 –0.05 0.23

ω 0.82

Intrinsic Work Motivation (IWM)

i1 0.61 0.05 0.14 0.37 0.47

i2 0.52 0.00 –0.14 –0.10 0.70

i3 0.40 0.18 –0.06 0.33 0.70

i4 0.57 –0.10 0.13 0.53 0.37

i5 0.86 –0.07 –0.03 0.01 0.26

ω 0.94 0.42

GWF = general work-related flow. Non-significant loadings (p > 0.05) are italicized.
Target loadings on specific factors of the B-ESEM model are shown in bold.

TABLE 6 | Correlations between WOLF factors and two external factors (job
satisfaction and autonomy) based on the B-ESEM model with three S-factors and
one G-factor.

Job satisfaction Autonomy

General work-related Flow 0.66*** 0.49***

Absorption –0.09 0.03

Work Enjoyment 0.33*** 0.32***

Intrinsic work motivation 0.44*** 0.30***

***p < 0.001.

were included into the B-ESEM model (Model 9), and this
expanded model showed very good model fit (χ2 = 282.10,
df = 167, RMSEA = 0.04, RMSEA 90%CI = [0.04, 0.05],
TLI = 0.96, CFI = 0.97). As displayed in Table 6, the
flow G-factor and two S-factors (i.e. work enjoyment and
intrinsic work motivation) were significantly and positively
associated with job satisfaction and autonomy. By contrast, the
absorption S-factor was not significantly associated with these
two external factors.

DISCUSSION

This study is the first attempt to investigate the latent
structure of the WOLF by using both CFA and ESEM
approaches. Consistent with previous research (e.g., Bakker,
2008; Christensen, 2009; Happell et al., 2015), this study
found that the one-factor CFA solution was far from being
acceptable, indicating that work-related flow should be

considered as consisting of multiple dimensions, rather
than of a unitary dimension.

The WOLF was originally designed to assess three inter-
related content domains (Bakker, 2008), and the three-factor
structure was shown in various samples and in different cultures.
However, Rodríguez-Sánchez et al. (2011) and Llorens et al.
(2013) discussed that only enjoyment and absorption were the
essence of the work-related flow experience. Enjoyment could
be considered as some kind of motivation (Davis et al., 1992),
and intrinsic motivation might be an antecedent, instead of a
core component, of work-related flow (Deci and Ryan, 1985;
Llorens et al., 2013). The study by Happell et al. (2015) in
an Australian sample showed that the items for two domains,
work enjoyment and intrinsic work motivation, loaded onto
one dimension, providing support for the argument described
above. For the purpose of understanding whether these two
components might be combined into one factor, we compared the
two-factor CFA (absorption and work enjoyment/motivation)
and the three-factor CFA (absorption, work enjoyment, intrinsic
work motivation) solutions, and found that the goodness-
of-fit of the latter model substantially exceeded that of the
former. More importantly, we found that the correlation between
work enjoyment and intrinsic work motivation in the three-
factor CFA model was indeed high (i.e., 0.88), which was
in line with previous findings (e.g., Bakker, 2008; Geyser
et al., 2015; Zito et al., 2015). With such findings based
primarily on conventional CFA approaches, it is difficult to
decide which model should be preferable for WOLF. Therefore,
new modeling approaches (e.g., B-CFA, ESEM, and B-ESEM)
could be needed to further examine the dimensionality of
the WOLF structure.

In line with prior research on multidimensional data, the
comparison between the ICM-CFA model and ESEM model
in this study revealed that the ESEM model was preferable,
as ESEM had better model fit, and the factors showed better
differentiations between each other as indicated by the lower
inter-factor correlations. The ESEM solution, similar to the
three-factor CFA, only considered the subdomains as separate
factors for absorption, work enjoyment, and intrinsic work
motivation, without the consideration for a possible overarching
global factor. The observation of multiple cross-loadings of
sizable magnitude (|λ| > 0.20, or even 0.30) in the ESEM
model suggested that a global work-related flow factor might
be present in the data. The comparison of ESEM and B-ESEM
solutions provided support for this possibility. First, B-ESEM
had substantially better model fit to the data. Second, the
general flow dimension in B-ESEM appeared to be well defined,
with the items showing moderate to large loadings on this
general flow factor. Third, the composite reliability of the
flow G-factor (ω = 0.94) was excellent. Fourth, the specific
factors of absorption and work enjoyment were well-defined,
while the specific factor of intrinsic work motivation was less
well-defined, but generally acceptable. Finally, cross-loadings
in the B-ESEM solution were generally lower than those of
the ESEM solution.

In general, if the composite reliability (ω) of a specific factor
is sufficiently high (e.g., >0.5), it indicates that the subscale
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score accounts for a meaningful amount of variance beyond
the G-factor (Perreira et al., 2018). The findings in this study
showed that the specific factors of absorption (ω = 0.67)
and work enjoyment (ω = 0.82) had a substantial amount of
specificity of its own, over and above the global flow. On the
other hand, the specific factor of intrinsic work motivation
(ω = 0.42) was less well-defined and had relatively low composite
reliability. But three of the five target loadings exceeded 0.3,
indicating that this specific factor still had an acceptable degree
of specificity beyond the G-factor. Therefore, it is suggested
to report the total score and subscale scores of absorption
and work enjoyment when using the WOLF in practice. The
use of subscale score of intrinsic work motivation should be
treated with caution.

As shown earlier, the B-ESEM solution showed the best
model fit. In the B-ESEM model, however, Item w3 (“I
feel happy during my work”) not only reflected the global
work-related flow and the subdomain of work enjoyment,
but it also had a substantial cross-loading (λ = 0.22) on
the non-target intrinsic work motivation S-factor. This,
however, was reasonable, because employees who are
happy at work are usually motivated intrinsically by their
work (Geyser et al., 2015). Psychometrically, it may not
be realistic to require that each item reflects one, and
only one, content domain of multidimensional constructs
(Asparouhov and Muthén, 2009).

In addition, the findings also provided support for strict
measurement invariance of the B-ESEM solution across gender
groups, suggesting that this model was well-replicated across
subsamples of male and female teachers. For the latent mean
differences, the results revealed that female teachers showed a
higher level of global work-related flow experience than male
teachers. These findings were consistent with previous research
showing that female teachers reported greater engagement
and satisfaction with the work and lower burnout (Okpara
et al., 2005; Rey et al., 2012). This finding may be related
to socially constructed gender roles. More specifically, as
discussed in Motro and Ellis (2016), the society has a higher
expectation for women to carry out communal roles and
display the related traits (e.g., friendliness, sympathy, gentleness,
caring, and kindness, etc.). On the other hand, society has
a higher expectation for men to carry out agentic roles
and display these associated traits (e.g., power, dominance,
independence, aggression, and competence, etc.). The theory
about role congruity suggests that, when a group’s stereotype
is not matched with the expected social roles, biased responses
may occur (Diekman and Hirnisey, 2007). Due to the
incongruity between the demands of teaching and the typically
expected societal roles of males, male teachers may experience
lower level of flow.

The relationships between the WOLF factors with external
factors of autonomy and job satisfaction supported the
nomological validity of the WOLF. The global flow experience
was found to be positively associated with autonomy, and this
makes sense, as previous research (e.g., Fried and Ferris,
1987; Saavedra and Kwun, 2000) indicated that when
employees could schedule their work and determine some

aspects of their job, this could contribute to the employees’
positive affect and motivation. This finding is in line with
the empirical findings in previous research related to the
job characteristics model (Hackman and Oldham, 1980),
and to the job demands-resources model (Bakker and
Demerouti, 2007), in that high levels of job resources (e.g.,
autonomy and social support) lead to work-related flow
(Zito et al., 2016).

The other finding that the overall work-related flow was
positively related to job satisfaction is also in line with
previous research, which indicated that flow experience had
an important effect on job satisfaction (Geyser et al., 2015),
and the psychological state of flow was considered critical in
redesigning interventions in the workplace in order to promote
job satisfaction (Maeran and Cangiano, 2013). Our results also
revealed that only the specific factors of work enjoyment and
intrinsic work motivation, but not the absorption S-factor,
had positive relationship with job satisfaction and autonomy,
confirming the notion that absorption might have some overlap
with the holistic description of flow (Bakker, 2008).

Despite the strength of this study in using systematic modeling
approaches to examine the latent structure of the WOLF, there
are some limitations in this study. One limitation is that the
study relied on a convenience sample of Chinese teachers, which
may limit the generalizability of findings to a wider context.
Future research could use samples from other cultures and
from other types of employees. Another limitation is that our
assessment of the underlying structure of the WOLF was based
on cross-sectional data only. Future research may consider the
longitudinal stability of the B-ESEM structure.

In summary, our results supported that the B-ESEM solution
could best represent the underlying structure of WOLF scores,
and this model incorporates two aspects of psychometric
multidimensionality: one is the result of the conceptual
adjacency of content domains of flow (e.g., work enjoyment
and intrinsic work motivation), and the other is associated
with the coexistence of the global work-related flow and the
three specific components. Furthermore, the strict gender-group
measurement invariance of the B-ESEM model was supported.
Female teachers, however, showed a higher level of global
work-related flow experience than the male teachers. Finally,
the nomological validity of WOLF ratings was supported by
the statistical relationships of the WOLF factors with job
satisfaction and autonomy.
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Research in psychology generates complex data and often requires unique statistical

analyses. These tasks are often very specific, so appropriate statistical models and

methods cannot be found in accessible Bayesian tools. As a result, the use of Bayesian

methods is limited to researchers and students that have the technical and statistical

fundamentals that are required for probabilistic programming. Such knowledge is not part

of the typical psychology curriculum and is a difficult obstacle for psychology students

and researchers to overcome. The goal of the bayes4psy package is to bridge this

gap and offer a collection of models and methods to be used for analysing data that

arises from psychological experiments and as a teaching tool for Bayesian statistics in

psychology. The package contains the Bayesian t-test and bootstrapping along with

models for analysing reaction times, success rates, and tasks utilizing colors as a

response. It also provides the diagnostic, analytic and visualization tools for the modern

Bayesian data analysis workflow.

Keywords: Bayesian statistics, R, psychology, reaction time, success rate, Bayesian t-test, color analysis, linear

model

1. INTRODUCTION

Bayesian data analysis with custom models offers a highly flexible, intuitive and transparent
alternative to classical statistics. Throughout much of the modern era of science Bayesian
approaches were on the sidelines of data analysis, mainly due to the fact that computations required
for Bayesian analysis are usually quite complex. But computations that were only a decade or two
ago too complex for specialized computers can now be executed on average desktop computers. In
part also due to modern Markov chain Monte Carlo (MCMC) methods that make computations
tractable for most parametric models. This, along with specialized probabilistic programming
languages for Bayesian modeling, such as Stan (Carpenter et al., 2017) and JAGS (Plummer,
2003), drastically increased the accessibility and usability of Bayesianmethodology for data analysis.
Indeed, Bayesian data analysis is steadily gaining momentum in the twenty-first century (Gelman
et al., 2014; Kruschke, 2014; McElreath, 2018), especially so in natural and technical sciences.
Unfortunately, the use of Bayesian data analysis in social sciences remains scarce, most likely due
to a steep learning curve associated with Bayesian analysis.

There are many advantages of Bayesian data analysis (Dunson, 2001; Gelman et al., 2014;
Kruschke, 2014; McElreath, 2018), such as its ability to work with missing data and incorporating
prior information about the data in a natural and principled way. Furthermore, Bayesian methods
offer high flexibility through hierarchical modeling, while calculated posterior parameter values can
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be used as easily understandable alternatives to p-values. Bayesian
methods provide very intuitive and interpretable answers, such
as “the parameter µ has a probability of 0.95 of falling inside the
[−2, 2] interval.”

One of the social sciences that can substantially benefit from
Bayesian methodology is psychology. The majority of data that
are acquired in psychological experiments, such as reaction times,
success rates, and picked colors, can be analyzed in a Bayesian
manner by using a small set of probabilistic models. To a certain
degree Bayesian methodology could also alleviate the replication
crisis that is pestering the field of psychology (Schooler, 2014;
Open Science Collaboration, 2015; Stanley et al., 2018).

The ability to replicate scientific findings is of paramount
importance to scientific progress (McNutt, 2014; Baker and
Penny, 2016; Munafò et al., 2017). Unfortunately, more andmore
replications fail to reproduce original results and conclusions
(Schooler, 2014; Open Science Collaboration, 2015; Amrhein
et al., 2019). This so-called replication crisis is not only
harmful to the authors of such studies but to science itself. A
recent attempt to replicate 100 studies from three prominent
psychology journals (Open Science Collaboration, 2015) showed
that only approximately a third of studies that claimed statistical
significance (p-value < 0.05) also showed statistical significance
in replication. Another recent study (Camerer et al., 2018)
tried to replicate systematically selected studies in the social
sciences published in Nature and Science between 2010 and
2015, replication attempts were successful only in 13 out of
21 cases.

The main reasons behind the replication crisis seem to be
poor quality control in journals, unclear writing and inadequate
statistical analysis (Wasserstein and Lazar, 2016; Hurlbert et al.,
2019; Wasserstein et al., 2019). One of the fundamental issues
lies in the desire to claim statistical significance through p-
values. Many manuscripts published today repeat the same
mistakes even though prominent statisticians prepared extensive
guidelines on what to do and mainly what not to do (Hubbard,
2015; Wasserstein and Lazar, 2016; Wasserstein et al., 2019;
Ziliak, 2019). Reluctance to adhere to modern statistical practices
has led scientist to believe that a more drastic shift in statistical
thinking is needed, and some believe that it might come in the
form of Bayesian statistics (Dunson, 2001; Gelman et al., 2014;
Kruschke, 2014; McElreath, 2018).

Some software tools and packages already bring Bayesian
statistics to broader audiences. JASP (Love et al., 2019) is
a graphical statistical software that also implements Bayesian
alternatives for some common statistical tests (e.g., t-test,
ANOVA, . . . ). JASP allows execution of statistical analyses
through its highly intuitive graphical user interface. Another
great tool for executing elementary Bayesian analyses is Rasmus
Bååth’s BayesianFirstAid (Bååth, 2014). The goal of this
R package is to replace the classic elementary statistical tests
with their Bayesian counterparts. Since both JASP (Love et al.,
2019) and BayesianFirstAid (Bååth, 2014) focus on the
most elementary statistical tests, the tools they offer are often
insufficient when working with more complex data sets. The
development of a package that would cover all needs of
modern science is impossible, but as a subset of specialized

Bayesian models is sufficient to cover the majority of analyses in
psychology, we developed the bayes4psy R package.

The bayes4psy R package provides a state-of-the art
framework for Bayesian analysis of psychological data. It
incorporates a set of probabilistic models for analysing data
that arise during many types of psychological experiments. All
models are pre-compiled, meaning that we do not need any
specialized software or skills (e.g., knowledge of probabilistic
programming languages). The only requirements are the R
programming language and very basic programming skills (same
skills as needed for classical statistical analysis in R). The package
also incorporates the diagnostic, analytic and visualization tools
required for modern Bayesian data analysis. The bayes4psy
package represents a bridge into the exciting world of Bayesian
statistics for students and researches in the field of psychology.

2. METHODS AND MODELS

For statistical computation (sampling from the posterior
distributions) the bayes4psy package utilizes Stan
(Carpenter et al., 2017). Stan is a state-of-the-art platform
for statistical modeling and high-performance statistical
computation and offers full Bayesian statistical inference
with MCMC sampling. It also offers friendly interfaces with
most programming languages used for statistical analysis,
including R. R (R Core Team, 2017) is one of the most powerful
and widespread programming languages for statistics and
visualization. Visualizations in the bayes4psy package are
based on the ggplot2 package (Wickham, 2009).

Bayesian analysis requires three key pieces of information—
the input data, the statistical model and the priors. By far the
most complex of the three is the development of a statistical
model, which requires extensive knowledge in probabilistic
programming. To avoid this difficult step, the bayes4psy
package includes an already prepared collection of models
for analysing the most common types of data arising from
psychological research.

2.1. The Input Data
In psychology and many other scientific fields data are
typically gathered with experiments, surveys, questionnaires,
observations, and other similar data collection methods.
Gathering and preparing the data for use with the bayes4psy
package is the same as for any other statistical analysis.

2.2. The Statistical Model
The bayes4psy package contains a collection of Bayesian
models suitable for analysing common types of data that
arise during psychological experiments. The packages includes
the Bayesian t-test and bootstrap and models for analysing
reaction times, success rates, and tasks utilizing colors as a
response. Besides the models, we also prepared the diagnostic,
analytic, and visualization tools for the modern Bayesian data
analysis workflow.

Statistical models are defined through distributions and their
parameters. For example, the Bayesian t-test utilizes a generalized
t-distribution which has three parameters—degrees of freedom
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ν, location/mean µ, and scale/variance σ . In the remainder
of the paper, we describe and visualize all the models in the
bayes4psy package.

2.3. Priors
In Bayesian statistics we use prior probability distributions
(priors) to express our beliefs about the model’s parameters
before any evidence (data) is taken into account. Priors represent
an elegant way of combining (pre)existing knowledge with new
facts about the domain of analysis. Prior distributions are usually
based on past research or domain expertise. If prior information
is unavailable, we usually resort to weakly informative, vague
priors. We can also leverage prior information to increase the
power of small-sample studies.

In the bayes4psy package we can express prior knowledge
with prior distributions on all of the model’s parameters. The
package supports uniform, normal, gamma and beta prior
distributions. By default flat/improper priors are used for all of
the model’s parameters. For details, see the illustrative examples
in section 3.

2.4. Outputs
The outputs of theMCMC-based Bayesian inference are samples.
These samples represent credible values for parameters of the
chosen statistical model. For example, the samples of the
Bayesian t-test model contain values for the parameters of the
underlying t-distribution—degrees of freedom ν, mean µ, and
variance σ . Once we acquire these samples, typically hundreds
or thousands of them, we can use them for statistical inference.
The samples can be used in a number of ways, for example, we
can use them to compare means of two or more groups, we can
reconstruct the estimated distribution of the population, we can
describe the group by calculating summary statistics (e.g., mean,
confidence interval) of certain parameters.

2.5. A Simplified Example
Suppose we are interested in comparing the mean heights of
Europe andUS primary school pupils. First, we need to define our
inputs—the input data, the statistical model and the priors. The
input data are the actual heightmeasurements of the pupils. Next,
we have to pick an appropriate model. Since we are interested
in comparison of the means, we can use the model for the
Bayesian t-test (see the section 2.6 for a detailed explanation
of this model). This model has three parameters—degrees of
freedom ν, mean µ, and variance σ . We can specify priors for
these parameters or use the default non-informative priors. An
example of a weakly informative or vague prior in this example
would be a uniform distribution U(0, 200) for the µ parameter.
With this prior on µ we are postulating that mean height of
primary school pupils lies strictly somewhere between 0 and 200
cm. Priors can be based on previous studies or expert knowledge.
For example, since mean height of primary school pupils is
around 120 ± 20 cm a reasonable informative prior for the µ

parameter could be N (120, 20). In a similar way we can define
priors for ν and σ .

Once we have selected the priors, we are ready to infer the
distributions underlying the chosen model (fit the model) to our

data for each of the two groups (height of pupils in Europe and
height of pupils in USA). The output of the inference process are
the generated samples of the model’s parameters. Suppose that
the generated samples areµEU = [123, 128, 121, 137, 110 cm] and
µUS = [118, 126, 119, 110, 122 cm]. We can compare the mean
height of these two groups by executing a pair-wise comparison
of theµ samples. In this example we can claimwith 80% certainty
that European pupils are higher than their US counterparts (in
four out of five samples, the µ parameter of European pupils is
higher—123 > 118 cm, 128 > 126, 121 > 119 cm, 137 > 110
cm, 110 < 122 cm). Note that in practice we would typically have
hundreds or thousands of samples.

We can also check if means of two groups is equal. One
way of doing this is by defining the ROPE (Region Of Practical
Equivalence) interval. For example, if our measuring equipment
had a tolerance of 0.2 cm, then it would make sense to set
the ROPE interval to [−0.2, 0.2]. Samples from both groups
that differ for <0.2 cm would be interpreted as equal and we
would be able to compute the probability that the means are
(practically) equal.

2.6. Bayesian t-Test
The t-test is one of the most popular statistical tests. In
bayes4psy it is based on Kruschke’s model (Kruschke, 2013,
2014) which uses a scaled and shifted Student’s t-distribution
(Figure 1). This distribution has three parameters—degrees of
freedom (ν), mean (µ), and variance (σ ).

There are some minor differences between our
implementation and Kruschke’s. Instead of pre-defined vague
priors for all parameters, we can define custom priors for the
ν, µ, and σ . Kruschke’s implementation models two data sets
simultaneously, while in bayes4psy we can model several
data sets individually and then make pairwise comparisons or

FIGURE 1 | The visualization of the Bayesian t-test. The model has three

parameters—degrees of freedom ν, mean µ, and variance σ . yi denotes i-th

datum in the provided data set.
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a simultaneous cross comparison between multiple fits. We
illustrate the use of the t-test in section 3.3.

2.7. Model for Analysing Reaction Times
Psychological experiments typically have a hierarchical
structure—each subject (participant) performs the same
test for a number of times, several subjects are then grouped
together by their characteristics (e.g., by age, sex, health) and
the final statistical analysis is conducted at the group level. Such
structure is ideal for Bayesian hierarchical modeling (Kruschke,
2014).

Our subject-level reaction time model is based on the
exponentiallymodified normal distribution. This distribution has
proven to be a suitable interpretation for the long tailed data
that arise from reaction time measurements Lindeløv (2019).
Note here, that the exponentially modified normal distribution
is flexible and can also accommodate the cases in which data are
distributed normally. To model the data at the group level we put
hierarchical normal priors on all parameters of the subject-level
exponentially modified normal distribution.

The subject level parameters are thus µi, σi, and λi, where
i is the subject index. And hierarchical normal priors on these
parameters areN (µµ, σµ) for theµ parameter,N (µσ , σσ ) for the
σ parameter andN (µλ, σλ) for the λ parameter. See Figure 2 for
a graphical representation of the Bayesian reaction time model.
For a practical application of this model see section 3.1.

In the case of an exponentially modified normal distribution
means are calculated using the µ and λ parameters. By default,
bayes4psy reports means on the group level, calculated as
E = µµ + 1/µλ.

2.8. Model for Analyzing Success Rates
The success rate model is based on the Bernoulli-Beta model that
can be found in most Bayesian statistics textbooks (Gelman et al.,
2014; Kruschke, 2014; McElreath, 2018). This model is used for
modeling binary data. In our case this binary output represents
whether a subject successfully solved the given task or not.

The success rates model also has a hierarchical structure. The
success rate of individual subjects is modeled using Bernoulli
distributions, where the pi is the success rate of subject i. A
reparameterized Beta distribution, Beta(pτ , (1 − p)τ ), is used as
a hierarchical prior on subject-level parameters, where p is the
group level success rate and τ is the scale parameter. A graphical
representation of our hierarchical success rate model can be
seen in Figure 3. For a practical application of this model see
section 3.1.

2.9. Model for Analysis of Sequential Tasks
In some psychological experiments data have a time component
or some other ordering. For example, when subjects are asked
to perform a sequence of tasks. To model how a subject’s
performance changes over time, we implemented a hierarchical
linear normal model.

The sequence for a subject is modeled using a simple linear
model with subject-specific slope and intercept. To model the
data at the group level we put hierarchical normal priors on all
parameters of the subject-level linear models. The parameters

of subject i are αi for the intercept, βi for the slope and σi for
modeling errors of the fit (residuals). The hierarchical normal
priors on these parameters are N (µα , σα) for the intercept α,
N (µβ , σβ ) for the slope β andN (µσ , σσ ) for the residuals (σ ).

A graphical representation of the model is shown in Figure 4.
For a practical application of this model see section 3.2.

2.10. Model for Analysis of Tasks Utilizing
Colors as a Response
This model is designed for experiments in which subject’s
response comes in the form of a color (e.g., subjects have to pick
a color that describes their mood, subject have to remember a
color and then pick it from a color palette after a certain time
interval . . . ). Color stimuli and subject responses in psychological
experiments are most commonly defined through the RGB color
model. The name of themodel comes from the initials of the three
additive primary colors, red, green, and blue. These colors are
also the three components of the model, where each component
has a value ranging from 0 to 255 which defines the presence of a
particular color. Since defining and analysing colors through the
RGB model is not very user friendly and intuitive, our Bayesian
model is capable of working with both the RGB and HSV
color models. HSV (hue, saturation and value) is an alternative
representation of the RGBmodel that is usually easier to read and
interpret for most human beings.

The Bayesian colormodel works in a component-wise fashion.
Six distributions (three for the RGB components and three
for the HSV components) are inferred from the data for each
component individually. For RGB components we use normal
distributions (truncated to the [0, 255] interval). In the HSV
case, we used [0, 1]-truncated normal distributions for saturation
and value components and the von Mises distribution for the
hue component. The von Mises distribution (also known as
the circular normal distribution) is a close approximation to
the normal distribution wrapped on the [0, 2π] interval. A
visualization of our Bayesian model for colors can be seen in
Figure 5 and its practical application in section 3.4.

2.11. The Bayesian Bootstrap
The bootstrap is a resampling technique for computing
standard deviations, confidence intervals and other estimates for
quantifying uncertainty. It uses sampling with replacement to
approximate the sampling distribution of an estimator and is
applicable in a uniform way to a wide range of scenarios.

The Bayesian bootstrap in bayes4psy is the analog of the
classical bootstrap (Efron, 1979). It is based on Rasmus Bååth’s
implementation (Bååth, 2015), which in turn is based onmethods
developed by Rubin (1981). The Bayesian bootstrap does not
simulate the sampling distribution of a statistic estimating a
parameter, but instead simulates the posterior distribution of
the parameter. The statistical model underlying the Bayesian
bootstrap can be characterized by drawing weights from a
uniform Dirichlet distribution with the same dimension as the
number of data points. These draws are then used for calculating
the statistic in question and weighing the data (Bååth, 2015).
For more details about the implementation see Bååth (2015) and
Rubin (1981).
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FIGURE 2 | The visualization of the Bayesian reaction time model. The model has a hierarchical structure. Reaction times belonging to each individual subject (tn,i
depicts i-th reaction time of the subject n) are used to construct exponentially modified normal distributions at the subject level. Parameters of subject level

distributions are then connected at the group level by using normal distributions, which can then be used for group level analysis.

2.12. Methods for Fitting and Analysing
Bayesian Fits
This section provides a quick overview of all the methods for

fitting and analysing the models described in previous sections.
For a more detailed description of each function we invite

the reader to consult the bayes4psy package documentation

and examples.
The first set of functions infers the parameters of model’s

distributions from the input data, in other words these functions
fit the model to the data. We can also use these functions
to define priors (for an example, see the second part of
section 3.1) or configure the fitting parameters. This way we
can set the number of generated samples (number of MCMC
iterations) along with several other parameters of the MCMC
algorithm. Some basic MCMC settings are described in this
manuscript and the documentation of this package, for more
advanced settings consult the official Stan documentation
(Carpenter et al., 2017).

• b_ttest is used for fitting the Bayesian t-test model.

The input data comes in the form of a vector of normally

distributed real numbers.
• b_linear is used for fitting the hierarchical linear model,

suitable for analysing sequential tasks. The input data are

three vectors—x a vector containing values of the independent
variable (time, question index . . . ), y a vector containing values
of the dependent variable (subject’s responses) and s a vector

containing IDs of subjects, these IDs are used for denoting that
xi/yi pair belongs to a particular subject.

• b_reaction_time is used for the Bayesian reaction time
model. Its input data are two vectors—vector t includes
reaction times while vector s is used for linking reaction times
with subjects.

• b_success_rate is used for fitting the Bayesian success
rate model. Its input data are two vectors, the first vector r
contains results of an experiment with binary outcomes (e.g.,
success/fail, hit/miss . . . ) and the second vector s is used to link
these results to subjects.

• b_color is used for fitting the color model. The input data to
this model is a three column matrix or a data.frame where
each column represents one of the components of the chosen
color model (RGB or HSV). If the input data are provided in
the HSV format then we also have to set the hsv parameter
to TRUE.

• b_bootstrap function can be used for Bayesian
bootstraping. The input data can be in the form of a
vector, matrix or a data.frame. The Bayesian bootstrap
also requires the specification of the statistics function.

Before interpreting the results, we can use the following functions
to check if the model fits are a credible representation of the
input data:

• plot_trace draws the Markov chain trace plot for
main parameters of the model, providing a visual way to
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FIGURE 3 | The visualization of the Bayesian success rate model. The model has a hierarchical structure. Data about success of individual subjects (yn,i depicts

success on the i-th attempt of the subject n) are used for inferring Bernoulli distributions on the subject level. Parameters of subject level distributions are then

connected at the group level with a Beta distribution.

inspect sampling behavior and assess mixing across chains
and convergence.

• plot or plot_fit draws the inferred distributions against
the input data. With hierarchical models we can use the
subjects parameter to draw fits on the subject level.

• plot_hsv or plot_fit_hsv are special functions for
inspecting color model fits by using a color wheel visualization
of HSV components.

For a summary of the posterior with Monte Carlo standard
errors and confidence intervals we can use the summary or
print/show functions:

• summary prints summary statistics of the main
model’s parameters.

• print, show prints a more detailed summary of the
model’s parameters. It includes estimated means, Monte Carlo
standard errors (se_mean), confidence intervals, effective
sample size (n_eff, a crude measure of effective sample size),
and the R-hat statistic for measuring auto-correlation. R-hat
measures the potential scale reduction factor on split chains
and equals 1 at convergence (Gelman and Rubin, 1992; Brooks
and Gelman, 1998).

The compare_means function can be used for comparison
of parameters that represent means of the fitted models.
To visualize these means one can use the plot_means
function and for visualizing the difference between means
the plot_means_difference function. All comparison

functions (functions that print or visualize the difference between
fitted models) also offer the option of defining the ROPE interval
by setting the rope parameter.

• compare_means prints and returns a data.frame
containing the comparison. It can be used for comparing two
or multiple models at the same time.

• plot_means_difference visualizes the difference of
means between two or multiple models at the same time.

• plot_means plots the distribution of parameters that depict
means. It can be used on a single or multiple models at the
same time.

• plot_means_hsv is a special function for the Bayesian
color model that plots means of HSV components by using
a color wheel visualization.

The following set of functions works in a similar fashion as the
one for comparingmeans, the difference is that this one compares
entire distributions and not just the means. This analysis is based
on the comparison of a large amount of samples drawn from
the distributions.

• compare_distributions prints and returns a
data.frame containing the comparison results. It can
be used for comparing two or multiple models at the
same time.

• plot_distributions_difference visualizes the
difference of distributions underlying two or multiple fits at
the same time.
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FIGURE 4 | The visualization of the hierarchical linear model. The model has a hierarchical structure, linear normal models are fitted on the subject level from data

belonging to each particular subject. Since the ordering is important input data come in pairs of dependent (e.g., result or answer) and independent variables (e.g., time

or the question index). The term yn,i |xn,i is the value of the i-th dependent variable given the value of the independent variable i for the subject n. Parameters of subject

level distributions are joined on the group level by using normal distributions. These group level distributions can then be used for group level analysis of the data.

FIGURE 5 | The visualization of the Bayesian color model. The model is composed of six parts. Three parts are used to describe the RGB (red, green, blue) color

model components and three parts are used to describe the HSV (hue, saturation, value) color model components. All components, except hue, are modeled with

normal distributions, while hue is modeled with the von Mises distribution—a circular normal distribution.

• plot_distribution plots the distributions underlying
the fitted models, can be used on a single or multiple models
at the same time.

• plot_distributions_hsv is a special function for the
Bayesian color model that plots the distribution behind HSV
components by using a color wheel like visualization.
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We can also extract samples from the posterior for further
custom analyses:

• get_parameters returns a data.frame of model’s
parameters. In hierarchical models this returns a
data.frame of group level parameters.

• get_subject_parameters can be used to extract subject
level parameters from hierarchical models.

3. ILLUSTRATIVE EXAMPLES

For the sake of brevity, we are presenting diagnostic
visualizations and outputs only the first time they appear
and omit them in later examples. The datasets used in the
examples are based on the experiments conducted by the Mind
& Brain Lab at the Faculty of Arts, University of Ljubljana. All
datasets are included in the bayes4psy package.

3.1. The Flanker Task
In the Eriksen flanker task (Eriksen and Eriksen, 1974)
participants are shown an image of an odd number of arrows
(usually five or seven). Their task is to indicate the orientation
(left or right) of the middle arrow as quickly as possible.
There are two types of stimuli: in the congruent condition (e.g.,
“<<<<<<<”) both the middle arrow and the flanking arrows
point in the same direction and in the incongruent condition
(e.g., “<<<><<<”) where the middle arrow points in the
opposite direction.

The participants have to consciously ignore and inhibit the
misleading information provided by the flanking arrows in the
incongruent condition, which leads to robustly longer reaction
times and a higher proportion of errors. The difference between
reaction times and error rates in congruent and incongruent
conditions is a measure of the subject’s ability to focus and to
inhibit distracting stimuli.

In the illustration below we compare reaction times and error
rates when performing the flanker task between the control group
(healthy subjects) and the test group (subjects suffering from a
certain medical condition).

First, we load bayes4psy and dplyr (Wickham et al.,
2018) for data wrangling. Second, we load the data and split them
into control and test groups. For reaction time analysis we use
only data where the response to the stimuli was correct:

R> library(bayes4psy)
R> library(dplyr)

R> data <- flanker

R> control_rt <- data %>%
filter(result == "correct" &

group == "control")

R> test_rt <- data %>%
filter(result == "correct" &

group == "test")

The model requires subjects to be indexed from 1 to n. Control
group subject indexes range from 22 to 45, so we have to cast

them to an interval that ranges from 1 to 23. Note here, that
even though this way both control and test subject have some
indexes, they will be still treated as separate individuals because
the models for test and control subjects will be fitted separately.

R> control_rt$subject <- control_rt$subject - 21

Now we are ready to fit the Bayesian reaction time
model to data from both groups. The modeling function
(b_reaction_time) requires two parameters—a vector of
reaction times t and the vector of subject indexes s.

R> rt_control_fit <- b_reaction_time(t=control_rt$
rt,

s=control_rt$
subject)

R> rt_test_fit <- b_reaction_time(t=test_rt$rt,
s=test_rt$

subject)

Before we interpret the results, we check MCMC diagnostics
(such as the traceplot on Figure 6, the Rhat metric and the
effective sample size) and inspect model’s fit.

R> plot_trace(rt_control_fit)
R> plot_trace(rt_test_fit)

R> print(rt_control_fit)

Inference for Stan model: reaction_time.
4 chains, each with iter=2000; warmup=1000; thin

=1;
post-warmup draws per chain=1000, total post-

warmup draws=4000.

mean se_mean sd 2.5% 97.5% n_eff Rhat
mu[1] 0.46 0.00 0.01 0.44 0.47 4789 1
mu[2] 0.36 0.00 0.01 0.35 0.38 4661 1
...
sigma[1] 0.04 0.00 0.01 0.03 0.05 5406 1
sigma[2] 0.03 0.00 0.01 0.02 0.04 5165 1
...
lambda[1] 14.41 0.02 1.62 1.59 17.87 4441 1
lambda[2] 11.59 0.02 1.15 9.53 14.01 5271 1
...
mu_m 0.51 0.00 0.01 0.48 0.54 5589 1
mu_l 6.86 0.01 0.91 5.12 8.75 5299 1
mu_s 0.07 0.00 0.01 0.06 0.08 4115 1
sigma_m 0.06 0.00 0.01 0.05 0.09 6078 1
sigma_l 4.24 0.01 0.78 3.02 5.99 3940 1
sigma_s 0.02 0.00 0.00 0.01 0.03 3862 1
rt 0.66 0.00 0.02 0.61 0.71 5112 1
rt_subjects 0.53 0.00 0.01 0.51 0.54 4261 1
[1]
rt_subjects 0.45 0.00 0.01 0.44 0.47 5654 1
[2]
...

R> print(rt_test_fit)

The output above is truncated and shows only values for 2 of
the 24 subjects on the subject level of the hierarchical model.
The output provides further MCMC diagnostics, which again do
not give us any cause for concern. The convergence diagnostic
Rhat is practically 1 for all parameters and there is little auto-
correlation—effective sample sizes (n_eff) are of the order of
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FIGURE 6 | The trace plot for rt_control_fit. The traceplot gives us no cause for concern regarding MCMC convergence and mixing. The trace plot for

rt_test_fit is similar. Note that the first 1,000 iterations (shaded gray) are used for warmup (tuning of the MCMC algorithm) and are discarded. The next 1,000

iterations are used for sampling. Informally speaking, if trace plots after the warmup period look like “hairy caterpillars” there is no reason for concern.

samples taken and Monte Carlo standard errors (se_mean) are
relatively small.

What is a good-enough effective sample sizes depends on
our goal. If we are only interested in estimating the mean,
100 effective samples is in most cases enough for a practically
negligible Monte Carlo error. On the other hand if we are
interested in posterior quantities, such as extreme percentiles
for example, the effective sample sizes might have to be 10,000
or higher.

We can increase the effective sample size by increasing the
amount of MCMC iterations with the iter parameter. In our
case we can achieve an effective sample size of 10,000 by setting
iter to 4,000. Because the MCMC diagnostics give us no cause
for concern, we can leave the warmup parameter at its default
value of 1,000.

R> rt_control_fit <-
b_reaction_time(t=control_rt$rt,

s=control_rt$subject,
iter=4000)

R> rt_test_fit <-
b_reaction_time(t=test_rt$rt,

s=test_rt$subject,
iter=4000)

Because we did not explicitly define priors, default flat (improper)
priors were used. In some cases, flat priors are a statement that we
have no prior knowledge about the experiment results (in some
sense). In general, even flat priors can express a preference for
a certain region of parameter space. In practice, we will almost
always have some prior information and we should incorporate
it into the modeling process.

Next, we should check whether the model fits the data well by
using the plot function (see Figure 7). If we set the subjects
parameter to FALSE, we will get a less detailed group level fit.

R> plot(rt_control_fit)

R> plot(rt_test_fit)

Since the model fits the data well we can move on with our
analysis and use the compare_means function to compare
reaction times between healthy (control) and unhealthy (test)
subjects. In the example below we use a ROPE interval of 0.01 s,
meaning that differences smaller that 0.01 of a second are treated
as equal. The compare_means function provides us with a
friendly output of the comparison and the results in the form of
a data.frame.

R> rt_control_test <-
compare_means(rt_control_fit,

fit2=rt_test_fit,
rope=0.01)

---------- Group 1 vs. Group 2 ----------
Probabilities:
- Group 1 < Group 2: 0.98 +/- 0.00409
- Group 1 > Group 2: 0.01 +/- 0.00304
- Equal: 0.01 +/- 0.00239

95% HDI:
- Group 1 - Group 2: [-0.17, -0.01]

The compare_means function outputs probabilities that one
group has shorter reaction times than the other, the probability
that both groups are equal (if ROPE interval is provided) and
the 95% HDI [highest density interval, Kruschke (2014)] for the
difference between groups. Based on the output (Group 1 <

Group 2) we can confidently claim (98%± 0.4%) that the healthy
group’s (rt_control_fit, Group 1) expected reaction times
are lower than those from the unhealthy group (rt_test_fit,
Group 2).

We can also visualize this difference with the
plot_means_difference function (Figure 8),
plot_means provides an alternative and visualizes the
parameters that define the means of each model (Figure 9).

R> plot_means_difference(rt_control_fit,
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FIGURE 7 | The fit plot for the rt_control_fit. The data are visualized as a blue region while the fit is visualized with a black line. In this case the model fits the

underlying data well, similar conclusions can be reached for the test group (rt_test_fit).

FIGURE 8 | The visualization of the difference in mean reaction times between rt_control_fit and rt_test_fit. The histogram visualizes the distribution of

the difference, vertical blue line denotes the mean, the black band at the bottom marks the 95% HDI interval and the gray band marks the ROPE interval. Since the

entire 95% HDI of difference is negative and lies outside of the ROPE interval, we can confidently conclude that healthy subjects are faster on average.

fit2=rt_test_fit,
rope=0.01)

R> plot_means(rt_control_fit,
fit2=rt_test_fit)

To summarize, based on our analysis we can confidently claim
that healthy subjects have a lower mean reaction time when

solving the flanker task than unhealthy subjects. Next, we analyse
if the same applies to success rates.

The information about success of subject’s is stored as
correct/incorrect. However, the Bayesian success rate model
requires binary (0-1) inputs so we first have to transform the data.
Also, just like in the reaction time example, we have to correct the
indexes of control group subjects.
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FIGURE 9 | The visualization of means for rt_control_fit and rt_test_fit. Group 1 visualizes means for the healthy subjects and group 2 for the unhealthy

subjects.

R> data <- data %>%
mutate(result_numeric=

ifelse(result == "correct", 1, 0))

R> control_sr <- data %>%
filter(group == "control")

R> test_sr <- data %>% filter(group == "test")

R> control_sr$subject <- control_sr$subject - 21

Since the only prior information we have about the success rate
of participants is that it is between 0 and 1, we used a beta
distribution to put a uniform prior on the [0, 1] interval (we put a
Beta(1, 1) prior on the p parameter). We fit the model by running
the b_success_rate function with appropriate input data.

R> p_prior <- b_prior(family="beta", pars=c(1, 1))

R> priors <- list(c("p", p_prior))

R> sr_control_fit <-
b_success_rate(r=control_sr $result_numeric,

s=control_sr$subject,
priors=priors,
iter=4000)

R> sr_test_fit <-
b_success_rate(r=test_sr$result_numeric,

s=test_sr$subject,
priors=priors,
iter=4000)

The process for inspecting Bayesian fits (through plot_trace
and print functions) is the same and since the results are
similar as above we omitted them here. When visually inspecting
the quality of the fit (the plot function) we can set the
subjects parameter to FALSE, which visualizes the fit on
the group level. This offers a quicker, but less detailed method
of inspection.

R> plot_trace(sr_control_fit)
R> plot_trace(sr_test_fit)

R> print(sr_control_fit)
R> print(sr_test_fit)

R> plot(sr_control_fit, subjects=FALSE)
R> plot(sr_test_fit, subjects=FALSE)

Since diagnostic functions show no cause for concern and the fits
look good we can proceed with the actual comparison between
the two fitted models. We will again estimate the difference
between two groups with compare_means.

R> sr_control_test <-
compare_means(sr_control_fit,

fit2=sr_test_fit)

---------- Group 1 vs. Group 2 ----------
Probabilities:
- Group 1 < Group 2: 0.53 +/- 0.01052
- Group 1 > Group 2: 0.47 +/- 0.01052

95% HDI:
- Group 1 - Group 2: [-0.02, 0.02]

As we can see the success rate between the two groups is
not that different. Since the probability that healthy group is
more successful is only 53% (± 1%) and the 95% HDI of
the difference ([−0.02, 0.02]) includes the 0 we cannot claim
inequality (Kruschke, 2014). We can visualize this result by using
the plot_means_difference function (Figure 10).

R> plot_means_difference (sr_control_fit,
fit2=sr_test_fit)

3.2. Adaptation Level
In the adaptation level experiment participants had to assess
weights of the objects placed in their hands by using a verbal
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scale: very very light, very light, light, medium light, medium,
medium heavy, heavy, very heavy, and very very heavy. The task
was to assess the weight of an object that was placed on the palm
of their hand. To standardize the procedure the participants had
to place the elbow on the desk, extend the palm and assess the
weight of the object after it was placed on their palm by slight
up and down movements of their arm. During the experiment
participants were blinded by using non-transparent fabric. In
total there were 15 objects of the same shape and size but different
mass (photo film canisters filled with metallic balls). Objects were
grouped into three sets:

• the light set: 45, 55, 65, 75, 85 g (weights 1–5),
• the medium set: 95, 105, 115, 125, 135 g (weights 6–10),
• the heavy set: 145, 155, 165, 175, 185 g (weights 11–15).

The experimenter sequentially placed weights in the palm of
the participant and recorded the trial index, the weight of the
object and participant’s response. The participants were divided
into two groups, in group 1 the participants first assessed the
weights of the light set in ten rounds within which the five weights
in the set were weighted in a random order. After completing
the 10 rounds with the light set, the experimenter switched to
the medium set. The participant then weighted the medium set
across another 10 rounds of weighting the five weights in the
medium set in a random order. In group 2 the overall procedure
was the same, the only difference being that they started with
the 10 rounds of the heavy set and then performed another 10
rounds of weighting on the medium set. Importantly, the weights
within each set were given in random order and the experimenter
switched between sets seamlessly without any break or other
indication to the participant.

We will use the bayes4psy package to show that the
two groups provide different assessment of the weights in
the second part of the experiment even though both groups

are responding to weights from the same (medium) set. We
will use Bayesian analysis to test the hypothesis that in the

second part of the experiment the difference is very pronounced

at first but then fades away with subsequent assessments of
weights from the medium set. This is congruent with the
hypothesis that each group formed a different adaptation level
during the initial phase of the task, the formed adaptation
level then determined the perceptual experience of the same
set of weights at the beginning of the second part of
the task.

We will conduct the analysis by using the hierarchical

linear model. First we have to construct fits for the second
part of the experiment for each group independently. The
code below loads and prepares the data, just like in the
previous example, subject indexes have to be mapped to a
[1, n] interval. We will use the ggplot2 package to fine-
tune graph axes and properly annotate graphs returned by the
bayes4psy package.

R> library(bayes4psy)
R> library(dplyr)
R> library(ggplot2)

R> data <- adaptation_level

R> group1 <- data %>% filter(group == 1)
R> group2 <- data %>% filter(group == 2)

R> n1 <- length(unique(group1$subject))
R> n2 <- length(unique(group2$subject))

FIGURE 10 | The visualization of the difference between sr_control_fit and sr_test_fit. The histogram visualizes the distribution of the difference, vertical

blue line denotes the mean difference and the black band at the bottom marks the 95% HDI interval. Since the 95% HDI of difference includes 0 we cannot claim

inequality. If we used a ROPE interval and the whole ROPE interval lied in the 95% HDI interval we could claim equality.
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R> group1$subject <-
plyr::mapvalues(group1$subject,

from=unique(group1$subject),
to=1:n1)

R> group2$subject <-
plyr::mapvalues(group1$subject,

from=unique(group1$subject),
to=1:n2)

R> group1_part2 <- group1 %>% filter(part == 2)
R> group2_part2 <- group2 %>% filter(part == 2)

Once the data is prepared we can start fitting the Bayesian
models, the input data comes in the form of three vectors, x
stores indexes of the measurements, y the subject’s responses and
s indexes of the subjects. The warmup and iter parameters are
set in order to achieve an effective sample size of 10,000.

R> fit1 <- b_linear(x=group1_part2$sequence,
y=group1_part2$response,
s=group1_part2$subject,
iter=10000, warmup=500)

R> fit2 <- b_linear(x=group2_part2$sequence,
y=group2_part2$response,
s=group2_part2$subject,
iter=10000, warmup=500)

The fitting process is always followed by the quality analysis.

R> plot_trace(fit1)
R> plot_trace(fit2)

R> print(fit1)
Inference for Stan model: linear.
4 chains, each with iter=10000; warmup=500; thin

=1;
post-warmup draws per chain=9500, total post-

warmup draws=38000.

mean se_mean sd 2.5% 97.5% n_
eff Rhat

alpha[1] 7.66 0.00 0.31 7.07 8.28
25452 1

alpha[2] 8.63 0.00 0.23 8.19 9.08
23074 1

...
beta[1] -0.14 0.00 0.04 -0.24 -0.06

20097 1
beta[2] -0.12 0.00 0.03 -0.19 -0.05

30442 1
...
sigma[1] 1.67 0.00 0.15 1.41 2.00

45998 1
sigma[2] 0.99 0.00 0.10 0.82 1.21

44379 1
...
mu_a 8.05 0.00 0.18 7.68 8.41

25983 1
mu_b -0.11 0.00 0.02 -0.15 -0.07

20126 1
mu_s 1.10 0.00 0.09 0.92 1.29

33871 1
sigma_a 0.61 0.00 0.16 0.38 0.98

24984 1
sigma_b 0.05 0.00 0.02 0.01 0.09

6726 1
sigma_s 0.34 0.00 0.08 0.21 0.54

30901 1

lp__ -374.28 0.09 6.47 -387.21 -361.12
5372 1

R> print(fit2)

R> plot(fit1)
R> plot(fit2)

The trace plot showed no MCMC related issues (for an example
of trace plot see Figure 6), effective sample sizes of parameters
relevant for our analysis (µa, µb, and µs) are large enough.
Since the visual inspection of the fit also looks good we
can continue with our analysis. To get a quick description
of fits we can take a look at the summary statistics of the
model’s parameters.

R> summary(fit1)
intercept (alpha):

8.05 +/- 0.00266, 95% HDI: [7.69, 8.39]
slope (beta):
-0.11 +/- 0.00033, 95% HDI: [-0.15, -0.07]

sigma:
1.10 +/- 0.00094, 95% HDI: [0.91, 1.28]

R> summary(fit2)
intercept (alpha):

5.81 +/- 0.00461, 95% HDI: [5.20, 6.43]
slope (beta):

0.12 +/- 0.00036, 95% HDI: [0.08, 0.16]
sigma:

1.40 +/- 0.00165, 95% HDI: [1.13, 1.66]

Values of intercept (95% HDI intercept equals [7.69, 8.39] for the
first group and [5.20, 6.43] for the second group) suggest that
our initial hypothesis about adaptation level is true. Subject’s that
weighted lighter object in the first part of the experiment (fit1)
findmedium objects at the beginning of experiment’s second part
heavier than subjects that weighted heavier objects in the first
part (fit2). We can confirm this assumption by using functions
that perform a more detailed analysis (e.g., compare_means
and plot_means_difference, see the output below and
Figure 11).

R> comparison_results <-
compare_means(fit1, fit2=fit2)

---------- Intercept ----------
Probabilities:
- Group 1 < Group 2: 0.00 +/- 0.00000
- Group 1 > Group 2: 1.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [1.54, 2.91]

---------- Slope ----------
Probabilities:
- Group 1 < Group 2: 1.00 +/- 0.00000
- Group 1 > Group 2: 0.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [-0.29, -0.18]

R> plot_means_difference(fit1,
fit2=fit2,
par="intercept")

The fact that we are confident in the claims that the slope for
the first group is negative (95% HDI for the first group’s slope
equals [−0.15, −0.07] and lies entirely below 0) and positive for
the second group (95% HDI for the second group’s slope equals
[0.08, 0.16] and lies entirely above 0) suggests that the adaptation
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FIGURE 11 | The difference between the intercept of the two fits. Since the entire 95% HDI is positive we are confident that the subject’s that weighted lighter object

in the first part of the experiment (fit1) find medium objects heavier than subjects that initially weighted heavier objects (fit2).

FIGURE 12 | Comparison of distributions underlying fit1 and fit2. The hypothesis that each group formed a different adaptation level during the initial phase of

the task seems to be true. The group that switches from heavy to medium weights assesses weights as lighter than they really are, while for the group that switches

from light to medium the weights appear heavier. These adaptation levels fade with time and assessments converge to similar estimates of weights.

level phenomenon fades away with time. We can visualize this
by plotting means and distributions underlying both fits. The
plotting functions in the bayes4psy package return regular
ggplot2 plot objects, so we can use the same techniques to
annotate or change the look and feel of graphs as we would
with the usual ggplot2 visualizations (see the code below and
Figure 12).

R> plot_distributions(fit1, fit2) +
labs(title="Part II",

x="measurement number",
y="") +

theme(legend.position="none") +
scale_x_continuous(limits=c(1, 10),

breaks=seq(1:10)) +
ylim(0, 10)
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3.3. The Stroop Color-Word Test
The Stroop test (Stroop, 1935) showed that when the stimuli are
incongruent—the name of a color is printed in different ink than
the one denoted by its name (for example, red)—naming the
color takes longer and is more error-prone than naming the color
of a rectangle or a set of characters that does not form a word (for
example, XXXXX).

In our version of the Stroop test participants were faced with
four types of conditions:

• Reading neutral—the name of the color was printed in black
ink, the participant had to read the color’s name.

• Naming neutral—string XXXXX was written in colored ink
(red, green or blue), the participant had to name the ink color.

• Reading incongruent—name of the color was printed in
incongruent ink, the participant had to read the written name
of the color.

• Naming incongruent—name of the color was printed in
incongruent ink, the participant had to name the ink color.

In each of the listed conditions the participants had to name or
read 100 stimuli presented on an A4 sheet of paper organized in
5 columns of 20 stimuli as quickly as possible. The specific order
of the stimuli was pseudo-random and balanced across the sheet.
We recorded the time to complete each sheet.

In our example analysis, we are primarily interested in
expected task completion times. Since our data is composed
from average times needed to complete the task we can use the
Bayesian t-test. The nature of the Stroop test requires the use
of t-test for dependent samples. This example first shows how
to execute the Bayesian t-test for dependent samples and in the
second part, for illustrative purposes only, also how to execute
the Bayesian t-test for independent samples. The example for
independent samples also shows how to use bayes4psy to
compare multiple groups simultaneously.

To execute the Bayesian t-test for dependent samples we
first have to calculate the difference between the samples and
then perform Bayesian modeling on those differences. The
example below compares reading times between neutral and
incongruent conditions.

R> library(bayes4psy)
R> library(dplyr)
R> library(ggplot2)

R> data <- stroop_simple

R> ri_vs_rn <- data$reading_incongruent -
data$reading_neutral

R> fit_ri_vs_rn <- b_ttest(ri_vs_rn,
iter=4000,
warmup=500)

Once we fit the Bayesian t-test model to the differences between
the reading neutral and reading incongruent conditions, we can
compare whether the means differ from 0.

R> comparison <- compare_means(fit_ri_vs_rn, mu=0)
---------- Group 1 vs. Group 2 ----------
Probabilities:
- Group 1 < Group 2: 0.00 +/- 0.00000

- Group 1 > Group 2: 1.00 +/- 0.00000
95% HDI:
- Group 1 - Group 2: [2.03, 3.94]

Since the 95% HDI of means ([2.03, 3.94]) lies above 0 we can
confidently claim that subject’s read neutral stimuli faster than
incongruent stimuli. In a similar fashion we can also execute a
comparison between other conditions.

The examples that follow are for illustrative purposes only,
they analyse the Stroop data under the wrongful assumption
that the samples are independent. These examples are in the
manuscript mainly to explain how we can use bayes4psy
to compare multiple groups simultaneously. The examples also
include priors, we based them on our previous experience with
similar tasks—participants finish the task in ∼1 min and the
typical standard deviation for a participant is <2 min.

R> mu_prior <- b_prior(family="normal",
pars=c(60, 30))

R> sigma_prior <- b_prior(family="uniform",
pars=c(0, 120))

R> priors <- list(c("mu", mu_prior),
c("sigma", sigma_prior))

R> fit_reading_neutral <-
b_ttest(data$reading_neutral,

priors=priors,
iter=4000,
warmup=500)

R> fit_reading_incongruent <-
b_ttest(data$reading_incongruent,

priors=priors,
iter=4000,
warmup=500)

R> fit_naming_neutral <-
b_ttest(data$naming_neutral,

priors=priors,
iter=4000,
warmup=500)

R> fit_naming_incongruent <-
b_ttest(data$naming_incongruent,

priors=priors,
iter=4000,
warmup=500)

There were no causes for concern in the MCMC diagnostics
and model fits, so we omit them for brevity. In practice, we
should of course always perform these steps. We proceed by
cross-comparing several fits with a single line of code.

R> fit_list <- c(fit_reading_incongruent,
fit_naming_neutral,
fit_naming_incongruent)

R> multiple_comparison <-
compare_means(fit_reading_neutral,

fits=fit_list)
---------- Group 1 vs. Group 2 ----------
Probabilities:
- Group 1 < Group 2: 1.00 +/- 0.00054
- Group 1 > Group 2: 0.00 +/- 0.00054

95% HDI:
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- Group 1 - Group 2: [-4.66, -0.96]

---------- Group 1 vs. Group 3 ----------
Probabilities:
- Group 1 < Group 3: 1.00 +/- 0.00000
- Group 1 > Group 3: 0.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [-15.34, -10.19]

---------- Group 1 vs. Group 4 ----------

Probabilities:
- Group 1 < Group 4: 1.00 +/- 0.00000
- Group 1 > Group 4: 0.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [-36.72, -28.44]

---------- Group 2 vs. Group 3 ----------
Probabilities:
- Group 2 < Group 3: 1.00 +/- 0.00000
- Group 2 > Group 3: 0.00 +/- 0.00000

FIGURE 13 | Differences in the mean task completion times for the four conditions. Row and column 1 represent the reading neutral task, row and column 2 the

reading incongruent task, row and column 3 the naming neutral task and row and column 4 the naming incongruent task. Since 95% HDI intervals (black bands at the

bottom of graphs) in all cases exclude 0 we are confident that the task completion times between conditions are different.
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95% HDI:
- Group 1 - Group 2: [-12.63, -7.09]

---------- Group 2 vs. Group 4 ----------
Probabilities:
- Group 2 < Group 4: 1.00 +/- 0.00000
- Group 2 > Group 4: 0.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [-34.12, -25.48]

---------- Group 3 vs. Group 4 ----------
Probabilities:
- Group 3 < Group 4: 1.00 +/- 0.00000
- Group 3 > Group 4: 0.00 +/- 0.00000

95% HDI:
- Group 1 - Group 2: [-24.21, -14.88]

----------------------------------------
Probabilities that a certain group is
smallest/largest or equal to all others:

largest smallest equal
1 0 0.9991111111 0
2 0 0.0008888889 0
3 0 0.0000000000 0
4 1 0.0000000000 0

When we compare more than two fits, we also get an estimate
of the probabilities that a group has the largest or the smallest
expected value. Based on the above output, the participants are
best at the reading neutral task (Group 1), followed by the
reading incongruent task (Group 2) and the naming neutral task
(Group 3). They are the worst at the naming incongruent task
(Group 4).We are very confident that this ordering is correct (the
probabilities distinguishing the groups are extremely high), so
we can conclude that both naming and incongruency of stimuli
increase the response times of subjects, with naming having a
bigger effect. We can also visualize this in various ways, either
as distributions of mean times needed to solve the given tasks or
as a difference between these means (Figure 13).

R> plot_means(fit_reading_neutral,
fits=fit_list) +

scale_fill_hue(labels=c("Reading neutral",
"Reading incongruent",
"Naming neutral",
"Naming incongruent")) +

theme(legend.title=element_blank())

R> plot_means_difference(fit_reading_neutral,
fits=fit_list)

3.4. Afterimages
In the afterimages task participants were asked to fix their gaze on
a fixation point in the middle of the computer screen. Stimulus—
a colored rectangle—was then shown above the fixation point.
After 20 s the rectangle disappeared and a color palette was
shown on the right-hand side of the screen. Participants were
asked to keep their gaze on the fixation point while using the
mouse to select the color that best matched the color of the
afterimage that appeared above the fixation point. To help select
the correct color, a rectangle of the same size as the adapting
stimuli was shown below the fixation point in the color currently
under the mouse cursor. Participants confirmed their selection

by pressing a mouse button when they were satisfied that color
of the rectangle below the fixation point matched the color of
the afterimage experienced above the fixation point. For each
trial the color of the stimulus rectangle, the subject’s response
in RGB and the subject’s response time were recorded. The goal
of this study was to determine which of the two color coding
mechanisms (trichromatic or opponent-process) better explains
the perceived color of the afterimages. We used six differently
colored rectangles: red, green, blue, cyan, magenta, yellow.

We start our analysis by loading the experiment and stimuli
data. The experiment data include subject index, reaction time,
response in RGB format, stimuli name (e.g., blue) and stimuli
values in RGB andHSV. The stimuli data include the information
about stimuli (stimuli names and their RGB/HSV values).

R> library(bayes4psy)
R> library(dplyr)
R> library(ggplot2)

R> data_all <- after_images

R> stimuli <- after_images_stimuli

Once we load required libraries and data we can start fitting
Bayesian color models. Below is a detailed example of fitting
the Bayesian color model for the red color stimuli. For a visual
inspection of the fit (see Figure 14).

R> data_red <- data_all %>%
filter(stimuli == "red")

R> data_red <- data.frame(r=data_red$r,
g=data_red$g,
b=data_red$b)

R> fit_red <- b_color(colors=data_red)

R> plot_trace(fit_red)
R> print(fit_red)

R> plot_hsv(fit_red)

FIGURE 14 | The special plot_hsv function developed for the color model.

Input data points are visualized with circles, mean of the fit is visualized with a

solid line and the 95% HDI of the underlying distribution is visualized as a

colored band.
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We repeat the same process five more times for the remaining
five colors of stimuli. We start the analysis by loading data
about the colors predicted by the trichromatic and the opponent-
process theory.

R> trichromatic <- after_images_trichromatic

R> opponent_process <-
after_images_opponent_process

We can then use the plot_distributions_hsv function
of the Bayesian color model to produce a visualization of
the accuracy of both color coding mechanism predictions for
each stimuli independently. Each graph visualizes the inferred
distribution, displayed stimuli, and responses predicted by
the trichromatic and opponent-process coding. This additional
information can be added to the visualization via annotation
points and lines. Below is an example for the red stimulus,
visualizations for other five stimuli are practically the same.

R> stimulus <- "red"
R> lines <- list()
R> lines[[1]] <-
c(
trichromatic[trichromatic$stimuli == stimulus, ]$h,
trichromatic[trichromatic$stimuli == stimulus, ]$s,
trichromatic[trichromatic$stimuli == stimulus, ]$v
)

R> lines[[2]] <-
c(
opponent_process[
opponent_process$stimuli == stimulus, ]$h,

opponent_process[
opponent_process$stimuli == stimulus, ]$s,

opponent_process[
opponent_process$stimuli == stimulus, ]$v

)

R> points <- list()

R> points[[1]] <-
c(
stimuli[stimuli$stimuli == stimulus, ]$h_s,
stimuli[stimuli$stimuli == stimulus, ]$s_s,
stimuli[stimuli$stimuli == stimulus, ]$v_s
)

R> plot_red <-
plot_distributions_hsv(fit_red,

points=points,
lines=lines,
hsv=TRUE)

R> plot_red <- plot_red +
ggtitle("Red") +
theme(plot.title = element_text(hjust = 0.5))

FIGURE 15 | The comparison of trichromatic and opponent-process color coding prediction. The long solid line visualizes the trichromatic color coding prediction.

The dashed line visualizes the opponent-process color coding prediction. Short solid line represents the mean hue of the fit. The colored band the 95% HDI of the

distribution underlying the fit. The small colored circle visualizes the color of the presented stimuli. In the case of blue and yellow stimuli the dashed line is not visible

because both color codings predict the same outcome. The prediction based on the trichromatic color coding seems more accurate as its prediction is always inside

the 95% of the most probable subject’s responses and is always closer to the mean predicted hue than the opponent-process prediction. The opponent-process

prediction is outside of the 95% of the most probable subject’s responses in cases of red and green stimuli.
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We can use the cowplot (Wilke, 2019) package to combine the
plots into a single figure (see Figure 15).

R> cowplot::plot_grid(plot_red,
plot_green,
plot_blue,
plot_yellow,
plot_cyan,
plot_magenta,
ncol=3,
nrow=2,
scale=0.9)

4. DISCUSSION

The bayes4psy package helps psychology students and
researchers with little or no experience in Bayesian statistics or
probabilistic programming to do modern Bayesian analysis in
R. The package includes several Bayesian models that cover a
wide range of tasks that arise in psychological experiments. We
can perform a Bayesian t-test or Bayesian bootstrap, analyse
reaction times, success rates, colors, or sequential tasks. The
package covers all parts of Bayesian data analysis, from fitting and
diagnosing fitted models to visualizations and comparisons.

We plan to continuously upgrade the package with new tools
and Bayesian statistics even closer to non-technical researchers.
For example, we will implement probability distribution
elicitation tools, which will ease the extraction of prior knowledge
from domain experts and the prior construction process (Morris
et al., 2014). Over the last couple of years neuroimaging
techniques (e.g., fMRI and EEG) have become very popular for
tracking brain activity during psychological experiments. The
implementation of Bayesian models for analysing such data is
also one of our future goals.
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Recent calls to end the practice of categorizing findings based on statistical significance
have focused on what not to do. Practitioners who subscribe to the conceptual basis
behind these calls may be unaccustomed to presenting results in the nuanced and
integrative manner that has been recommended as an alternative. This alternative is
often presented as a vague proposal. Here, we provide practical guidance and examples
for adopting a research evaluation posture and communication style that operates
without bright-line significance testing. Characteristics of the structure of results
communications that are based on conventional significance testing are presented.
Guidelines for writing results without the use of bright-line significance testing are then
provided. Examples of conventional styles for communicating results are presented.
These examples are then modified to conform to recent recommendations. These
examples demonstrate that basic modifications to written scientific communications
can increase the information content of scientific reports without a loss of rigor. The
adoption of alternative approaches to results presentations can help researchers comply
with multiple recommendations and standards for the communication and reporting of
statistics in the psychological sciences.

Keywords: scientific communication, statistical significance, null hypothesis significance testing, confidence
intervals, bright-line testing

INTRODUCTION

The abandonment of significance testing has been proposed by some researchers for several
decades (Hunter, 1997; Krantz, 1999; Kline, 2004; Armstrong, 2007). In place of heavy reliance
on significance testing, a thorough interrogation of data and replication of findings can be relied
upon to build scientific knowledge (Carver, 1978) and has been recommended in particular for
exploratory research (Gigerenzer, 2018). The replication crisis has demonstrated that significance
testing alone does not ensure that reported findings are adequately reliable (Nosek et al., 2015).
Indeed, the practice of focusing on significance testing during analysis is a motivator for “P-
hacking” and expeditions into the “garden of forking paths” (Gelman and Loken, 2014; Szucs and
Ioannidis, 2017). These problems are compounded by the outright misunderstanding and misuse
of p-values (Goodman, 2008; Wasserstein, 2016). The practice of bright-line significance testing
has been considered a generator of scientific confusion (Gelman, 2013), though appropriately
interpreted p-values can provide guidance in results interpretation.
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A recent issue of The American Statistician and a commentary
in Nature suggest a seemingly simple conciliatory solution to the
problems associated with current statistical practices (Amrhein
et al., 2019; Wasserstein et al., 2019). The authors of these articles
advocate ending the use of bright-line statistical testing in favor
of a thoughtful, open, and modest approach to results reporting
and evaluation (Wasserstein et al., 2019). This call to action
opens the door to the widespread adoption of various alternative
practices. A transition will require authors to adopt new customs
for analysis and communication. Reviewers and editors will also
need to recognize and accept communication styles that are
congruent with these recommendations.

Many researchers may subscribe to the ideas behind the
criticisms of traditional significance testing based on bright-
line decision rules but are unaccustomed to communicating
findings without them. This is a surmountable barrier. While
recent calls to action espouse principles that researchers should
follow, tangible examples, both of traditional approaches to
statistical reporting, as well as the newly recommended ones,
may serve as a needed resource for many researchers. The
aim of this paper is to provide researchers guidance in
ensuring their repertoire of approaches and communication
styles include approaches consistent with these newly reinforced
recommendations. Guidance on crafting results may facilitate
some researchers’ transition toward the execution of the recent
recommendations.

What Is the Dominant Approach?
Null hypothesis significance testing (NHST) dominates the
contemporary application of statistics in psychological sciences.
A common approach to structuring a research report based on
NHST (and we note that there are many variations) follows
these steps: first, a substantive question is articulated; then, an
appropriately matched statistical null hypothesis is constructed
and evaluated. The statistical question is often distinct from the
substantive question of interest. Next, upon execution of the
given approach, the appropriate metrics, including the p-value,
are extracted, and, finally, if this p-value (or equivalently the test
statistic) is more extreme than a pre-determined bright-line α,
typically 0.05, a declaration that the result is significant is issued.

The dominant style of research communication that has arisen
from this approach has emphasized the dissemination of findings
that meet the significance threshold, often disregarding the
potential for non-significant findings to provide some utility in
addressing substantive scientific questions at hand. The concern
with dichotomizing findings was distilled by Altman (1990) when
he wrote, “It is ridiculous to interpret the results of a study
differently according to whether or not the P-value obtained was,
say, 0.055 or 0.045. These should lead to very similar conclusions,
not diametrically opposed ones.” Further, this orientation has
facilitated the de-emphasis of the functional associations between
variables under investigation. In the simplest case, researchers
have failed to focus on the association magnitude (Kirk,
1996). Whereas Kelley and Preacher (2012) have described the
differences between effect size and effect magnitude, we propose
a more general focus on the functional associations between
our variables of interest, which are often complex, contingent,

and curvilinear, and so often cannot be adequately distilled into
a single number. Although we will refer to effect sizes using
the conventional definition, we want the reader to recognize
that this usage is not consistently tied to causal inference, in
practice. Adapting Kelley and Preacher’s (2012) definition, we
treat effect size as the quantitative reflection(s) of some feature(s)
of a phenomenon that is under investigation. In other words, it
is the quantitative features of the functional association between
variables in a system under study; this tells us how much our
outcome variable is expected to change based on differences
in the predictors. If the outcome variable displays such small
changes as a result of changes in a predictor that the variance is
of little practical value, a finding of statistical significance may
be irrelevant to the field. The shape, features, and magnitude of
functional associations in studied phenomena should be the focus
of researchers’ description of findings. To this end, the reader is
encouraged to consult several treatments of effect size indices to
assist in the identification of appropriate statistics (Ellis, 2010;
Grissom and Kim, 2014; Cumming, 2017).

Herein, we present a generalized version of this significance
orientation communication style (SOCS), steps that can be taken
to transition to a post-significance communication style (POCS)
that will facilitate researchers’ focus on the structure of the
associations they are studying rather than just evidence of an
association. Examples of how SOCS results write-ups may be
updated to meet the standards of this new style follow.

Significance Orientation
Communications Structure
The structure for a passage in a results section written in the
SOCS frequently includes:

1. A reference to a table or figure,
2. A declaration of significance, and,
3. A declaration of the direction of the association (positive

or negative).

The ordering is not consistent but often begins with the
reference. The authors write a statement such as, “Table 1
contains the results of the regression models,” where Table 1
holds the statistics from a series of models. There may be
no further verbal description of the pattern of findings. The
second sentence is commonly a declaration of the result of
a significance test, such as, “In adjusted models, depression
scores were significantly associated with the frequency of binge
drinking episodes (p < 0.05).” If the direction of association
was not incorporated into the second sentence, a third sentence
might follow; for instance, “After adjustment for covariates,
depression scores were positively associated with binge episodes.”
Variation in this structure occurs, and in many instances, some
information regarding the magnitude of associations (i.e., effect
sizes) is presented. However, because this approach focuses on
the results of a significance test, the description of the effect is
often treated as supplemental or perfunctory. This disposition
explains many misunderstandings and misuses of standardized
effect sizes (Baguley, 2009). Findings that do not meet the
significance threshold are often only available to the reader in
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the tables and frequently not considered when answering the
substantive question at hand. However, interval estimates can and
should be leveraged even when the null hypothesis is not rejected
(Kelley and Preacher, 2012).

Post-significance Communications
Structure
Here, we present an overarching structure for what text
in the results could look like when using post-significance
communications structure (POCS). The emphasis shifts from
identifying significant results to applying all findings toward the
purpose of answering the substantive question under study. The
first sentence can be considered a direct answer to this question,
which the authors proposed in the introduction – the findings
of the statistical tests should be placed in the context of the
scientific hypotheses they are addressing. Next, the quantitative
results of the statistical analyses should be described, and, as
a part of this description, a directional reference to supporting
tables and figures can be noted. Emphasis should be placed on
making sure the results are presented in a form that allows the
reader to confirm if the author’s assessment in the first sentence
is appropriate. This will often include a parenthetical notation
of the p-value associated with the presented parameter estimates.
The significance is not an isolated focus and its presentation is not
contingent on the p-value reaching a threshold. Instead, p-values
are part of the support and context for the answer statement
(Schneider, 2015). This is reflected in their position within the
paper. They can be placed in tables, presented parenthetically,
or set off from the rest of the text through the use of commas
when parentheses would add an additional level of enclosure.
P-values should always be presented as continuous statistics and
recognized as providing graded levels of evidence (Murtaugh,
2014; Wasserstein et al., 2019).

Even where p-values are large, the authors should focus on
describing patterns relevant to the question at hand. Assuming
a good study design, the best estimate, based on the data
being presented, are the point estimates, regardless of the
p-value. Considering the context of the interval estimates is also
critical in all circumstances because we do not want to conflate
random noise with effects. The remaining sentences should
be descriptions of the auxiliary patterns in the data that are
pertinent to the scientific questions at hand. In many cases, these
descriptions function as annotations of the key patterns found in
the tables and figures.

To help clarify how we can transition from the SOCS style to
the POCS style, we provide two examples from our own research.

Example: Factors Related to Injection Drug Use
Initiation Assistance
Using data from a multi-site prospective cohort study, we
investigated factors that were associated with providing injection
assistance to previously injection-naïve individuals the first time
they injected (Marks et al., 2019). Most initiations (i.e., the
first time an injection-naïve person injects drugs) are facilitated
by other people who inject drugs (PWID). There is evidence
that PWID receiving opioid agonist treatment have a reduced
likelihood of providing assistance to someone initiating injection

drug use (Mittal et al., 2017). We are interested in understanding
the extent to which opioid agonist treatment enrollment and
other factors are associated with assisting injection drug use
initiation. The following describes part of what we recently found,
using a conventional SOCS approach (Marks et al., 2019):

Conventional example 1

As shown in Table B1, the likelihood of recently (past 6 months)
assisting injection drug use initiation was significantly related
to recent enrollment in opioid agonist treatment (z = −2.52,
p = 0.011), and methamphetamine injecting (z = 2.38, p = 0.017),
in Vancouver. Enrollment in the opioid agonist treatment arm
was associated with a lower likelihood of assisting injection
initiation. The relative risk was significantly elevated for
those injecting methamphetamine, whereas speedball injecting
was not significantly associated with initiation assistance
(z = 1.84, p = 0.064).

This example starts with a reference to a table. It then
indicates the patterns of significance and the direction of the
effects. The parameter estimates that describe the magnitude
and functional form can be extracted from the table (see Marks
et al., 2019); however, significance tests are the focus of what is
being communicated. The parameter estimates are absent from
the text. No information about the non-significant association
is developed. Abandoning significance tests and broadening the
focus to include parameter estimates increases both the total
information content and information density of the text. Now we
will rewrite this paragraph in the POCS style.

The first sentence can be a direct answer to the research
question proposed. Based on prior evidence, we had hypothesized
opioid agonist treatment enrollment would decrease the
likelihood of assisting an initiation; thus, for our new first
sentence, we propose:

Results of our multivariable model are consistent with our
hypothesis that recent enrollment in opioid agonist treatment was
associated with a decreased likelihood of recently assisting injection
initiation in Vancouver.

We have begun by directly addressing how our findings
answer our research question. Next, we want to present the details
of the quantitative patterns. This can also be the first sentence
when the functional association is simple. We also want to make
sure to present the results in a way that increases the value of
information available to the reader – in this case, instead of
presenting regression point estimates, we present the relative risk
and proportional effects. As such, we propose:

Recent opioid agonist treatment enrollment was associated with a
12 to 63% reduction in likelihood of assisting initiation (RR: 0.58
95% CI: 0.37–0.88, p = 0.011, Table B).

This lets the reader know not only that we have a high degree
of confidence in the direction of the effect (both indicated by
the confidence interval and p-value), but also that the magnitude
of the effect warrants further consideration that opioid agonist
treatment should be considered as a tool for addressing injection

1This reference is to Table B in the supplement to Marks et al. (2019).
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initiation. If, for example, our confidence interval had been 0.96–
0.98, even though we feel confident in the direction of the effect,
we may deem it inappropriate to suggest changes to treatment
implementation as a result based on such a small potential
return on investment. Relying solely upon significance testing to
determine the value of findings could result in the glossing over
this critical piece of information (i.e., the effect size). In addition,
we note that we have now included a reference to the table where
further details and context can be inspected.

Finally, we want to examine additional patterns in the data.
In the SOCS style paragraph, we reflected on the significance of
both the effect of recent methamphetamine injection and recent
speedball (heroin and cocaine) injection. While our primary
research question focused on the impact of opioid agonist
treatment, we can still also present results for related secondary
questions regarding methamphetamine and speedball injection,
so we write:

Recent methamphetamine injection was associated with a 12% to
227% increase in likelihood of assisting initiation (RR: 1.91 95% CI:
1.12–3.27, p-value = 0.017). Similarly, recent speedball injection
was associated with an effect ranging from a 3% decrease to a
193% increase in likelihood of assisting initiation (RR: 1.68 95% CI:
0.97–2.93, p = 0.064).

Here, we find that methamphetamine and speedball injection
had similar confidence interval estimates. Instead of saying that
the impact of speedball injection was “not significant” where
the p-values exceed.05, we present the confidence interval of
methamphetamine and speedball injection relative risks. From
this, the reader can evaluate if our conclusion that the findings
preclude the possibility that speedball may have at most a
small protective effect on assisting initiation. We can gain some
knowledge from non-significant findings. Relevant stakeholders
may determine that a 3% reduction to a 193% increase in risk
is strong enough evidence to allocate resources to further study
and/or intervene on speedball injection. We note that assessing
the acceptability of characterizing an effect in this way that
did not meet traditional standards of significance is a complex
task and that it will be dependent on the consensus of the
authors, reviewers, and editors. This subjectivity of assessment
exemplifies the importance of the POCS style, as it requires all
stakeholders in the peer-review process to engage critically with
the interpretation of “not significant” findings.

Our new POCS paragraph reads:

Results of our multivariable model were consistent with our
hypothesis that recent enrollment in opioid agonist treatment
was associated with a decreased likelihood of recently assisting
injection initiation in Vancouver. Recent opioid agonist treatment
enrollment was associated with a 12 to 63% reduction in likelihood
of assisting initiation (RR: 0.58 95% CI: 0.37–0.88, p = 0.011, Table
B). Recent methamphetamine injection was associated with a 12%
to 227% increase in likelihood of assisting initiation (RR: 1.91 95%
CI: 1.12–3.27, p-value = 0.017). Similarly, recent speedball injection
was associated with an effect ranging from a 3% decrease to a
193% increase in likelihood of assisting initiation (RR: 1.68 95% CI:
0.97–2.93, p = 0.064).

Example 2: Associations Among Adolescent Alcohol
Use, Expectancies, and School Connectedness
Using data from a community survey of high school students,
we investigated the relationship among drinking expectancies,
school connectedness and heavy episodic drinking (Cummins
et al., 2019). Student perceptions of acceptance, respect, and
support at their schools are reported to be protective against
various risky health behaviors, including drinking. We wanted to
know if the association was contingent on alcohol expectancies.
Alcohol expectancies are cognitions related to the expected
outcomes that a person attributes to drinking (Brown et al., 1987).
In this study, higher expectancies indicate the respondent expects
the outcomes of consuming alcohol to be more rewarding.

Conventional example 2

Figure 1 and Table 22 depict the associations among recent
(past 30 days) binge drinking, school connectedness, and alcohol
expectancies. The model for recent (past 30 days) binge drinking
with school connectedness, party-related alcohol expectancies,
and their interaction as independent variables was statistically
significant (Likelihood Ratio χ2 (3) = 171, p < 0.0001). Significant
moderation was observed (OR = 9.89, SC X pAE interaction:
z = 2.64, p = 0.008). The prevalence of binging was significantly
higher for students reporting the highest expectancies as compared
to those reporting the lowest expectancies when students also
reported the highest school connectedness (z = 9.39, p < 0.001). The
predicted prevalence of binge drinking was 17.9 times higher among
students with the highest expectancies, as compared to those with
the lowest expectancies. This same comparison was non-significant,
where school connectedness was at its lowest (z = 1.84, p = 0.066).

While this is not an archetypal version of the SOCS style,
its primary focus is on the patterns of significance. Some
information is presented on the magnitudes of the associations

2This reference is to Table 2 in the supplement to Cummins et al. (2019).

FIGURE 1 | Modeled proportion of high school students engaging in heavy
episodic drinking (binging) as a function of school connectedness (SC) and
party-related alcohol expectancies (AE). Error bars represent 95% confidence
intervals. Low and high school connectedness are at the minimum and
maximum observed school connectedness, respectively. Modified from
Cummins et al. (2019).
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in the text; however, metrics of estimation uncertainty are absent,
as is information on the non-significant patterns. Much of the
text is redundant with the tables or is unneeded (Cummins,
2009). For example, the first sentence is a simple reference to
a figure with no indication of what the authors extracted from
their inspection of the figure. The text itself does not help
answer the scientific question. The functional associations and
their magnitudes are not described, so there is no value added
by the presence of the sentence. The latter sentences primarily
function to identify statistically significant patterns. The measure
of association strength is presented for one of the features of the
model, which was statistically significant. The uncertainty of the
estimate and the features were not described. Finally, it remains
unclear how the results answer the substantive question under
study. Now, we will rewrite this paragraph in the POCS style.

The first sentence needs to be a direct answer to the substantive
question under study. We expected students who reported
higher party-related expectancies (i.e., had more positive views
of attending parties) would report higher odds of recent binge
drinking. Further, we wanted to assess if school connectedness
moderated this relationship. For our new first sentence, we
propose:

We found that higher levels of alcohol expectancies were associated
with greater odds of binge drinking and that this relationship
was attenuated among those reporting the lowest level of school
connectedness.

Here, we have directly answered our research question. Results
of moderation analyses can be challenging to parse, exemplifying
the need to clearly articulate how the results reflect upon the
question under study is particularly important. This first sentence
helps the reader navigate the more complex statements about
contingent effects. We do this by presenting a data visualization
and highlighting the relationship of party-related expectancies
and binge drinking at the highest and lowest levels of school
connectedness in the text, as such:

For students reporting the highest level of school connectedness, the
modeled odds of binge drinking was 30.5 (95% CI: 15.4–60.2) times
higher for students with the highest level of alcohol expectancies as
compared to the those with the lowest. This pattern was attenuated
for students reporting the lowest levels of school connectedness
(OR = 3.18), such that the confidence interval for the modeled odds
ratio ranged from 1.18 to 10.6 (95% CI) (Figure 1).

Here, we have provided the reader two key pieces of
information that quantifies our initial qualitative statement: first,
for both students with the lowest and highest levels of school
connectedness, we are confident there is a positive relationship
between alcohol expectancies and binge drinking; and, second,
that this relationship is attenuated amongst those with the
lowest levels of school connectedness, as indicated by their non-
overlapping confidence intervals. We have also provided the
reference to Figure 1, reducing the initial examples’ 20-word
directional sentence, to two words.

We also focus upon estimation uncertainty by presenting
the confidence intervals in the body of the text. We direct the
reader to recognize the lower bound of the for the odds ratio

was near 1.18 for students with the lowest school connectedness.
This can be returned to in the discussion. It could be pointed
out that it is plausible alcohol expectancies are not strongly
associated with binge drinking for these students. Deploying
interventions targeting expectancies among these students could
be an inefficient use of resources. Thus, getting an improved
estimate of the effect size could be valuable to practitioners before
committing to a rigid plan for deploying intervention resources.
Not only should authors present measures of uncertainty (e.g.,
confidence intervals, credibility intervals, prediction intervals),
they should base their interpretations on those intervals.

Finally, we want to reflect on additional patterns in the data.
In the SOCS example, we presented the significance of the
model fit, as well as the significance of the interaction effect.
We provide additional information for the reader to assess the
magnitude of the interaction. We give the reader a way to gauge
this by contrasting the association at the extremes of school
connectedness. We note that, in cases where the models are
complex, word limits and a disposition toward being concise
will force authors to be selective about which features are to be
verbalized. Patterns of lower importance may not be described
in the text but should be accessible to the reader through
tables and figures.

Here, we also note that the reader should be able to evaluate
the authors’ descriptive choices in the text and ensure those
are faithful to the overall patterns. On the flip side of the coin,
the author’s selections also initially guide the reader through
the answers to the study’s questions that are supported by
the content within the tables and figures. For reviewers and
editors assessing works in the POCS style, it will be important
to assess if the authors’ descriptive choices are faithful to the
overall patterns of the results. This requires that authors provide
adequate information in their tables and figures for reviewers to
make such an assessment.

As a result, our new POCS paragraph reads as follows:

We found that higher levels of alcohol expectancies were associated
with greater odds of binge drinking and that there was evidence
that the strength of this relationship was contingent on school
connectedness, such that it was attenuated among students
reporting the lowest level of school connectedness. For students
reporting the highest level of school connectedness, the modelled
odds of binge drinking was 30.5 (95% CI: 15.4–60.2, Figure 1
and Table 2) times higher for students with the highest level of
alcohol expectancies as compared to the those with the lowest. This
association was attenuated for students reporting the lowest levels
of school connectedness (OR = 3.18), such that the interval estimate
of modelled odds ratio ranged from 1.18 to 10.6 (95% CI).

DISCUSSION

We present a communication style that abandons the use
of bright-line significance testing. By introducing the POCS
style as a formal structure for presenting results, we seek to
reduce barriers faced by researchers in their efforts to follow
recommendations for abandoning the practice of declaring
results statistically significant (Amrhein et al., 2019; Wasserstein
et al., 2019). The examples provided demonstrate how the
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adoption of this general approach could help improve the field
by shifting its focus during results generation to the simultaneous
and integrated consideration of measures of effect and inferential
statistics. Reviewers should also recognize that the use of POCS
is not an indicator of statistical naivety, but rather one of a
differing view on traditional approaches–this paper can be a
useful resource for explaining POCS to unfamiliar reviewers.
Writing results without the word “significant” is completely
counter to the training and experience for most researchers. We
hope that these examples will motivate researchers to attempt
to draft their results without using or reporting significance
tests. Although some researchers may fear that they will be left
with a diminished ability to publish, this need not be the case.
If the research findings do not stand up when described in
terms of the functional associations, perhaps that research is not
ready to be published. Indeed, with greater recognition of the
replication crisis in the psychological sciences, we should pay
more attention to the design features and basic details of the
patterns of effects.

Significance testing should not be used to reify a conclusion.
Fisher (1935) warned that an “isolated record” of a significant
result does not warrant its consideration as a genuine effect.
Although we want our individual works to be presented
as providing a strong benefit to the field, our confidence
that individual reports will hold is often unwarranted. We
may benefit from cautiously reserving our conclusions until
a strong and multi-faceted body of confirmatory evidence
is available. This evidence can be compiled without bright-
line significance testing. Improved reporting, that presents
a full characterization of the functional relationships under
study, can help to facilitate the synthesis of research
generated knowledge into reviews and metanalyses. It is also
consistent with American Psychological Association reporting
standards, which promotes the reporting of exact p-values
along with point and interval estimates of the effect-size
(Appelbaum et al., 2018).

The strongest support for some of our research conclusions
have been obtained from Bayesian probabilities based on
informative priors (e.g., Cummins et al., 2019). This point
serves to highlight the general limitations of focusing on
frequentist based NHST in scientific research and the benefit
of gauging evidence other substantive features, such as the
design, explanatory breadth, predictive power, assumptions,
and competing alternative models (de Schoot et al., 2011;
Trafimow et al., 2018). The POCS is compatible with a more
integrated approach to the valuation of research reports, whereas
the continued use of bright-line significance testing is not
(Trafimow et al., 2018).

We suspect that the quality of many papers will increase
through the application of POCS. In part, this will be driven
by a change in orientation toward the aims of research reports
where the emphasis on the establishment of the presence of an
association is substituted with an emphasis on estimating the
functional form (magnitude, shape, and contingencies) of those
relationships. The examples from our own work demonstrate
that there should be no barrier to drafting papers with POCS.
Research-based on an integrated examination of all statistical
metrics (effect sizes, p-values, error estimates, etc.) shall lead to
more meaningful and transparent communication and robust
development of our knowledge base. Research findings should
not be simply dichotomized – the quantitative principle that the
categorization of a continuous variable will always lead to a loss
of information also applies to p-values (Altman and Royston,
2006). In this paper, we provide examples of different ways to
apply that principle.
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Postural awareness (PA) refers to a subjective conscious awareness of body posture
and falls within the framework of mind–body integration. The aim of this research was
to validate and evaluate psychometric properties of the Postural Awareness Scale
(PAS) in an Italian population sample (n = 928; 45.04% men and 54.96% women;
mean age = 29.96 years, standard deviation = 11.44). The results obtained with
Velicer’s Minimum Average Partial Test, Horn’s Parallel Analysis, and exploratory factor
analysis showed a two-factor solution, as supported by the confirmatory factor analysis:
ease/familiarity with postural awareness and need for attention regulation with postural
awareness. Furthermore, the findings highlighted both a good internal consistency
(α = 0.76 for the total scale and α = 0.80, α = 0.79 for the two subscales) and
a satisfactory construct validity. Furthermore, multivariate analysis of variance was
carried out to assess differences in PA between specific subgroup. In particular, the
positive effects of physical activity and healthy body weight were confirmed, whereas
no significant differences related to gender or age were found. All these findings
suggest that the Italian version of the PAS is a rapid instrument with good psychometric
properties, which can be useful both for research and clinical practice.

Keywords: posture, awareness, mind–body integration, Italian validation, self-report questionnaire

INTRODUCTION

The postural awareness is “the subjective conscious awareness of body posture that is mainly
based on proprioceptive feedback from the body periphery to the central nervous system” (Cramer
et al., 2018b, paragraph 1). It is a fundamental element for controlling posture in a process of
adaptation based on sensory, motor, and cognitive aspects (Balasubramaniam and Wing, 2002). The
body posture, in fact, can be influenced by a certain number of conditioning factors: mechanical
aspects, heredity, race, flexibility, muscular strength, vision, and habits, but it is also involved in
relationships of mutual interdependence with emotional and psychological factors (Brito, 1995;
Wright et al., 2000). The scientific literature confirms the close relationship between posture
and psychological dimensions, as demonstrated in several studies concerning assertiveness levels
and action trends (e.g., Maner et al., 2010; Huang et al., 2011; Arnette and Pettijohn, 2012; Van
der Toorn et al., 2015), self-efficacy (Anderson and Galinsky, 2006), self-esteem (Stepper and
Strack, 1993; Dijkstra et al., 2007; Kwon and Kim, 2015), and mood (Hackford et al., 2019).
These findings fall within a framework of mind–body interaction supported by different lines of
research. The field of trauma studies, for example, increasingly focuses on this reciprocal influence,
describing somatically driven individuals, with strong emotions accompanied by dysregulated
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physical sensations: these activations derive from reminders
to previous adverse experiences that were not elaborated and
repeated in the body (Van Der Kolk, 2014; Fisher, 2017).
Furthermore, trauma affects self-awareness, specifically the
sensory one (Bluhm et al., 2009), and alters the “postural body
scheme” (Gurfinkel, 1994), involved in the perception of self
with respect to the external world and in the actions directed
to it. All this seriously alters the psychological perception of
being able to manage one’s life, which is closely linked to
the possibility of experiencing control of the physical sphere
(Van Der Kolk, 2008). Therefore, maintaining or increasing
one’s postural awareness levels allows the management of one’s
“postural body scheme,” developing more adaptive attitudes
through reflection and intention (Massion, 1994). Thus, the
vision of James Grotstein (1997) who spoke of the mind and the
body as a “strangely coupled unity” appears pertinent. He depicts
them in a single entity with two inseparable aspects, like two sides
of the same coin: they are considered like two different categories
dependent on the perspective of the observer (Solano, 2010).
In this theoretical framework, body awareness and mindfulness
are parallel to the construct of postural awareness and strongly
associated with it.

Body awareness concerns attention to bodily sensations and
implies access to consciousness of proprioceptive (including
posture) and interoceptive aspects (Mehling et al., 2009). It
allows the participation of bodily sensations in everyday life and
the observation of changes and physical responses to emotions
and environment. It finds a good application and positive
feedback in many contexts of clinical care such as, for example,
those for recovery from physical and/or psychological traumas
(Herman, 1992; Bishop et al., 2004), for substance abuse (Marlatt
and Ostafin, 2005), for eating disorders (Zerbe, 1995), and for
personality disorders (Friis et al., 1989). On the contrary, the
concept of bodily dissociation is characterized by the avoidance of
inner experience (Price and Thompson, 2007); it could represent
a protective strategy against painful memories, thoughts, or
feelings and is a mechanism commonly used for defense against
physical suffering (Bakal, 2001) and trauma (Van der Kolk, 2006).

Closely associated, mindfulness is an awareness of the present
moment with total acceptance of it (Brown and Ryan, 2003).
Mindfulness intertwines focused attention with meta-awareness,
allowing deep insight and clarifying the nature of the elements
that constitute the experience (Wallace, 2006). This presence
disposition is closely connected to higher levels of physical and
mental health, better postural control through the conscious
management of attentional focus (Kee et al., 2012), and more
likely to maintain healthy habits such as sufficient sleep (Roberts
and Danoff-Burg, 2010), physical activity (Murphy et al., 2012),
and healthy eating (Gilbert and Waltz, 2010).

In this frame of mind–body relationship, postural awareness
has still been little investigated, even though it is related
to other important constructs explored above. Some studies
support its effectiveness in chronic pain situations: in this field,
considering the impact of this condition on people’s lives and the
psychological difficulties that ensue, new treatment models have
been developed based on the association of physical experiences
to states of greater awareness and mindfulness (Mattsson, 1998;

Rosberg, 2000). Specifically, postural awareness training has
proved particularly effective for chronic low back pain conditions
(Moseley et al., 2004; Ahmed et al., 2016). These favor the control
of one’s physical disposition and the maintenance of healthy
postural patterns in everyday life, important elements to avoid
chronicization and further deterioration (Cramer et al., 2018b);
a faulty posture, in fact, increases stress on muscles, tendons,
ligaments, and bones (Yamak et al., 2018).

The Postural Awareness Scale: A
Measure of Body Posture Awareness
The Postural Awareness Scale (PAS) is a German self-report
measure designed by Cramer et al. (2018b), which allowed
them to grasp the increases of this variable on subjects with
chronic pain following the implementation of a multimedia
mind–body training program. In particular, they found that
improvements in body posture awareness were longitudinally
associated with reduced pain in patients with spinal/shoulder
pain, in line with other research on this topic (e.g., Lauche et al.,
2017). The scale consists of 12 items, grouped into two factors
(explaining the 58.8% of the variance in the original study);
the first one is “ease/familiarity with postural awareness,” which
refers to an effortless awareness and connectedness; the second
factor is “need for attention regulation with postural awareness”
and indicates a forced awareness. The original scale and
both its factors demonstrated satisfactory internal consistency
and good validity converging with other measures related
to body awareness and mindfulness. Specifically, the subscale
ease/familiarity with postural awareness showed important
associations with the measures related to the connection with
one’s body (Cramer et al., 2018b), significantly correlating with
the scores of the Body Awareness Questionnaire (BAQ; Shields
et al., 1989), of the trust in bodily sensations subscale [Body
Responsiveness Questionnaire (BRS); Daubenmier, 2005; Cramer
et al., 2018a], and of the Conscious Presence and Self-Control
scale (Büssing et al., 2013). The need for attention regulation
with postural awareness subscale, on the other hand, did not
significantly correlate with the BAQ, but showed a relevant
association with the BRS Perceived Connection between Mental
and Physical Process subscale, reflecting the need to strive for
achieving or maintaining a link between cognitive process and
bodily needs. To conclude, both factors were also significantly
correlated to the subscales of the Dresden Body Image Inventory
(Pöhlmann, 2014), indicating the association between high levels
of posturalawareness and a more positive attitude toward one’s
body and appearance.

Rationale for the Study
Further studies on postural awareness would add useful
contributions to the mind–body integration perspective, with
possible positive repercussions in the field of psychological and
psychotherapeutic intervention. The scientific literature shows
the efficacy of some interventions for the improvement of posture
aspects such as balance (Wayne et al., 2004; Kee et al., 2012),
coordination (Jay et al., 2013), control (Pluchino et al., 2012), and
awareness (Roll et al., 2002). However, up to now, particularly
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complex (Barrus, 1996; Aminian and Najafi, 2004) and/or hardly
usable outside the laboratory setting (Lanningham-Foster et al.,
2005; Wong et al., 2007) tools have been used to measure these
outcomes. With the exception of PAS, no self-report tools have
been found to allow a more agile assessment of subjective postural
awareness (Cramer et al., 2018b). The simplicity of this self-
administered scale would enable a measurement of postural
awareness in the absence of technical devices and within a
psychological setting.

The aim of the present research is the validation (and
evaluation of psychometric properties) of the Italian PAS,
originally created in German by Cramer et al. (2018b),
to allow its use in research and clinical practice. In light
of the excellent psychometric characteristics of the original
instrument, we hypothesize to obtain an Italian version with
a good internal coherence and a similar and equally good
factor structure.

MATERIALS AND METHODS

Participants
The study involved 928 individuals (45.04% men and 54.96%
women) with an age ranging from 18 to 77 years (mean = 29.96,
standard deviation = 11.44). The sample included participants
from Northern (37.50%), Central (32.54%), and Southern
(29.96%) Italy. Most individuals were unmarried (71.55% single).
Of the 928 participants, 456 (49.14%) were students, and 255
(27.48%) were employed; 44.61% of them held a secondary school
diploma, 27.37% a bachelor’s, and 19.83% a master’s degree;
48.28% of the sample was Catholic Christian, and 45.37% was
atheist. Three hundred seventy-four participants (40.30%) did
not practice any type of sports, whereas 260 (28.02%) trained in
the gym (Table 1).

Procedures
Items of the original version of the PAS have been translated
into Italian by a native German speaker living in Italy.
Then, the Italian version was back-translated by a bilingual
Italian German teacher, and the outcome was submitted to
the author of the original measure, with the help of which
the remaining inaccuracies were corrected. The researchers
compared the translated version with the original text until
a consensus on cross-language equivalence was reached. The
participants were recruited on the internet with an anonymous
link spread through a snowball-like procedure, and the
presence of psychological or orthopedic issues was adopted
as criteria for exclusion from the sample. All the subjects
were informed about the aim of the research and gave
written informed consent in accordance with the Declaration of
Helsinki. The self-report measures together with a demographic
questionnaire (i.e., age, sex, weight, height) were administered
to participants, who did not take any compensation for
their involvement in the study. The subjects were guaranteed
privacy and anonymity.

TABLE 1 | Demographics variables of the sample (N = 928).

Age

Mean = 29.96, Standard deviation = 11.44

n %

Sex

Male 418 45.04

Female 510 54.96

Provenance

Northern Italy 348 37.50

Central Italy 302 32.54

Southern Italy 278 29.96

Marital status

Single 664 71.55

Married 111 11.96

Separated 34 3.66

Divorced 22 2.37

Widowed 11 1.19

Cohabitant 86 9.27

Professional condition

Unemployed 64 6.90

Student 456 49.14

Housewife 12 1.23

Freelance 123 13.25

Employee 255 27.48

Retired 10 1.08

Other 8 0.86

Study degree

Middle school diploma 52 5.60

High school diploma 414 44.61

University degree 254 27.37

Master’s degree 184 19.83

Postlaurea specialization 24 2.59

Religion

Catholic Christian 448 48.28

Muslim 2 0.22

Buddhist 11 1.19

Atheist 421 45.37

Jehovah’s Witness 3 0.32

Agnostic 30 3.23

Other 13 1.40

Sport

Gym 260 28.02

Water sports 46 4.96

Football/soccer 34 3.66

Cycling and running 31 3.34

Walk and trekking 27 2.91

Bodyweight exercises, free exercises, yoga, fitness 35 3.77

Dance and skating 23 2.48

Volley 20 2.16

Basket and rugby 16 1.72

Martial arts and combat sports 33 3.56

Other 29 3.13

No sport 374 40.30
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Measures
Postural Awareness Scale
The PAS is a brief self-report measure designed to assess
awareness of body posture (Cramer et al., 2018b), and it
consists of 12 items scored on a 7-point scale anchored by
1 (not at all true for me) and 7 (very true for me). Results
supported the internal consistency of the original German
PAS, with a Cronbach α of 0.80 for the total scale and 0.81
and 0.77 for the two subscales (ease/familiarity with postural
awareness e need for attention regulation with postural awareness,
respectively). The scale scores range from 12 to 84, with higher
scores being indicative of greater postural awareness. The scores
were computed by adding up the answers to all the items,
after reversing the values of items 1, 2, 3, 4, 5, and 12. In
this study, an Italian version obtained by a back-translation
process was used.

Body Image Concern Inventory
The Body Image Concern Inventory (BICI) is a self-report
measure for assessing experiences related to dysmorphic
concern (Littleton et al., 2005). In this study, the Italian
version of the BICI (I-BICI; Luca et al., 2011) was used. It
consists of 19 items divided into two subscales: dysmorphic
symptoms and symptom interference. Response categories
ranged from 1 (never) to 5 (always), and the scale scores
range from 19 to 95. The aspects investigated were
dissatisfaction and concern about appearance, checking and
camouflaging behavior, reassurance seeking, social concerns,
and avoidance related to appearance. In this sample, the
I-BICI possesses good internal consistency, with a Cronbach
α of 0.92 and 0.76 for the two subscales and α = 0.93 for
the total scale.

Rosenberg Self-Esteem Scale
The Rosenberg Self-Esteem Scale (RSES) is a 10-item self-report
questionnaire designed for assessing global self-esteem with items
answered on a 4-point scale from strongly agree to strongly
disagree (Rosenberg, 1965). The scale scores range from 0 to 30, in
which scores between 15 and 25 are within normal range, whereas
scores less than 15 suggest low self-esteem. In this study, the
Italian version of the RSES (Prezza et al., 1997), showing good
internal consistency (α = 0.90), was used.

General Self-Efficacy Scale
The General Self-Efficacy Scale (GSE) is a self-report measure
of self-beliefs to cope with a variety of difficult demands in life
(Schwarzer and Jerusalem, 1995). It consists of 10 items scored
on a 4-point scale anchored by 1 (not at all true for me) and 4
(very true for me). The scale scores range from 10 to 40, with
higher scores being indicative of a sense of personal competence
in stressful situations. In this sample, the Italian versions of the
GSE (Sibilia et al., 1995) showed a high internal consistency
(α = 0.90).

Body Awareness Questionnaire
The BAQ is an 18-item self-report questionnaire designed
to assess the sensitivity to normal and non-emotional body

processes (Shields et al., 1989). Each item on the measure is rated
on a 7-point scale ranging from 1 (not at all true for me) to 7
(very true for me). In this study, the Italian translation of BAQ
(Shields et al., 1989; for the Italian version Cardinali, unpublished
manuscript) possesses good internal consistency with a Cronbach
α of 0.88.

West Haven–Yale Multidimensional Pain Inventory –
Short Version
The West Haven–Yale Multidimensional Pain Inventory
(WHYMPI-S) is a self-report measure designed to examine the
impact of chronic pain on patients’ lives, quality of social support,
and general activities (Kerns et al., 1985). In the present study,
a short version of this measure was used: five items (2, 8, 9, 12,
19) of the 52 taken from the Italian version (Ferrari et al., 2000),
showing a good internal consistency (α = 0.87), were readapted.
The selected items evaluated interference in daily life, changes
in the ability to participate in recreational and social activities,
in the level of satisfaction deriving from involvement in family
activities, in the level of suffering, and in friendship. Responses
were on a 5-point Likert scale, and higher scores indicated higher
levels of suffering and impact of chronic pain.

20-Item Toronto Alexithymia Scale
The 20-item Toronto Alexithymia Scale (TAS-20) is a well-
known 20-item questionnaire, scored on a 1- to 5-point Likert
scale, which assesses the level of alexithymia (Bagby et al.,
1994). The scale measures three main dimensions: (1) difficulty
in identifying feelings and distinguishing between feelings and
bodily sensations in emotional activation, (2) difficulty in the
verbal expression of emotions, and (3) externally oriented
thinking. In this sample, the Italian version of the TAS-20
(Bressi et al., 1996), showing a good internal consistency with a
Cronbach α of 0.86 for the total score (α = 0.84, 0.79, 0.65 for the
subscales), was used.

Beck Depression Inventory II
The Beck Depression Inventory II (BDI-II) is a 21-item self-
report multiple-choice inventory designed to assess the intensity
of depression (Beck et al., 1996). Response categories range from
1 to 3, and the scale scores range from 0 to 63. It is composed of
two subscales: a cognitive–affective and a somatic–performance
subscale. In this study, the Italian translation of BDI-II (Ghisi
et al., 2006) possesses high internal consistency with a Cronbach
α of 0.91 for the total score (α = 0.84 and 0.88 for the subscales).

Mindfulness Attention Awareness Scale
The Mindfulness Attention Awareness Scale (MAAS) is a
self-report measure designed to assess present attention and
awareness (Brown and Ryan, 2003). In this study, the Italian
version of the MAAS (Veneziani and Voci, 2015) was used. It
includes 15 items to be rated on a 7-point Likert scale from 1
(almost always) to 7 (almost never), with higher scores being
indicative of greater mindfulness. In this sample, the Italian
version possesses a good internal consistency (α = 0.87).
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Modified Somatic Perception Questionnaire
The Modified Somatic Perception Questionnaire (MSPQ) is
a self-report measure of somatic and autonomic perceptions
(Main, 1983). In this study, the Italian translation of MSPQ
(Conti, 1999) was used. It consists of 22 items scored on a
0- to 4-point Likert scale, 13 of which are used for the final
score (the others have a masking function). In the present
sample, the Italian version possesses a good internal consistency
(α = 0.85).

Data Analysis
All the statistical analyses were performed using the software
SPSS 25.0 for Windows (IBM Corp, 2017, Armonk, NY,
United States) and MPlus Version 8.1 (Muthén and Muthén,
1998–2017). Descriptive statistics were examined. To test the
factor structure of the Italian PAS, the sample was randomly
split. On the first subsample, Velicer’s Minimum Average
Partial Test (MAP), Horn’s Parallel Analysis (HPA), and an
exploratory factor analysis (EFA) with principal axis factoring
extraction method (Promax rotation) were performed. Then,
the factor structure was verified with a confirmatory factor
analysis (CFA) on the second subsample, using the following
fit indices: (1) the model χ2, which indicates a good model
fit when p > 0.05 (Hooper et al., 2008); (2) the goodness-of-
fit statistic (GFI), with recommended values ≥ 0.95 (Hooper
et al., 2008); (3) the non-normed fit index (NNFI) with
recommended values ≥ 0.95 (Hu and Bentler, 1999); (4)
the comparative fit index (CFI), for which the recommended
values are ≥ 0.95, although values between 0.90 and 0.95
indicate reasonable fit (Kline, 2005); (5) the root mean square
error of approximation (RMSEA), with recommended values
≤0.05, although values up to 0.08 represent reasonable errors
of approximation (Marsh et al., 2004); (6) the standardized
root mean square residual, with recommended values ≤0.08
(Hooper et al., 2008; Hu and Bentler, 1999). After that, the
reliability of the scale was calculated both with the Cronbach
α coefficient and item-total correlation indices. In order to
assess some aspects of construct validity, Pearson correlation was
calculated between PAS, I-BICI, RSES, GSE, BAQ, WHYMPI-
S, TAS-20, BDI-II, MAAS, and MSPQ. The choice of these
measures was driven by the observation that there are no
other self-report questionnaires for the assessment of postural
awareness: measures evaluating aspects of awareness and somatic
perceptions were therefore included. Moreover, as for large
samples even low correlations could be significant, greater
precision was searched in the evaluation of the discriminating
validity of the two subscales of the PAS, by implementing a
correlation coefficients comparison according to Meng et al.
(1992). Finally, to assess the differences between specific
subgroups, the multivariate analysis of variance (MANOVA)
was carried out, by simultaneously entering all the background
variables [gender, age, practice of sport, body mass index (BMI)]
as fixed factors in a multivariate general linear model. Separate
follow-up ANOVAs were conducted for the dependent variables
when it was necessary, and post hoc analyses using Scheffé test
were performed to support the interpretation of the differences
between averages where needed.

RESULTS

Descriptive Statistics
The descriptive statistics of the sample were reported in Table 1.
The mean values of the PAS items ranged from 2.69 to
5.61 (Table 2).

Factor Structure of the Italian PAS
First, in accordance with O’connor (2000), the MAP and HPA
were carried out (Table 3). Both the original MAP (Velicer, 1976)
and the revised MAP (Velicer et al., 2000) suggested the retention
of two factors, as well as the HPA (Horn, 1965).

Furthermore, an EFA with principal axis factoring extraction
method (Promax rotation) yielded two interpretable factors,
which explained 51.00% of the total variance (Table 4 and
Figure 1). The first factor (ease/familiarity with postural
awareness) was made up of six items related to high postural
awareness without effort and accounted for 27.82% of the total
variance. The second factor (need for attention regulation with
postural awareness) consisted of six items related to high efforts
required to be aware of their own body posture; it accounted for
23.18% of the total variance.

Concerning the CFA, although the χ2 was significant with
χ2(36, n = 463) = 134.877, p < 0.001, the other indices showed
satisfactory values and supported the two-factor solution of
the Italian PAS: GFI = 0.954, NNFI = 0.921, CFI = 0.940,
RMSEA = 0.077, SRMR = 0.066.

Reliability of the Scale
A Cronbach α coefficient (α = 0.76 for the total scale and α = 0.80,
0.79 for the two subscales) suggested satisfactory reliability. Item-
total correlations (Table 2) showed values ranging from 0.19
(Item 7) to 0.57 (Item 8).

Construct Validity
Intercorrelations between PAS subscale scores were r = 0.11,
p < 0.01, and they significantly and positively correlated with the
PAS total score (F1, r = 0.73, p < 0.01; F2, r = 0.76, p < 0.01).

The Italian PAS showed significant correlations with most
measures used to assess construct validity (Table 5). More
specifically, correlations of particular importance for the
convergent validity were those shown with BAQ (r = 0.23,
p < 0.01, for the total PAS scale; and r = 0.32, p < 0.01, for the
first PAS subscale, but there was no significant correlation with
the second PAS factor), RSES (r = 0.19, p < 0.01; r = 0.07, p < 0.05;
r = 0.22, p < 0.01 for total PAS score, the first and the second PAS
subscales, respectively), GSE (r = 0.25, p < 0.01; r = 0.24, p < 0.01;
r = 0.14, p < 0.01 for total PAS score, the first and the second PAS
subscales, respectively), and MAAS (r = 0.19, p < 0.01; r = 0.13,
p < 0.01; r = 0.15, p < 0.01 for total PAS score, the first and
the second PAS subscales, respectively). Regarding discriminant
validity, specific relevance has been given to I-BICI and TAS-
20 measurements. The PAS total score and its second subscale
were significantly and negatively correlated with the I-BICI total
scale (r = −0.28, p < 0.01; r = −0.37, p < 0.01, respectively),
the first I-BICI subscale (r = −0.28, p < 0.01; r = − 0.37,
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TABLE 2 | Descriptive statistics and item-total correlations of each of the Italian PAS items.

Standard Item-total

Item N Minimum Maximum Mean deviation Skewness Kurtosis correlation

1a 928 1.00 7.00 4.44 1.76 −0.13 −0.91 0.49

2a 928 1.00 7.00 3.88 1.95 0.10 −1.23 0.42

3a 928 1.00 7.00 3.27 2.05 0.56 −0.98 0.36

4a 928 1.00 7.00 2.69 1.69 1.01 0.25 0.34

5a 928 1.00 7.00 4.30 2.08 −0.15 −1.33 0.50

6 928 1.00 7.00 3.71 1.84 0.12 −1.08 0.38

7 928 1.00 7.00 4.61 1.93 −0.46 −0.90 0.19

8 928 1.00 7.00 3.47 1.75 0.32 −0.91 0.57

9 928 1.00 7.00 4.54 1.72 −0.35 −0.79 0.41

10 928 1.00 7.00 3.08 1.69 0.53 −0.65 0.56

11 928 1.00 7.00 3.58 1.88 0.21 −1.05 0.29

12a 928 1.00 7.00 3.90 1.87 0.17 −1.01 0.26

Valid N (listwise) 928

aReversed scoring.

TABLE 3 | MAP test and parallel analysis results for the number of components.

Average partial correlations Random data eigenvalues

N Squared Power 4 N Eigenvalues Means 95% Percentile

0 0.08 0.01 1 3.34 1.27 1.32

1 0.07 0.01 2 2.78 1.20 1.25

2 0.03 0.00 3 0.96 1.14 1.20

3 0.04 0.00 4 0.83 1.10 1.13

4 0.05 0.01 5 0.66 1.05 1.08

5 0.07 0.01 6 0.64 1.02 1.04

6 0.10 0.03 7 0.61 0.98 1.01

7 0.14 0.06 8 0.56 0.93 0.97

8 0.22 0.11 9 0.54 0.89 0.93

9 0.31 0.20 10 0.42 0.86 0.89

10 0.60 0.47 11 0.39 0.81 0.84

11 1 1 12 0.28 0.76 0.81

Bold values show the number of components, according to the tests.

FIGURE 1 | Scree plot.
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TABLE 4 | Factor structure of the Italian PAS.

Item F1 F2

1. Ich muss mich sehr konzentrieren, um meine Körperhaltung wahrzunehmen.b 0.24 0.63

(Needs to concentrate for being aware of posture)

Devo concentrarmi molto per percepire la mia posturaa,c

2. Wenn ich eine ungünstige Körperhaltung einnehme, bemerke ich dies oft erst, wenn ich Schmerzen bekomme.b 0.07 0.56

(Awareness of bad posture only by pain)

Spesso, mi accorgo di assumere posture scorrette solo quando provo dolore a,c

3. Im Sitzen sacke ich oft unbewusst in mich zusammen.b 0.02 0.62

(Slumps down when sitting)

Quando sono seduto/a, spesso mi “accascio” inconsapevolmentea,c

4. Wenn ich mich auf eine Tätigkeit konzentriere, nehme ich oft unbewusst eine bestimmte Körperhaltung ein.b −0.09 0.65

(Unaware of posture when focused)

Mi capita spesso di assumere inconsapevolmente una determinata postura quando sono concentrato/a su un’attivitàa,c

5. Es fällt mir schwer, bewusst eine bestimmte Körperhaltung einzunehmen.b 0.25 0.66

(Difficulties to consciously adopt a posture)

Ho difficoltà ad adottare consapevolmente una certa posturaa,c

6. Während der Arbeit überprüfe ich immer wieder meine Körperhaltung.b 0.60 0.08

(Often checks posture when working)

Controllo spesso la mia postura mentre lavoroc

7. Über meine Körperhaltung kann ich beeinflussen, wie ich auf andere Menschen wirke.b 0.53 −0.23

(Influences her/his own appeal by posture)

Attraverso la mia postura sono in grado di influenzare l’impressione che do alle altre personec

8. Mir ist im Alltag immer bewusst, wie ich im Moment sitze oder stehe.b 0.72 0.27

(Always aware of sitting or standing posture)

Nella vita di tutti i giorni sono sempre consapevole di com’è la mia postura quando sono seduto/a o in piedic

9. Ich rufe mir oft aktiv ins Bewusstsein, wie ich im Moment sitze oder stehe.b 0.73 0.04

(Often makes her/himself aware of her/his posture)

Spesso cerco di essere consapevole della mia postura da seduto/a o in piedic

10. Selbst bei konzentrierten Arbeiten bin ich mir meiner Körperhaltung stets bewusst.b 0.68 0.29

(Aware of posture even when focused)

Sono sempre consapevole della mia postura anche quando sto svolgendo attività che richiedono concentrazionec

11. Über meine Körperhaltung kann ich bewusst steuern, wie es mir geht.b 0.59 −0.04

(Regulates how she/he feels through posture)

Riesco a influenzare consapevolmente come mi sento attraverso la mia posturac

12. Ob eine Körperhaltung mir gut tut oder nicht merke ich meist erst, wenn ich mich darauf konzentriere.b −0.03 0.49

(Needs to concentrate to feel whether a posture benefits her/him or not)

Il più delle volte, noto se una postura va bene o meno per me solo se mi concentro su di essaa,c

Factor correlation matrix

Factor 1 1

Factor 2 0.14 1

Factor 1, ease/familiarity with postural awareness (α = 0.80); Factor 2, need for attention regulation with postural awareness (α = 0.79). aReverse item. bOriginal version
of the PAS. c Italian version of the PAS. Bold values indicate strong factor loadings.

p < 0.01, respectively), and the second I-BICI subscale (r = −0.20,
p < 0.01; r = − 0.28, p < 0.01, respectively). Furthermore, the
PAS total score and its subscales were significantly and negatively
correlated with the TAS-20 total scale (r = −0.25, p < 0.01; r = −

0.09, p < 0.01; r = −0.28, p < 0.01, respectively), the first TAS-
20 subscale (r = −0.22, p < 0.01; r = −0.31, p < 0.01, only total
PAS and the second PAS factor, respectively), the second TAS-20
subscale (r = −0.18, p < 0.01; r = −0.21, p < 0.01, only total PAS
and the second PAS factor, respectively), and the third TAS-20
subscale (r = −0.18, p < 0.01; r = − 0.14, p < 0.01; r = −0.13,
p < 0.01, respectively).

Then, a correlation coefficients comparison (Meng et al., 1992)
was used to assess the discriminant validity of the PAS subscales
(Table 6). The analysis showed that the subscales correlations
with total PAS (z = −1.54, p = 0.124), the third factor of the TAS20
(z = −0.23, p = 0.817), and MAAS (z = −0.46, p = 0.644) were not
significantly different.

General Linear Model
The results of the MANOVA revealed no significant differences
regarding gender or age on level of postural awareness
(Tables 7, 8).
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TABLE 5 | Correlations of the measures used to assess construct validity.
1 1a 1b 2 2a 2b 3 4 5 6 7 7a 7b 7c 8 8a 8b 9 10

1) PAS 1 0.73**

[0.69, 0.78]

0.76**

[0.72, 0.80]

−0.28**

[−0.34, −0.21]

−0.28**

[−0.34, −0.21]

−0.20**

[−0.27, −0.14]

0.19**

[0.13, 0.26]

0.25**

[0.19, 0.32]

0.23**

[0.16, 0.29]

−0.14**

[−0.20, −0.07]

−0.25**

[−0.31, −0.19]

−0.22**

[−0.29, −0.16]

−0.18**

[−0.24, −0.12]

−0.18**

[−0.24, −0.11]

−0.23**

[−0.29, −0.17]

−0.24**

[−0.30, −0.17]

−0.18**

[−0.25, −0.12]

0.19**

[0.12, 0.25]

−0.15**

[−0.21, −0.09]

1a) PAS (F1) 1 0.11**

[0.05, 0.18]

−0.04

[−0.10, 0.03]

−0.04

[−0.11, 0.02]

−0.02

[−0.09, 0.04]

0.07*

[0.01, 0.13]

0.24**

[0.18, 0.30]

0.32**

[0.26, 0.38]

−0.01

[−0.08, 0.05]

−0.09**

[−0.15, −0.02]

−02

[−0.09, 0.04]

−0.06

[−0.12, 0.01]

−0.14**

[−0.20, −0.07]

−0.08*

[−0.14, −0.01]

−0.07*

[−0.14, −0.01]

−0.06

[−0.12, 0.01]

0.13**

[0.06, 0.19]

−0.01

[−0.08, 0.05]

1b) PAS (F2) 1 −0.37**

[−0.43, −0.31]

−0.37**

[−0.43, −0.31]

−0.28**

[−0.34, −0.21]

0.22**

[0.15, 0.28]

0.14**

[0.08, 0.20]

0.02

[−0.04, 0.09]

−0.19**

[−0.25, −0.13]

−0.28**

[−0.34, −0.22]

−31**

[−0.37, −0.25]

−0.21**

[−0.27, −0.15]

−0.13**

[−0.19, −0.06]

−0.27**

[−0.33, −0.20]

−0.27**

[−0.34, −0.21]

−0.21**

[−0.28, −0.15]

0.15**

[0.09, 0.21]

−0.21**

[−0.27, −0.15]

2) BICI 1 0.98**

[0.98, 1.00]

0.80**

[0.77, 0.84]

−0.44**

[−0.50, −0.38]

−0.33**

[−0.39, −0.27]

0.00

[−0.06, 0.06]

0.23**

[0.17, 0.29]

0.31**

[0.25, 0.37]

0.39**

[0.33, 0.45]

0.26**

[0.19, 0.31]

0.04

[−0.02, 0.11]

0.49**

[0.43, 0.55]

0.45**

[0.39, 0.50]

0.46**

[0.40, 0.51]

−0.18**

[−0.24, −0.11]

0.34**

[0.28, 0.40]

2a) BICI (F1) 1 0.69**

[0.64, 0.74]

−44**

[−0.50, −0.83]

−0.33**

[−0.39, −0.27]

−0.00

[−0.07, 0.06]

0.21**

[0.15, 0.28]

0.30**

[0.24, 0.36]

0.39**

[0.33, 0.45]

0.26**

[0.19, 0.32]

0.03

[−0.04, 0.09]

0.48**

[0.42, 0.53]

0.44**

[0.38, 0.49]

0.44**

[0.38, 0.50]

−0.17**

[−0.24, −0.11]

0.33**

[0.27, 0.39]

2b) BICI (F2) 1 −0.34**

[−0.40, −0.28]

−0.23**

[−0.30, −0.17]

0.01

[−0.06, 0.07]

0.23**

[0.17, 0.30]

0.25**

[0.19, 0.31]

0.31**

[0.24, 0.37]

0.18**

[0.12, 0.25]

0.08∗

[0.01, 0.14]

0.42**

[0.36, 0.48]

0.37**

[0.31, 0.43]

0.41**

[0.35, 0.47]

−0.15**

[−0.21, −0.08]

0.29**

[0.23, 0.35]

3) RSES 1 0.47**

[0.42, 0.53]

0.16**

[0.10, 0.23]

−0.13**

[−0.20, −0.07]

−0.40**

[−0.46, −. 34]

−0.42**

[−0.47, −0.36]

−0.32**

[−0.39, −0.26]

−0.17**

[−0.23, −0.11]

−0.54**

[−0.60, −0.49]

−0.42**

[−0.48, −0.36]

−0.59**

[−0.64, −0.54]

0.22**

[0.16, 0.29]

−0.23**

[−0.29, −0.17]

4) GSE 1 0.26**

[0.19, 0.32]

−0.14**

[−0.20, −0.08]

−0.37**

[−0.43, −0.31]

−0.33**

[−0.39, −0.27]

−0.27**

[−0.33, −0.21]

−0.26**

[−0.32, −0.19]

−0.44**

[−0.50, −0.38]

−0.34**

[−0.40, −0.28]

−0.47**

[−0.53, −0.41]

0.20**

[0.13, 0.26]

−0.16**

[−0.22, −0.10]

5) BAQ 1 0.08∗

[0.01, 0.14]

−0.16**

[−0.22, −0.09]

−0.06

[−0.13, 0.00]

−0.11**

[−0.17, −0.04]

−0.22**

[−0.28, −0.16]

−0.08∗

[−0.14, −0.01]

−0.04

[−0.10, 0.03]

−0.11**

[−0.17, −0.04]

0.11**

[0.04, 0.17]

0.04

[−0.02, 0.11]

6) WHYMPI-S 1 0.20**

[0.14, 0.27]

0.27**

[0.21, 0.33]

0.13**

[0.07, 0.19]

0.05

[−0.01, 0.12]

0.30**

[0.24, 0.37]

0.34**

[0.27, 0.40]

0.23**

[0.17, 0.29]

−0.10**

[−0.16, −0.03]

0.37**

[0.31, 0.43]

7) TAS20 1 0.83**

[0.80, 0.87]

0.83**

[0.79, 0.87]

0.69**

[0.65, 0.74]

0.49**

[0.43, 0.55]

0.44**

[0.39, 0.50]

0.46**

[0.40, 0.52]

−0.29**

[−0.35, −0.23]

0.30**

[0.24, 0.36]

7a) TAS20 (F1) 1 0.59**

[0.54, 0.64]

0.30**

[0.24, 0.36]

0.59**

[0.43, 0.64]

0.55**

[0.50, 0.61]

0.52**

[0.47, 0.58]

−0.27**

[−0.34, −0.21]

0.40**

[0.34, 0.46]

7b) TAS20 (F2) 1 0.40**

[0.34, 0.46]

0.37**

[0.31, 0.43]

0.31**

[0.25, 0.38]

0.36**

[0.30, 0.42]

−0.20**

[−0.16, −0.13]

0.20**

[0.14, 0.26]

7c) TAS20 (F3) 1 0.16**

[0.10, 0.22]

0.13**

[0.06, 0.19]

0.17**

[0.10, 0.23]

−0.20**

[−0.26, −0.14]

0.07∗

[0.05, 0.13]

8) BDI-II 1 0.93**

[0.90, 0.95]

0.92**

[0.89, 0.94]

−0.28**

[−0.34, −0.22]

0.49**

[0.44, 0.55]

8a) BDI-II (F1) 1 0.70**

[0.66, 0.75]

−0.27**

[−0.34, −0.21]

0.55**

[0.49, 0.60]

8b) BDI-II (F2) 1 −0.24**

[−0.30, −0.18]

0.35**

[0.29, 0.41]

9) MAAS 1 −0.18**

[−0.24, −0.12]

10) MSPQ 1

**Correlation is significant at the 0.01 level (2-tailed). *Correlation is significant at the 0.05 level (2-tailed). PAS, Postural Awareness Scale; PAS (F1), Factor 1 “need for attention regulation with postural awareness”; PAS
(F2), Factor 2, “ease/familiarity with postural awareness”; BICI, Body Image Concern Inventory; BICI (F1), Factor 1 “dysmorphic symptoms”; BICI (F2), Factor 2 “symptom interference”; RSES, Rosenberg Self-Esteem
Scale; GSE, General Self-Esteem; BAQ, Body Awareness Questionnaire; WHYMPI-S, West Haven–Yale Multidimensional Pain Inventory – Short Version; TAS20, 20-item Toronto Alexithymia Scale; TAS20 (F1), Factor
1 “difficulty identifying feelings and distinguishing between feelings and bodily sensations in emotional activation”; TAS20 (F2), Factor 2 “difficulty in the verbal expression of emotions”; TAS20 (F3), Factor 3 “externally
oriented thinking”; BDI-II, Beck Depression Inventory II; BDI-II (F1): Factor 1 “cognitive–affective subscale”; BDI-II (F2): Factor 2 “somatic–performance subscale”; MAAS, Mindfulness Attention Awareness Scale; MSPQ,
Modified Somatic Perception Questionnaire. Bold values indicate significant correlations.
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TABLE 6 | Comparison of correlation coefficients between PAS subscales and the other variables.

95% Confidence interval

r Diff. Lower limit Upper limit z p Effect size

1) PAS −0.03 −0.15 0.02 −1.54 0.124 0.05

2) BICI 0.33 0.26 0.41 7.79 < 0.001 0.26

2a) BICI (F1) 0.33 0.26 0.41 7.79 < 0.001 0.26

2b) BICI (F2) 0.26 0.18 0.34 6.04 < 0.001 0.20

3) RSES −0.15 −0.24 −0.07 −3.47 < 0.001 0.11

4) GSE 0.10 −0.02 0.19 2.34 0.019 0.08

5) BAQ 0.30 0.22 0.38 7.00 < 0.001 0.23

6) WHYMPI-S 0.18 0.10 0.26 4.14 < 0.001 0.14

7) TAS 0.19 0.11 0.28 4.45 < 0.001 0.15

7a) TAS (F1) 0.29 0.21 0.37 6.76 < 0.001 0.22

7b) TAS (F2) 0.15 0.07 0.24 3.47 < 0.001 0.11

7c) TAS (F3) −0.01 −0.10 0.08 −0.23 0.817 0.01

8) BDI 0.19 0.11 0.28 4.43 < 0.001 0.15

8a) BDI (F1) 0.20 0.12 0.29 4.66 < 0.001 0.15

8b) BDI (F2) 0.15 0.07 0.24 3.47 < 0.001 0.11

9) MAAS −0.02 −0.11 0.07 −0.46 0.644 0.02

10) MSPQ 0.20 −0.12 0.28 4.60 < 0.001 0.15

BICI, Body Image Concern Inventory; BICI (F1), Factor 1 “dysmorphic symptoms”; BICI (F2), Factor 2 “symptom interference”; RSES, Rosenberg Self-Esteem Scale;
GSE, General Self-Esteem; BAQ, Body Awareness Questionnaire; WHYMPI-S, West Haven–Yale Multidimensional Pain Inventory – Short Version; TAS20, 20-item
Toronto Alexithymia Scale; TAS20 (F1), Factor 1 “difficulty identifying feelings and distinguishing between feelings and bodily sensations in emotional activation”; TAS20
(F2), Factor 2 “difficulty in the verbal expression of emotions”; TAS20 (F3): Factor 3 “externally oriented thinking”; BDI-II: Beck Depression Inventory II; BDI-II (F1):
factor 1 “cognitive–affective subscale”; BDI-II (F2): factor 2 “somatic–performance subscale”; MAAS, Mindfulness Attention Awareness Scale; MSPQ, Modified Somatic
Perception Questionnaire.

TABLE 7 | Summary of PAS total scale and PAS subscales scores by men and women.

95% Confidence interval

Dependent variable Sex Mean Standard error Lower Upper Partial η 2

PAS Male 44.97a 0.97 43.06 46.87 0.000

Female 44.35a 1.00 42.39 46.31

PAS (F1) Male 22.99a 0.66 21.70 24.29 0.000

Female 22.98a 0.68 21.65 24.31

PAS (F2) Male 21.98a 0.67 20.65 23.30 0.000

Female 21.36a 0.69 20.01 22.72

aBased on modified population marginal mean. PAS, Postural Awareness Scale; PAS (F1), Factor 1 “need for attention regulation with postural awareness”; PAS (F2),
Factor 2 “ease/familiarity with postural awareness.”

There was a significant difference between those who practice
sport and those who do not (Table 9) when considered jointly on
the variables total PAS, PAS (F1) and PAS (F2), Wilk’s 3 = 0.991,
F(2,843) = 3.93, p = 0.020, partial η2 = 0.01. A separate ANOVA
was conducted for each dependent variable, with each ANOVA
evaluated at an α level of 0.025. There were significantly higher
scores in those who practice sport than those who do not on both
total PAS score and first PAS subscale, but not on the second
one: F(1,844) = 7.80, p = 0.005, partial η2 = 0.01; F(1,844) = 5.87,
p = 0.028, partial η2 = 0.01, respectively.

Indeed, significant differences related to BMI (Table 10) were
found when considered jointly on the variables total PAS, PAS
(F1) and PAS (F2), Wilk’s 3 = 0.980, F(8,1686) = 1.12, p = 0.031,
partial η2 = 0.01. A separate ANOVA was conducted for each
dependent variable, with each ANOVA evaluated at an α level

of 0.025. There was a significant difference among the different
BMI range only on total PAS score: F(4,844) = 2.38, p = 0.050,
partial η2 = 0.01. More specifically, post hoc analysis (Scheffé)
showed that the group “normal weight” had a higher level of
postural awareness.

DISCUSSION

The aim of this research was to analyze the psychometric
characteristics of the Italian version of the PAS (Cramer et al.,
2018b), a measure of body posture awareness. This tool fits into
a perspective that connects posture to well-being (Lauche et al.,
2017) and which, in turn, falls within a broader theoretical frame
including a growing literature supporting the close link between
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TABLE 8 | Summary of PAS total scale and PAS subscales scores in different age range.

95% Confidence interval

Dependent variable Age range Mean Standard error Lower Upper Partial η2

PAS 18–24 42.942a 1.099 40.786 45.099 0.008

25–34 42.873a 1.220 40.478 45.268

35–44 44.350a 1.637 41.138 47.563

45–54 45.327a 1.885 41.626 49.027

> 54 48.658a 2.090 44.555 52.761

PAS (F1) 18–24 22.354a 0.745 20.891 23.817 0.006

25–34 23.279a 0.828 21.654 24.904

35–44 23.385a 1.111 21.205 25.564

45–54 21.597a 1.279 19.085 24.108

> 54 24.383a 1.418 21.599 27.167

PAS (F2) 18–24 20.588a 0.761 19.095 22.081 0.010

25–34 19.594a 0.845 17.935 21.252

35–44 20.966a 1.133 18.741 23.190

45–54 23.730a 1.306 21.167 26.293

> 54 24.275a 1.448 21.434 27.117

aBased on modified population marginal mean. PAS, Postural Awareness Scale; PAS (F1), Factor 1 “need for attention regulation with postural awareness”; PAS (F2),
Factor 2 “ease/familiarity with postural awareness.”

TABLE 9 | Summary of PAS total scale and PAS subscales scores by people who practice or not sport.

95% Confidence interval

Dependent variable Sport activity Mean Standard error Lower Upper Partial η 2

PAS No 42.725a 1.003 40.757 44.693 0.009

Yes 46.557a 0.973 44.648 48.466

PAS (F1) No 21.987a 0.680 20.652 23.322 0.006

Yes 23.986a 0.660 22.691 25.282

PAS (F2) No 20.738a 0.694 19.376 22.101 0.004

Yes 22.571a 0.673 21.249 23.893

aBased on modified population marginal mean. PAS, Postural Awareness Scale; PAS (F1), Factor 1 “need for attention regulation with postural awareness”; PAS (F2),
Factor 2 “ease/familiarity with postural awareness.”

physical and mental aspects (e.g., Ogden et al., 2012; Van Der
Kolk, 2014; Fisher, 2017).

The Italian version of the PAS showed satisfactory
psychometric properties with good indications of internal
consistency and construct validity. The results obtained with
MAP, HPA, and EFA supported a two-factor solution, as
confirmed by the CFA and in line with the original version:
the first regards the ability to have a high postural awareness
in a natural and effortless way (Factor 1 “ease/familiarity with
postural awareness”); the second refers the need of high efforts
to be aware of their own posture (Factor 2 “need for attention
regulation with postural awareness”). In line with what the
authors of the original instrument indicated, the two subscales
(both with good internal consistency) would seem to indicate the
extremes of a continuum concerning the effort employed to be
aware of one’s posture (Cramer et al., 2018b).

Positive and significant correlations were found with
the mindfulness (MAAS) and the body awareness (BAQ)
measurements, although in the relationship with the latter the
second factor of the PAS (need for attention regulation with

postural awareness) is an exception (in line with the results
of the original version, in which there was a low association).
The absence of association of this subscale could be interpreted
looking at the need of efforts to be aware of his own posture as a
difficulty and a lower spontaneity to have mental representation
of body aspects. More specifically, the Multiple Code Theory
(Bucci, 1999) considers the visceral and physical sensations as
subsymbolic processes that, through a referential process, can be
depicted within the symbolic register provided by language and
images. A lack of integration of these elements does not allow
having a full bodily processes awareness, which is a fundamental
element for the distinction between emotive or physiological
physical activations.

This condition causes tensions and dysregulated states of
emotional arousal that could lead to psychosomatic problems
(Ruesch, 1948; MacLean, 1949): all this could result in greater
attention to somatic aspects, which, however, do not lead to
awareness, but only to excessive worry and anxiety. The above
is confirmed by the negative associations of postural awareness
with alexithymia (especially externally oriented thinking) and
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TABLE 10 | Summary of PAS total scale and PAS subscales scores in different BMI range.

95% Confidence interval

Dependent variable BMI range Mean Standard Error Lower Upper Partial η2 Scheffé post hoc

PAS Underweight 45.757a 2.085 41.664 49.849 0.011 G2 > G1 >

Normal weight 47.482 0.877 45.762 49.203 G3 > G4 >

Overweight 44.603 1.047 42.548 46.657 G5

Class I obesity 43.058a 1.589 39.938 46.177

Classes II and III obesity 41.718a 2.527 36.758 46.678

PAS (F1) Underweight 24.237a 1.415 21.461 27.014 0.010 –

Normal weight 24.010 0.595 22.842 25.177

Overweight 21.690 0.710 20.296 23.084

Class I obesity 21.671a 1.079 19.554 23.788

Classes II and III obesity 23.996a 1.715 20.631 27.362

PAS (F2) Underweight 21.519a 1.444 18.685 24.353 0.010 –

Normal weight 23.472 0.607 22.281 24.664

Overweight 22.913 0.725 21.490 24.335

Class I obesity 21.386a 1.101 19.226 23.547

Classes II and III obesity 17.721a 1.750 14.287 21.156

aBased on modified population marginal mean. PAS, Postural Awareness Scale; PAS (F1), Factor 1 “need for attention regulation with postural awareness”; PAS (F2),
Factor 2 “ease/familiarity with postural awareness”; G1, underweight; G2, normal weight; G3, overweight; G4, Class I obesity; G5, Classes II and III obesity.

the perception of physiological functions linked to states of
anxiety and malaise (respectively, TAS-20 and MSPQ, which are
instead positively correlated to each other). A lack of integration
between symbolic and subsymbolic processes, therefore, does
not allow to understand, express, and elaborate the somatic
activations. In fact, the data show that both natural focus
and active attention aimed at achieving and maintaining high
levels of postural awareness are linked with a decrease of
negative effect perception from the pain experiences (WHYMPI-
S), which is in line with the scientific literature that shows that a
higher non-judgmental bodily consciousness is associated with
lower physical pain (Zeidan and Vago, 2016; Anheyer et al.,
2017) and with a decrease in the anxiety that this condition
determines (Flink et al., 2009). Furthermore, regarding the
attention to aesthetic features, a negative and worried attitude
toward one’s appearance would seem to be associated with a
sense of detachment from the body and a complete unwillingness
to make efforts to be aware of the posture assumed. Indeed,
negative correlations were found between PAS and dysmorphic
concern scores (BICI), except for the first factor (in line with the
original study).

Positive correlations with self-esteem (RSES) and self-efficacy
(GSE) and negative associations with depression (BDI-II) are
also identified. Scientific literature supports evidence that certain
bodily attitudes can influence self-confidence, the perception of
being able to cope with difficulties, and emotional state (Keltner
et al., 2003; Michalak et al., 2014; Nair et al., 2015; Cuddy, 2016);
on the one hand, it could deduce that a greater posture awareness
allows greater control over it and over the states it influences,
favoring a more positive self-image; on the other hand, this
could also be interpreted taking into account that higher levels
of self-esteem and self-efficacy are associated to higher insight
(Gori et al., 2015), also allowing a greater sense of mastery in

one’s environment and a greater awareness of how body fits and
interacts with it, facilitating a state of well-being.

Besides, to have more accurate interpretations about the
differences between PAS subscales correlations, an inferential test
was used to determine whether relevant pairs of correlations
were statistically different in magnitude. The findings support the
construct validity: significant associations were found between
the positive correlations that the PAS subscales have with the
PAS total score, between those with the MAAS and between the
negative correlations that they have with the TAS20 “external
oriented thinking” subscale.

Other important results obtained from the present research
confirm the positive effects of physical activity and healthy body
weight. Indeed, previous studies suggest that repeated exposure
to bodily functions related to physical activity (e.g., increased
breathing and heart rate) may lead to better body awareness
in the various aspects that characterize it (Skrinar et al., 1986;
Mehling et al., 2009), which in turn can be associated with
greater body satisfaction and a decrease in disordered eating
attitudes (Daubenmier, 2005). On the contrary, no significant
differences were found regarding gender and age, in line with
other research (Price and Thompson, 2007; Cramer et al., 2018b).
This study has some limitations that need to be identified and
discussed. First, several statistical comparisons have been carried
out without any control procedure for false discovery rate, and
this should be considered in the interpretation of the results:
future research could overcome this limit, also correcting the
p-values for multiple comparisons. Besides, as self-report tool,
the PAS requires a self-assessment of aspects for which there
could be a low level of consciousness; by definition, it is not
possible to understand the actual association between self-report
and the real postural awareness. Future research could use a
multimodal approach (e.g., adding laboratory measurements
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and in-depth interviews) to have more complete assessments
and overcome this limit, albeit with a greater expenditure of
resources. Furthermore, the sample is composed only of Italian
subjects, and this impacts the generalizability of the results
in other cultures. Specifically, it could be interesting to study
and analyze the differences in postural awareness levels in
Eastern countries, considering, for example, the positive impact
that different martial arts having their origin and diffusion
have on this aspect (e.g., Lauche et al., 2017). Thus, future
research could expand the sample by including employees from
different geographical areas, to test the cross-cultural invariance
of the results too.

Despite these limitations, the results of this validation
study suggest that the Italian version of the PAS is a
rapid tool, simple in its administration and evaluation, and
with good psychometric properties; these data imply the
possibility of using this self-report easily both for research
and clinical practice, elaborating interventions within the
psychotherapeutic process that can act on the two dimensions
of the postural awareness construct (“need for attention
regulation with postural awareness” and “ease/familiarity with
postural awareness”).
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An ideal performance evaluationmetric would be predictive, objective, easy to administer,

estimate the variance in performance, and provide a confidence interval for the level

of uncertainty. Time series forecasting may provide objective metrics for predictive

performance in mental arithmetic. Addition and summation (addition combined with

subtraction) using the Japanese Soroban computation system was undertaken over

60 days. The median calculation time in seconds for adding 10 sequential six digit

numbers [CTAdd) was 63 s (interquartile range (IQR) = 12, range 48–127 s], while

that for summation (CTSum) was 70 s (IQR = 14, range 53–108 s), and the difference

between these times was statistically significant p < 0.0001. Using the mean absolute

percentage error (MAPE) to measure forecast accuracy, the autoregressive integrated

moving average (ARIMA) model predicted a further reduction in both CTAdd to a mean of

51.51 ± 13.21 s (AIC = 5403.13) with an error of 6.32%, and CTSum to a mean of 54.57

± 15.37 s (AIC = 3852.61) with an error of 8.02% over an additional 100 forecasted

trials. When the testing was repeated, the actual mean performance differed by 1.35

and 4.41 s for each of the tasks, respectively, from the ARIMA point forecast value.

There was no difference between the ARIMA model and actual performance values

(p-value CTAdd = 1.0, CTSum=0.054). This is in contrast to both Wright’s model and

linear regression (p-value < 0.0001). By accounting for both variability in performance

over time and task difficulty, forecasting mental arithmetic performance may be possible

using an ARIMA model, with an accuracy exceeding that of both Wright’s model and

univariate linear regression.

Keywords: ARIMA model, time series, mathematics, forecasting–methodology, cognitive performance

1. INTRODUCTION

Learning curves aim to model the gain in efficiency (increase in productivity, decrease in activity
time, or both) of a repetitive task with increasing experience. The mathematical representation of
the learning process is of particular interest across several disciplines including psychology (Mazur
andHastie, 1978; Balkenius andMorén, 1998; Glautier, 2013), medicine (Sutton et al., 1998; Ramsay
et al., 2000; Dinçler et al., 2003; Hopper et al., 2007; Harrysson et al., 2014; Blehar et al., 2015),
economics/industry (Cunningham, 1980; Lieberman, 1984; Badiru, 1991; Smunt and Watts, 2003)
and more recently, artificial intelligence (Schmajuk and Zanutto, 1997; Perlich et al., 2003; Li et al.,
2015).
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Learning occurs most rapidly early in training, with equal
increments in performance requiring a longer practice time in the
later stages of the learning process. The classical understanding is
that these diminishing returns result in learning curves that are
smooth, decelerating functions (Mazur and Hastie, 1978; Jaber
andMaurice, 2016). In 1880Hermann Ebbinghaus first described
the learning curve as a forgetting function; in a series of rigorous
experiments he approximated the parameter as a negative
exponential equation (Murre andDros, 2015). In 1936 TPWright
investigated direct labor costs of assembling a particular aircraft
and noted that the cost decreased with worker experience, a
theory subsequently confirmed by other aircraft manufacturers
(Wright, 1936). Analogous to Ebbinghaus’s forgetting curve, he
predicted the acquisition of skill followed a negative power
function currently referred to as Wright’s Model:

yt = a · xb (1)

Where yt = the cumulative average time per unit, x =
the cumulative number of units produced, a = the time
to produce the first unit and b = learning coefficient (the
slope of the function) ranging from −1 to 0; values close to
−1 indicate a high learning rate and fast adaptation to task
execution. Subsequently, JR Crawford described an incremental
unit time model aimed at improving time representation in
the algorithm, by substituting (x) in Wrights’ model with
the algebraic midpoint of the time required to produce a
batch of units; this modification was a consequence of an
observation that the time to complete a task decreased by a
constant percentage, whenever the sum of the units doubled
(Crawford, 1944; Jones, 2018). Three-parameter, two-parameter
and the constant time exponential models were described to
improve longterm predictions (Knecht, 1974; Mazur and Hastie,
1978). These algorithms were outperformed by multi-parameter
hyperbolic models, where neutral, positive and negative learning
episodes are represented through corresponding variable slope
smooth curve profiles (Mazur and Hastie, 1978; Nembhard and
Uzumeri, 2000; Shafer et al., 2001; Anzanello and Fogliatto,
2007). While the conventional univariate learning curves express
a quantitative dependent variable in terms of an independent
variable, multivariate models were eventually formulated to
encode both qualitative and quantitative factors influencing the
learning process (Badiru, 1992).

The smooth curves generated by these formal models provide
an estimate at the average level of a set of observations.
However, variation in performance demands a more rigorous
representation of the learning process. This variation can be
represented in a time series through two stochastic terms.
an autoregressive term (AR), calculated as a weighted value
from another point in the series, and a moving average
(MA), which is estimated from the error terms in the series
(Hyndman and Athanasopoulos, 2018). Characterization of time
series using either an AR, MA, or combined ARMA processes
was suggested independently in the 1920s by the Russian
statistician and economist Eugen Slutsky (Slutzky, 1937), and
the British statistician George Yule (Yule, 1921, 1926, 1927).
It was not until the 1970s when Box and Jenkins described

the autoregressive integrated moving average (ARIMA) model,
which uses differencing of successive observations to render the
series stationary, which is an essential property of the series
for statistical validity (Milgate and Newman, 1990; Manuca and
Savit, 1996). This study aims to investigate whether accounting
for variance in the mental arithmetic using an ARIMA model is
more accurate at forecasting performance, compared to Wright’s
model and univariate linear regression.

2. MATERIALS AND METHODS

2.1. Test Description
The learning period duration was 60 days, followed by 8 test
days to assess the model forecasts. Tests were conducted between
7:00 and 7:30 a.m. Test sheets were randomly generated from
the Soroban exam website (www.sorobanexam.org). Each sheet
lays out both the questions and answers of a set of 10 columns
of numbers (called a trial in this study). A sheet was composed
of a mixture of six addition and four summation trials. The test
difficulty was set to what is known in the Japanese Soroban exam
system as difficulty level 3rd kyu, which consists of numbers
ranging between 100,000 and 999,999. At the end of the test, a
trial outcomewas compared with the printed result and recorded.
The last cell of the trial column was color coded with either a
blue or red color, to indicate a successful or unsuccessful trial,
respectively. Also, the time to complete a set of additions or
summations was recorded in seconds. An example test sheet is
provided in Figure 1. The in-built iOS voice over app (High
Sierra 10.13.6) was used to vocalize the list of numbers from
a .pdf list from the test sheet. Cumulative calculation time was
defined as calculation time in seconds for adding 10 sequential
6-digit numbers, which either represented the addition task only
(CTAdd) or a combination of addition and subtraction (CTSum).
The author had limited prior experience with the Soroban (self-
taught in 2017). Refer to the Supplementary Material section for
the learning and test phase of the dataset.

2.2. The Soroban
The Soroban is a mechanical calculator, of which the origins are
traced back to Mesopotamia, 2,500 years BC. Basic mathematical
operations (addition, subtraction, multiplication, and division)
can be performed using the device. There are two principles
of operation: all calculations are performed as a number is
pronounced, i.e., from the left to right. In addition, it reduces
the complex mental mathematics to a simpler task, by using
an algebraic principle of the method of complements, being
in this case, either five or ten (Association, 1989; Schumer,
1999). Number representation and an example calculation is
demonstrated in Figure 1. For clarification colored arrows are
the next move in an operation (yellow = up, red = down). All
computations are performed from left to right. Beads in contact
with the central horizontal beam are considered in the final
calculation. In this example of an addition operation (522+398),
computation is started by representing the number 522 on the
Soroban (Figure 1Ci). The number (300) is then added to the
hundreds rod (Figure 1Cii). Direct representation can take place
with this step as there are an adequate number of beads not
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FIGURE 1 | Test example. (A) The test consisted of 10 columns (trials) of 6-digit numbers labeled 1–10. There were six addition and four summation trials per test

sheet. To provide a visual indicator of performance in each sheet, color coding at the last cell of each column, where a blue or red color was used to indicate a correct

or incorrect result, respectively. (B) Digits from 0 to 9 are represented on each rod by adding the numerical value of all beads contacting the central horizontal beam.

The lower beads have a numerical value of 1, whereas the single upper bead has a value of 5. (C) An example of an addition operation (522+398) showing the

principles of number representation and complementary number calculations (details provided in the text). Images generated with abacus software http://www.

komodousa.com.
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contacting the central beam. Adding 90 to the tens rod is not
possible directly therefore, the complementary technique is used,
in this method 100 − 10 = 90, a bead is added to the hundreds
rod and another subtracted from the tens rod (Figure 1Ciii). To
add 8 to the ones rod the complementary technique again, where
10− 2= 8, a bead is added to the tens rod and 2 subtracted from
the ones rod giving a result of 920 (Figure 1Civ).

2.2.1. Time Series Model Description
An ARIMA time series model is mainly defined by three terms
(p,d,q), which represent the autoregressive (p), integrative (d),
and themoving average (q) parameters of themodel, respectively.
The general mathematical description of the model is provided
below (Box et al., 2015):

ϕ(B)zt = φ(B)▽dzt = θ0 + θ(B)at (2)

where

φ(B) = 1− φ1(B)− φ2(B)
2....− φp(B)

p (3)

θ(B) = 1− θ1(B)− θ2(B)
2....− θq(B)

q (4)

1. (B) is the backward shift (lag) operator, which is defined by
Bkzt = zt−k. This operator is convenient for describing the
process of shifting between successive points in the series. That
is to say B, operating on zt , has the effect of shifting the data
back one period.

2. φ(B) is the autoregressive polynomial operator in B of degree
(p); it is assumed to be stationary, that is, the roots of φ(B) =
0 lie outside the unit circle.

3. ϕ(B) = θ(B)▽d is the generalized autoregressive (backward
difference ▽zt) operator; which is a non-stationary operator
with d of the roots of ϕ(B) = 0 equal to unity, that is, d
unit roots. The backwards difference operator is defined as
▽zt=zt − z(t−1)=(1− B)zt . Differencing is used to stabilize the
series when the stationarity assumption is not met.

4. θ(B) is the moving average polynomial operator in B of degree
(q); it is assumed to be invertible, that is, the roots of θ(B)= 0
lie outside the unit circle.

5. The error term (at), which is assumed to have a Gaussian
distribution, with a mean (µ) of zero and a constant variance
of (σ 2

ǫ ).

In practical terms, fitting the ARIMA model requires defining
the model order (p,d,q). The autoregressive (ar) term, determines
the value of (p), which is a datapoint in the series weighted by
the value of proceeding data points. The term is given a number
(arn); this represents the lag value in the series from where the
correlation was calculated. The moving average (man) corrects
future forecasts based on errors made on recent forecasts;
this term determines the (q) of the model order calculated
from the partial autocorrelation function, which is a summary
of the relationship between an observation in a time series
with observations at prior time steps with the relationships of
intervening observations removed. The integrated (d) portion
of ARIMA models does not add predictors to the forecasting

equation, rather, it indicates the order of differencing that has
been applied to the time series to remove any trend in the data
and render it stationary.

2.2.2. Statistical Analysis
Data was analyzed in R. The distributions of CTAdd and
CTSum were modeled using the fitdistplus() package (Delignette-
Muller and Dutang, 2015). Results are expressed as the median,
range and interquartile range (IQR). Pearson’s Chi-squared test
(χ2) with Yates’ continuity correction was used to assess the
differences in the accuracy of the calculated result between the
addition and summation tasks. The Wilcoxon ranked sum test
was used to assess the differences in CTAdd and CTSum.

Parameters of Wright’s model were estimated using the
learningCurve() package in R. This package uses Equation (1) in
its calculations (Boehmke and Freels, 2017). The learning natural
slope estimate (b) was calculated using the equation:

b < −
Log10T − Log10t

Log10n− 1
(5)

where T = total time (or cost) required to produce the first
n units, t = time of all trials, n = total trials. The learning
rate estimate (s) is calculated from the natural slope estimate by
applying the following equation:

s =
10b∗log10(2)+2

100
(6)

To forecast the 100th additional trial direct substitution in
Equation (1) of (x) was done, where x = time for the 947th and
663rd attempt for the addition and summation tasks, respectively
(a= the time for the first attempt in each of these tasks).

Univariate linear regression was utilized to assess the
correlation between the time to perform the task and the number
of trials and the equation of the best line fit was derived. The
adjusted correlation coefficient (R2) was used to represent the
proportion of the variance explained by the model fits. The
residual standard error (RSE) was used to assess model fit to
the residuals.

The autoregressive integrated moving average model
(ARIMA) was used for forecasting. The time series was plotted
together with autocorrelation (acf) and partial autocorrelation
functions (pacf). Although automated fitting of the time series
(auto.arima) from the forecast package was initially used,
acf and pacf graphs were used to confirm the order (p,q,d)
of the series. After visual inspection of the time series plot
suggested stationarity (mean, variance, and auto-covariance
being independent from time), this assumption was confirmed
by applying two statistical tests: the augmented Dickey-Fuller
test (ADF), which is unit root test for stationarity, and The
Kwiatkowski–Phillips–Schmidt–Shin test (KPSS). Unit roots
(difference stationary process, i.e., a stochastic trend in a time
series, sometimes called a “random walk with drift”), which
exist in a time series if the value of α=1 in the general time
series equation:

Yt = αYt−1 + βXe + ǫ (7)
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The lag length (k) was chosen for this test (CTAdd k = 6, and
CTSum k = 5) to avoid serial correlation of the residuals by
choosing the last statistically significant lag, as determined by
the partial autocorrelation function (pacf). The KPSS test was
then applied, which is used for testing the null hypothesis that an
observable time series is stationary around a deterministic trend
(mean) or is non-stationary due to a unit root. Selection of the
ARIMA model order (p,d,q) was chosen using the automated
R auto.arima() command, which combines unit root tests,
minimization of the corrected Akaike’s Information Criterion
(AICc) and Maximum likelihood estimation (MLE) to obtain an
ARIMA model (Hyndman and Athanasopoulos, 2018). Validity
of the model parameter choice was confirmed by plotting the
autocorrelation (ACF) and partial autocorrelation (PACF) plots
of the stationary data to determine a possible model candidate
as suggested by the minimal AICc. Model fitting diagnostics also
considered the lowest root mean square error (RMSE) and mean
absolute percentage error (MAPE). A plot of the ACF of the
residuals was done to confirm if the residuals appeared to be
white noise. Once these criteria were met the forecast equations
were calculated. The characteristic roots of both time series
equations were plotted to assess whether the model is close to
invertibility or stationarity in relation to the complex unit circle.
Any roots close to the unit circle may be numerically unstable,
and the corresponding model will not be suitable for forecasting.
This possibility is mitigated through the auto.arima() function,
which avoids selecting a model with roots close to the unit
circle (Hyndman and Khandakar, 2008). Plotting the fittedmodel
against the time series plot was performed. The models were
tested for autoregressive conditional heteroscedasticity using the
McLeod-Li test. Plotting the acf of the residuals and the Ljung-
Box test were performed to assess for autocorrelations. In order
to assess the model performance, the mean point forecast was
reported from each model. In addition, forecasted data was
generated from the model parameters and compared with actual
test performance for an additional 100 trials using a pairwise-
Wilcoxon test with Bonferroni correction. A p-value of<0.05 was
considered statistically significant for all tests.

3. RESULTS

Over 60 days a total of 1,410 trials were conducted. The actual
test time was 26.28 h during which a total of 847 addition and
563 summation trials were conducted. A variable number of
trials, ranging from 0 to 70 trials per day were carried out. The
distribution of both CTAdd and CTSum was non-normal and
best fit a skewed exponential power type 4 distribution (model
coefficients fit p < 0.0001). The skew and kurtosis of CTAdd were
1.38 and 7.46, respectively, whereas the corresponding values
for CTSum were 0.80 and 3.40. The density distribution plot is
demonstrated in Figure 2.

Addition tasks, being the simpler of the two, were more likely
to yield an accurate result, and this difference compared to the
outcome of the summation task was statistically significant (χ2

= 9.33, df = 1, p < 0.002). There was an increasing trend of
total successful trials, as demonstrated in Figure 3. As expected,
there was an improved performance with training, there were
correct outcomes were recorded for 449/660 (68%) of trials in the

FIGURE 2 | Density plot of performance subset by task. The density plot uses

kernel smoothing to reduce noise in the data, which generates a more defined

distribution. The peaks of a density plot display represents values that are

concentrated over the test interval. Noted in the plot are the narrower range of

values and the shift to the left of the peak density for CTAdd compared to

CTSum.

first half compared to 598/750 (79.7%) in the second half of the
learning period. The outcome of all tests classified by task type
are summarized in Table 1.

Table 2 Summarizes the performance timing characteristics.
From this table it can be noted that the median CTAdd was
shorter compared to the median CTSum, this difference persisted
throughout the learning period duration. Trials that concluded
with an accurate calculated result (median time = 64 s, IQR
= 13, range 48–117 s) were quicker compared to those where
the result was incorrect (median time = 70 s, IQR = 15, range
51–127 s). These differences between addition, summation and
performance times at the mid-learning interval were statistically
significant (p < 0.0001). These results are shown in Figure 3.

3.1. Mathematical Models
3.1.1. Wright’s Model
The time for the first event for CTAdd was 76 s, the total time
54,302 s and the number of trials 847, whereas for CTSum the first
event was 74 s, the total time 40,297 s and the number of trials
was 563. The learning rate was 0.98 and 0.99 for the addition
and the summation tasks, respectively, this was calculated as a
ratio of learning time at each doubling of the event i.e., time to
event 1/time for event 2, time for event 2/time for event 4, time
for event 4/time for event 8......etc. The natural slope is calculated
by dividing the log of the learning rate by log2, this was further
refined by calculating the natural slope estimate when the total
number of trials, total time of all trials and the time for the first
trial is known. Substituting in Equation (5), the natural slope
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FIGURE 3 | Line graph of performance classified by task type and duration. Loess smoothed line graphs with 95% confidence intervals show the progress in test

performance classified by the calculation result accuracy over the test interval of 60 days. There was both (A) an increase in the number of correct calculations and (B)

a reduction of test time for addition and summation tasks over the learning period.
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TABLE 1 | Learning outcome performance.

Trial Correct Incorrect Total

LEARNING PERIOD (DAY 0–59)

Addition 654 (r = 77%, c = 62%) 193 (r = 23%, c = 53%) 847 (60%)

Summation 393 (r = 70%, c = 38%) 170(r = 30%, c = 47%) 563 (40%)

Total 1047 (74%) 363 (26%) 1410

TESTING PERIOD (DAY 0–7)

Addition 82 (r = 82%, c = 51.9%) 18 (r = 18.0%, c = 42.9%) 100 (50%)

Summation 76 (r = 76%, c = 48.1%) 24 (r = 24%, c = 57.1%) 100 (50%)

Total 158 (79%) 42 (21%)

A comparison of the outcome of the trials during the learning and test periods. The learning

period (60 days). The testing period (8 days) was to verify the accuracy of the model

predictions, r = percentage by row, c = percentage by column.

TABLE 2 | The time to complete the tasks showed an expected reduction with

learning.

Range

Median IQR Min Max

TOTAL LEARNING PERIOD

CTAdd 63 12 48 127

CTSum 70 14 53 108

INITIAL LEARNING PERIOD (DAY 0–29)

CTAdd 68 10 57 127

CTSum 78 14 59 108

LATE LEARNING PERIOD (DAY 30–59)

CTAdd 58 7 48 88

CTSum 64 9 53 87

TEST PERIOD

CTAdd 53 4 45 69

CTSum 58 6.25 47 75

The learning period was 60 days during which 1,410 trials were conducted, the

performance modeled, and forecasting equations were used to generated expected

timing data. The test period consisted of 100 additional trials.

estimate was−0.025 and−0.005 for the addition and summation
tasks, respectively. The learning rate was further refined by taking
into account the natural slope estimate by applying Equation (7),
therefore the learning rate was estimated at 0.983 for the addition
task and 0.996 for the summation task.

Substituting in Equation (1) where (x) is the forecasted
performance time at the end of the 100th trial, CTAdd would
be 62.24 s and CTSum would be 67.34 s. The plot of the model
parameters is outlined in Figure 4.

3.1.2. Univariate Linear Regression
In the simplest case, when the variance in performance was
disregarded, univariate linear regression was used to estimate the
correlation between the cumulative time to perform both tasks
and number of trials conducted. Consequently, the following
equations were derived, where (x) is a variable representing the

FIGURE 4 | Negative exponential curves for (A) addition and (B) summation

tasks. These learning curves were generated using Wright’s model. The natural

slope estimate is steeper for CTAdd (−0.025) compared to that of CTSum
(−0.005). This is a consequence of the simpler addition task reaching a

plateau quicker than the more complex summation task.

number of trials:

CTAdd = −0.027(±0.00085) · x+ 75.63(±0.41) (8)

CTSum = −0.051(±0.0021) · x+ 85.63(±0.64) (9)

The intercepts of Equations (8) and (9), +75.63(±0.41) and
+85.63(±0.64), respectively, indicate the values of CTAdd and
CTSum at baseline (day 0) when commencing the test, and
therefore represent the level of prior expertise with the task.
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Both the negative slope of the regression line (Figure 5) and
the negative (x) variable coefficient demonstrate a reduction of
performance time with learning. The summation task resulted
in a higher RSE (7.55, df = 561) compared to the addition task
(6.02, df = 845) due to the lower deviation from the regression
line as shown by the median of the residuals for summation
(−1.46) compared to (−0.6) for the addition task. The model’s
predictor (number of trials) explained about half of the variance
in the dependent variable (CTAdd and CTSum) as indicated by
an adjusted R2 of 0.55 and 0.54 for Equations (8) and (9),
respectively. Statistical significance was achieved for all model
coefficients (p < 0.0001). Substituting in these equations, the
forecast for the for the 100th additional forecasted trial yields a
mean time of CTAdd = 50.06 s and CTSum = 51.82 s.

3.1.3. Autoregressive Integrated Moving Average

Model (ARIMA)
The time series was of sub-daily frequency ranging from 10 to
70 trials (median 30) per day. There were three discontinuities
in testing: interval 2, intervals 5–10, and interval 53. The interval
was calculated from day 0 at the commencement of the test. As
shown in Figure 6 there was an overall declining average for both
the addition and the summation trials. The ADF test confirmed
stationarity of the series for both CTAdd (ADF value = −6.86, p
< 0.01) and CTSum (ADF value=−6.86, p< 0.01). However the
KPSS test was statistically significant for both CTAdd (KPSS value
= 10.23, p< 0.01) and CTSum (KPSS value= 6.81, p< 0.01), this
result indicated that the time series had stationary autoregressive
terms (ar) and non-stationary moving average terms (ma), which
was consistent with the declining trend in the performance time
for both tasks as shown in Figure 3, this analysis confirmed that
the series was weakly stationary and that differencing using the
ARIMA model was required to render the series stationary for
further analysis.

The correlograms in Figure 6 show, for both CTAdd and
CTSum that the acf is highly correlated at all lag values up to lag
30; therefore the suggested q would be of order 1. The pacf plot
is used to select the order of the p term. For the addition task the
highest significant value was at lag 6, whereas the value for the
summation task was at lag 5. Therefore, a custom ARIMAmodel
would be (6, 1, 1), AIC = 5409.09 for addition and (5, 1, 1), AIC
= 3863.65 for the summation task.

Software packages (like R) provide the option of an automated
ARIMA model order approximation, when this was trialed for
the series, an 18 and a 23-order permutation was tested for
addition and summation, from both these approaches the model
order (2, 1, 3) with drift for addition, where the AIC was 5403.13
and the order for summation was (5, 1, 4) with drift, where the
AIC was 3852.61. Hence the automated approximation provided
more favorable model parameters. The coefficients and accuracy
criterion of the model are listed in Table 3.

Autoregressive conditional heteroscedasticity (ARCH) among
the lags was considered, theMcleod-Li test for the additionmodel
ARCH effects are were absent, for the summation task, from a
total of 30 lags there wasminimal (13%) ARCH effects in lags 3–7.

FIGURE 5 | Univariate linear regression model. correlating the performance

time (seconds) with the number of trials for (A) the addition and (B) the

summation trials. The distribution of residuals from the regression line for (B) is

further from the regression line compared to (A) due to the wider variance in

performance time for the summation task.

The following equations can be used to describe the time series
fitted in Figure 6 derived in standard notation:

CTAdd(Yt) = −1.39Y(t−1)−0.86Y(t−2)+0.46e(t−1)−0.49e(t−2)

− 0.79e(t−3) − 0.032et (10)
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FIGURE 6 | Time series plot for (A) addition and (B) summation tasks with autocorrelation (acf) and partial autocorrelation (pacf) correlograms, which allow visual

interpretation of the correlation of present data points with past points in the series. The time series for both tasks is demonstrating a declining trend. The acf plots for

both tasks show a geometric pattern, with strong correlation of the sequential points up to lag 30. The pacf showed significant correlation at the 95% confidence

interval up to lag 6 for addition, and lag 5 for the summation task. These tests confirm a gradual improvement in performance over the test time with a <20%

correlation of test scores at each 6th trial in the series for addition and 5th trial for summation at the 95% confidence interval. A favorable model fit in the time series is

demonstrated as a blue line in each of the series plots.

CTSum(Yt) = −1.81Y(t−1) − 1.53Y(t−2) − 0.41Y(t−3)

+ 0.31Yt(t − 4)+ 0.092Y(t−5) + 0.97e(t−1)

− 0.01e(t−2) − 0.97e(t−3) − 0.87e(t−4) − 0.051et (11)

Where (Y) is the autoregressive term, (e) is the moving average
term, (et) is the error term and (t-n) is the lag (time interval
between two data points).

As shown in Figure 7. The mean forecasted performance for
the 100th trial for CTAdd was 51.50 ± 13.21 and for CTSum was
54.57 ± 15.37. From Table 3 using (MAPE) to measure forecast
accuracy, the model was able to forecast with an error of 6.42%
for the addition task and 8.02% for the summation task.

Independence of the residuals for both ARIMA models
was evaluated using the acf plot of the residuals, which
showed the absence of autocorrelation. This was confirmed
by the Ljung-Box test. Parameters for the addition task (χ2

= 759.99, df = 800, p-value = 0.84) and the summation

task (χ2 = 480.93, df = 500, p-value = 0.72) failed to
achieve statistical significance, therefore an absence of serial
autocorrelation in both series, thereby confirming an appropriate
model fit. The three model comparisons on predicting the
actual means on repeating the tests for a further 100 trials
for each of the addition and the summation tasks are listed
in Table 4.

The forecasted mean ARIMA model values offered a closer
match with actual test performance (p-value CTAdd = 1.0, CTSum

= 0.054), this in contrast to both Wright’s model and univariate
linear regression, for which mean values differed from these test
(p-value < 0.0001) for both tasks. Simulated data for the three
models for the forecasted period were compared using the paired
Wilcoxon rank sum test, which showed no difference for the
ARIMA model values from the actual test values (p-value CTAdd

1.0, CTSum=0.054), this is in contrast to both Wright’s and the
linear regression models which forecasted statistically significant
(<0.0001) values for both tasks.
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TABLE 3 | ARIMA model parameters.

ar1 ar2 ma1 ma2 ma3 Drift

ADDITION TRIALS ARIMA (2,1,3) MODEL PARAMETERS

Coefficients −1.3976 −0.864 0.4623 −0.4916 −0.7876 −0.0321

se 0.0922 0.0763 0.1077 0.0936 0.0766 0.0115

p-value <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.005

RMSE 5.84

MAPE 6.32

AIC = 5403.13, AICc = 5403.27, BIC = 5436.32

ar1 ar2 ar3 ar4 ar5 ma1 ma2 ma3 ma4 Drift

SUMMATION TRIALS ARIMA (5,1,4) MODEL PARAMETERS

Coefficients −1.8077 −1.5259 −0.4061 0.2994 0.0916 0.9703 −0.0115 −0.9706 −0.8742 −0.0495

se 0.0859 0.1229 0.1278 0.099 0.0483 0.0749 0.0426 0.0518 0.0591 0.0089

p-value <0.0001 <0.0001 <0.001 <0.002 <0.06 <0.0001 <0.8 <0.0001 <0.0001 <0.0001

RMSE 7.28

MAPE 8.02

AIC = 3852.61, AICc = 3853.09, BIC = 3900.26

ARIMA model parameters for the addition and the summation tasks. ar, autoregressive coefficients; ma, moving average coefficients; se, standard error. RMSE, root mean square error;

MAPE, mean absolute percentage error; AIC, akaike information criterion; AICc, corrected akaike information criterion; BIC, Bayseian information criterion.

4. DISCUSSION

The ARIMA model provided a more accurate approximation to
actual performance after 100 additional trials, compared to both
univariate linear regression and Wright’s model. Considering
the model means, in their predictions, the former overestimated
and the latter underestimated the actual performance (Table 1).
Many formal models of learning generate smooth learning
curves, which are seldom observed except at the level of
average data (Glautier, 2013). In this example both Wright’s
model and simple linear regression hide important information
regarding performance variance. The ARIMA model predicted
CTAdd more accurately than that of CTSum, and this may be
accounted for by the larger number of addition trials of which
the test trials constituted 60% compared to the more complex
summation task, where the test trials constituted approximately
40% of the total learning dataset. As shown in Figure 2 the
distribution of calculation times for both tasks were non-linear.
In addition, the decline in both CTAdd and CTSum followed
a non-linear trajectory over time (Figure 3). These patterns
are consistent with the three phases of learning theory, which
predict a three phase life cycle: the incipient phase during which
a familiarization with the task occurs, which is characterized
by a slow improvement; the learning phase, is where most of
the improvement takes place; and the final phase, where the
performance levels off (Carlson and Rowe, 1976). Whereas, prior
knowledge of the task would have masked the incipient phase,
the limitations of the univariate linear model become apparent
by concealing the different performance phases altogether due to
the constant slope of its regression line.

The neurophysiological basis of the Soroban remains unclear,
however, it is known that computations using the Soroban
involves a higher level of visual imagery (Tanaka et al., 2012).

A longitudinal functional magnetic resonance imaging study of
a patient with abacus-based acalculia suggested an important
role in the parietal cortex and the dorsal premotor cortex in
arithmetic ability of abacus users (Tanaka et al., 2012). Several
cognitive processes required for mental arithmetic take place
in these regions including retrieval, computation, reasoning,
and decision making about arithmetic relations in addition
to resolving interference between multiple competing solutions
(interference resolution) (Menon, 2010). These factors may have
played a role in the differences in variance in the performance of
tasks as shown in Figures 4–6.

Calculation time for both addition and summation tasks as
shown in Figure 6 demonstrate a predictable downward trend
and a slightly higher learning rate. The slope in the univariate
linear regression was more negative for CTSum than CTAdd,
although the former was a more complex task. There may be
some influence of the difference in the scale of comparison, as
the number of trials for the summation tasks were less than
the addition tasks by about 20%. A comparison of the ARIMA
model pacf plot in Figure 6 also suggests a slightly higher
learning rate with summation compared to the addition task
as indicated by the loss of correlation over shorter lags with
the former task. In Wright’s model the steeper natural slope
estimate was approximately twice that for addition compared
to summation, perhaps reflecting the higher complexity of
the latter and a more gradual departure from the learning
phase. As multiple neural systems and pathways involved in
mathematical information processing mainly the parietal cortex,
prefrontal cortex with several functional dissociations between
brain regions differentially involved in specific operations such as
addition, subtraction, and multiplication have been suggested in
literature. Menon (2010), it is therefore difficult to speculate on
the underlying structural reason behind the detected difference
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FIGURE 7 | Forecasts for (A) CTAdd and (B) CTSum at the 95% confidence

interval for the next 100 trials. The point forecast for the 947th trial was

calculated at 51.51 ± 13.21 s, whereas that for CTSum at the 663rd trial was

calculated at 54.57 ± 15.36 s.

in learning speed. The other possibility behind the large variance
seen in summation tasks is the measured difference in the
number of complementary calculations per computation in each
trial which was not considered in this experiment.

Inherent to the mathematical property of a times series
analysis, is the capability of the model to capturing both linear
and nonlinear relationships of the variables in the model. This
property distinguishes it from other analysis methodologies
which are either linear or non-linear (Yanovitzky and VanLear,
2008). In addition to describing the learning process in rigorous

TABLE 4 | Mean point forecast.

CTAdd CTSum

POINT FORECAST COMPARISON (SEC)*

Wright’s model 62.24 (+9.38) 67.34 (+8.36)

Linear regression 50.06 (−2.74) 51.82 (−7.16)

ARIMA 51.50 (−1.36) 54.57 (−4.41)

Actual mean 52.86 58.98

Comparison of the mean point forecasted value at the 100th trial for CTAdd and CTSum.

*The number in brackets is the difference from the actual mean in seconds. The ARIMA

model provided the closest prediction to actual performance.

mathematical terms at an individual level, a psychological benefit
is conferred to the test subject through accurate feedback
of the improvement in performance. The limitations of this
technique include the amount of data required to perform the
analysis and the mathematical skill required to interpret the
results. The protracted nature of the data collection requires
a commitment in the testing process and may hinder some
practicality as a routine test of learning performance. Although
with the current experiment, the model fit was appropriate and
delivered a high level of forecasting accuracy, most time series
model predictions falter with extended forecast times due to
non-stationarity, cohort effects, time-in-sample bias, and other
challenges of longitudinal analyses (Taris, 2000; Yanovitzky and
VanLear, 2008). Therefore, it is not clear from the current analysis
how far into the future the forecast would be able to extend and
retain its predictive accuracy. While the Soroban is still widely
taught in Asian schools and therefore time series modeling may
be beneficial for a more directed approach to teaching this skill,
it may not apply to a wider population in other regions of the
world where the use of the Soroban is less common. Future
studies involving simultaneously recording an encephalogram
may uncover wave activity associated with performance and the
neurological basis of calculation errors in this task.

5. CONCLUSION

Time series analysis, by capturing the variance in performance
may offer a more accurate mathematical representation of the
learning process than classical learning theory models. The
additional advantage of the ARIMA model to accurately forecast
cognitive performance, with an accuracy exceeding that of both
Wright’s model and univariate linear regression, offers a potential
for a wider applications for evaluation of cognitive function.
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Driving behaviors and fitness to drive have been assessed over time using different tools:
standardized neuropsychological, on-road and driving simulation testing. Nowadays,
the great variability of topics related to driving simulation has elicited a high number
of reviews. The present work aims to perform a scientometric analysis on driving
simulation reviews and to propose a selective review of reviews focusing on relevant
aspects related to validity and fidelity. A scientometric analysis of driving simulation
reviews published from 1988 to 2019 was conducted. Bibliographic data from 298
reviews were extracted from Scopus and WoS. Performance analysis was conducted
to investigate most prolific Countries, Journals, Institutes and Authors. A cluster analysis
on authors’ keywords was performed to identify relevant associations between different
research topics. Based on the reviews extracted from cluster analysis, a selective review
of reviews was conducted to answer questions regarding validity, fidelity and critical
issues. United States and Germany are the first two Countries for number of driving
simulation reviews. United States is the leading Country with 5 Institutes in the top-
ten. Top Authors wrote from 3 to 7 reviews each and belong to Institutes located in
North America and Europe. Cluster analysis identified three clusters and eight keywords.
The selective review of reviews showed a substantial agreement for supporting validity
of driving simulation with respect to neuropsychological and on-road testing, while for
fidelity with respect to real-world driving experience a blurred representation emerged.
The most relevant critical issues were the a) lack of a common set of standards, b)
phenomenon of simulation sickness, c) need for psychometric properties, lack of studies
investigating d) predictive validity with respect to collision rates and e) ecological validity.
Driving simulation represents a cross-cutting topic in scientific literature on driving, and
there are several evidences for considering it as a valid alternative to neuropsychological
and on-road testing. Further research efforts could be aimed at establishing a consensus
statement for protocols assessing fitness to drive, in order to (a) use standardized
systems, (b) compare systematically driving simulators with regard to their validity and
fidelity, and (c) employ shared criteria for conducting studies in a given sub-topic.
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INTRODUCTION

Driving is a multifaceted activity involving cognitive and physical
tasks. It requires the integration of visual and perceptual
stimuli, information processing, decision making, vehicle control
responses, motor programming and execution, and the capability
of carefully responding to a dynamic environment (Heikkilä
et al., 1998; Anstey et al., 2005; Classen et al., 2006;
Ranchet et al., 2011).

In order to measure driving behavior and to assess fitness
to drive, researchers have been using different assessment tools
over time. The gold standard seems to be the on-road assessment
of actual driving performance. This kind of evaluation is
considered costly, stressful, and time-consuming; furthermore, it
is very difficult to evaluate the driving performance in different
conditions, such as in heavy traffic, at night, in various types of
weather, or in dangerous circumstances (i.e., collision avoidance,
obstacles on the road). Moreover, testers often experience anxiety
and stress, and experimenters do not completely manage to
control all variables, such as errors and violations (e.g., Brown
and Ott, 2004; Kraft et al., 2010).

Neuropsychological evaluation by means of psychometric
tests is also used to evaluate driving behavior as well as
fitness to drive. The underlying assumption is that significant
cognitive impairments should prevent safe operation of a motor
vehicle (e.g., Kraft et al., 2010). The most widely appraised
cognitive domains are visual perception (e.g., contrast sensitivity;
Uc et al., 2006a; Worringham et al., 2006), visual attention
(e.g., Uc et al., 2006a, 2007), visual and verbal memory (e.g.,
Heikkilä et al., 1998; Radford et al., 2004; Uc et al., 2007),
information processing (e.g., Heikkilä et al., 1998; Worringham
et al., 2006), motor dexterity (e.g., Radford et al., 2004; Grace
et al., 2005), executive functioning (Stolwyk et al., 2006; Uc
et al., 2006b), and visuospatial organization and planning (e.g.,
Grace et al., 2005; Uc et al., 2007). Neuropsychological tests’
performance can predict driving ability, but initial evidences
suggested that neuropsychological screening batteries explained
less than 70% of the variance in driving ability and correctly
classified about 70% of participants (e.g., see Heikkilä et al.,
1998; Radford et al., 2004; Worringham et al., 2006; Amick
et al., 2007; Devos et al., 2007). More recently, Verster
and Roth (2012) showed that psychometric test batteries
predicted on-road test performance at only 33.4%, showing that
combinations of basic neuropsychological/psychometric tests
are not always good predictors of driving performance. The
screening batteries considered most reliable, with sensitivity
and specificity ranging between 61 and 94%, included the
Trail Making Test (TMT), the Useful Field of View (UFOV),
the Pelli–Robson contrast sensitivity test, and the Symbol
Digit Modalities Test (SDMT) (e.g., Jacobs et al., 2017). All
together, these findings compel researchers to shed further
light on the role of neuropsychological tests in predicting
fitness to drive.

The use of a driving simulator is another widespread
method for assessing fitness to drive (Shechtman, 2010). It
provides the opportunity to test many challenging/hazardous
conditions or events that may not be presented during on-road

testing in a standardized setting. Moreover, a lot of advantages
contribute to make this approach a promising alternative to both
neuropsychological and on-road testing for a safe assessment
procedure as well as for cost cutting, time efficiency, and
reliability (Lew et al., 2005; de Winter et al., 2009; Shechtman
et al., 2009; Mayhew et al., 2011). Additionally, a large amount
of data could be collected, capturing several variables and
measures. On the other hand, the main limitations of driving
simulation seem to be: (a) the difficulty to compare research
findings adopting different driving simulators because of how
parameters are collected and how driving simulator performance
is quantified (e.g., Jacobs et al., 2017) and (b) sickness, dizziness,
nausea, vomiting, and sweating associated with simulations
(Brooks et al., 2010; Domeyer et al., 2013).

A considerable amount of literature on driving simulation
has been produced since 1970. The rapid and continuous
advancements of technology in the last 50 years have allowed for
a massive development and employment of driving simulators.
A recent bibliometric analysis (Guo et al., 2019) has explored
the paths through which literature on simulated driving has
evolved in the last 20 years. Authors filtered out 3,766
documents published from 1997 to 2016 and performed several
bibliometric computations. The Countries which contributed
and collaborated most in publishing studies on simulated driving
were the United States followed by Germany and China. The
most productive institutes were located in Netherlands and
in the United States. The most recognized journals were in
transportation and ergonomics, and the most productive authors
were “J. D. Lee,” “D. L. Fisher,” “J. H. Kim,” and “K. A.
Brookhuis.” A co-citation analysis was also performed showing
different trends in topic over time—from early works on task-
induced stress, drivers with neurological disorders, alertness and
sleepiness, driving assistance systems, driver distraction in the
first 10 years to the effect of drug use on driving behavior,
the validity of driving simulators, and automated driving in
more recent years.

Regarding the latter point highlighted by Guo et al. (2019), in a
recent literature review, Wynne et al. (2019) pointed out the poor
consistency among measures employed to assess the simulated
performance and on-road driving. Several studies do not report
all the employed measures to assess simulated driving and/or
do not provide a direct comparison with measures assessing
driving performance in the real world. Authors claimed that
these results suggest the lack of a common research practice.
Indeed, evidences of validity on one measure in one simulator
do not mean that other measures may be equally valid in the
same simulator, or that the same measures can be considered
valid in other simulators. Furthermore, each setup is unique
even when modeled on previously validated simulators and may
be validated in light of those uniqueness (Pinto et al., 2008).
Thus, simulated driving cannot be considered a universally
valid measure of on-road driving performance (George, 2003;
Wynne et al., 2019).

Similarly, a lot of studies have been devoted to investigating
the predictive validity of cognitive performance measured with
paper-and-pencil neuropsychological tests on simulated driving
performance. Several reviews in the last 20 years aimed to
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summarize the results provided from primary studies putting
together specific cognitive tasks or tests able to predict both
simulated and real driving measures (Reger et al., 2004; Mathias
and Lucas, 2009). Despite the above, there seems to be no
clear evidence supporting the validity of driving simulation
measures compared to neuropsychological testing ones in the
assessment of fitness to drive (Marcotte and Scott, 2004;
Mathias and Lucas, 2009).

The driving simulators are widespread employed in research
in several disciplines and for different aims. Moreover, they
are widely used to assess driving performance and driving
behavior in several populations (Marcotte and Scott, 2004;
Wynne et al., 2019). Evidences of validity on simulated
driving measures observed in specific populations are not
representative of all populations. This issue increases the
controversy in literature regarding driving simulators’ validation
due to differences between studies also in special populations
(Shechtman, 2010), and thus concerns remain regarding their
employability. Taken together, the evidences from primary
studies provide a framework of puzzling and blurred results
which may prevent generalizable conclusions about the validity
of driving simulators with respect to neuropsychological testing
and on-road performance.

This variability among primary studies has elicited a high
number of secondary studies. In order to gain a comprehensive
picture of secondary studies and a “state-of-the-art” snapshot of
the domain, a scientometric analysis was conducted exclusively
on driving simulation reviews. The choice to filter only
secondary studies will allow to have a sort of second-order
analysis on the topic as well as an overview on the different
uses of driving simulators across research fields and several
academic disciplines.

The present work has two aims: 1) to perform a scientometric
analysis on the corpus of reviews on driving simulation studies
conducted in the last 30 years, i.e., from January 1, 1988,
to July 1, 2019, and 2) to propose a selective review of
reviews of the main clusters emerged from the scientometric
analysis, with a special focus on psychometric issues related
to validity of driving simulators compared to standardized
neuropsychological and on-road testing as well as to fidelity
with respect to real-world driving experience. Reviews may
provide an overview of primary studies on a certain topic,
thus highlighting similarities and differences among the findings
of the studies included. While contemplating the extensive
variability of the results provided in primary studies for each
review, the review of reviews is aimed at better understanding
the effectiveness of driving simulator in predicting measures of
fitness to drive, with respect to both neuropsychological and
on-road testing.

The scientometric analysis and the review focused on
secondary studies could summarize more clearly whether the
driving simulator is a useful and effective tool for the assessment
of the fitness to drive, specifying in which discipline or
population this happens, in a reliable manner. A comprehensive
overview given by secondary studies could be also useful in
order to highlight critical issues related to the effectiveness of
driving simulators.

SCIENTOMETRIC ANALYSIS

Materials and Methods
Data Collection
The great variety of disciplines interested in the topic of driving
simulation and the not perfect overlap in search results on
scientific databases has required to proceed with a search on
two databases, thus improving the likelihood to carry out a
fully exhaustive work (e.g., Meneghini et al., 2006; Pollack and
Adler, 2015). Consequently, a literature search was conducted
on July 1, 2019, on two databases, Scopus and Web of Science
(WoS). The former is the largest abstract and citation database
of peer-reviewed research literature in the fields of science,
technology, medicine, social sciences, and arts and humanities.
The latter is composed of several citation indexes for different
disciplines, from social sciences to engineering to chemical
sciences et cetera.

The search expression used for data collection was “Driv∗

Simulat∗” OR “Simulat∗ Driv∗” in the “title, abstract, keywords”
search in Scopus database and in “Topic” search in WoS, which
comprises title, abstract, author, keywords, and Keywords
Plus. Scopus search returned 15,518 records, and WoS
search returned 10,379 records. Such results were refined
selecting “Review” in the field “Document type” of each
database. There were 228 documents classified as reviews
in Scopus and 151 in WoS. Two datasets containing several
information for each record, such as abstract and keywords,
bibliographical information, citation information, funding
details, and the list of references, were exported in BibTeX
format. Subsequently, they were converted into dataframes
using bibliometrix R package (Aria and Cuccurullo, 2017) and
merged together. After deleting duplicates, the final sample was
composed of 298 records.

Data Analysis
Bibliometrics, scientometrics, and infometrics are
methodological and quantitative approaches in which the
scientific literature itself becomes the subject of analysis.
Although their historical origins differ and they are not
necessarily synonymous (Hood and Wilson, 2001), nonetheless,
they share theories, methods, technologies, and applications.
Their main aim is to measure the evolution of a scientific
domain, the impact of scholarly publications, and the process
of scientific knowledge production, and they often comprehend
the monitoring of research in a given field, the assessment of the
scientific contribution of authors, journals, or specific articles,
as well as the analysis of the dissemination process of scientific
knowledge (Mao et al., 2015).

Several tools and software have been developed and proposed
in order to perform scientometric analysis, among the most
known there are BibExcel, Bibliometrix R Package, CiteSpace,
VOSviewer, et cetera. For the present work, two of them were
used, namely, Bibliometrix R Package (Aria and Cuccurullo,
2017) and VOSviewer (Van Eck et al., 2010). Bibliometrix R
Package is an open-source tool for quantitative research in
scientometrics and bibliometrics that includes all the main
bibliometric methods of analysis. VOSviewer is an open-source
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software tool for constructing and visualizing, among other
functionalities, bibliometric networks of relevant information
extracted from a body of scientific literature.

For the present study, a particular focus has been given
to performance analysis, i.e., the statistical analysis based on
publication outputs and received citation to gauge the research
performance and also the leadership of Institutes, Departments,
Journal or Persons (Noyons et al., 1999; Van Raan, 2004; Cantos-
Mateos et al., 2012; Muñoz-Écija et al., 2017; Vargas-Quesada
et al., 2017). Performance of Countries, Journals, Institutes,
and Authors which published reviews on simulated driving was
analyzed in order to highlight research contents and trends
associated with such topic. Cluster analysis based on authors
Keywords Co-occurrence Network (KCN) was employed in order
to conceptualize the deep structure of the research field and its
trends throughout different disciplines and methodologies.

Results
Performance of Countries
Table 1 shows the number of reviews on driving simulation
studies by Country, the number of single and multiple Country
publications (SCP and MCP, respectively), and the Relative
International Collaboration Rate (RICR; Elango et al., 2015) for
the 10 most productive Countries. It can be noted that those
Countries have produced together almost the 70% of all the
reviews, with a high prominence of the United States, followed
by the most industrialized Countries all over the world. The
number of SCP and MCP together with the RICR may provide
a measure of the degree of collaboration between different
Countries. Australia, Netherlands, Canada, United Kingdom,
and China showed an international collaboration rate equal or
greater than the global rate (= 1), while the other five Countries
showed an international collaboration rate lesser than the global
rate. Supplementary Table S1 contains the number of reviews,
the number of SCP and MCP, and the RICR for all the Countries
present in the dataframe.

Figure 1 shows the number of reviews by Country and by year,
from 1988 to 2019, for the first four most productive Countries,

TABLE 1 | Number of reviews on driving simulation studies, single and multiple
Country publications, and Relative International Collaboration Rate for the 10 most
productive Countries.

Country Number of reviews SCP MCP RICR

United States 87 55 32 0.85

Germany 31 23 8 0.60

Canada 20 10 10 1.16

France 15 10 5 0.77

United Kingdom 14 7 7 1.16

Australia 12 1 11 2.13

Netherlands 8 3 5 1.45

China 7 4 3 0.99

Poland 6 4 2 0.77

Switzerland 6 4 2 0.77

SCP, Single Country Publications; MCP, Multiple Country Publications; RICR,
Relative International Collaboration Rate.

and the total number of reviews in the same years range. A visual
inspection of the graph shows that the total trend is mimicked
by that of the United States and only in part by that of Germany,
which are the first two most productive Countries. It also emerges
that after the year 2000, there has been a strong increase in the
number of reviews, followed by a substantial drop in the year
2007 and a constant recovery in subsequent years, with high
levels of interest in the last 5 years. As Guo et al. (2019) stated in
their recent scientometric analysis on primary studies, the rapid
advancement of technological tools applied to driving simulation
in the last 20 years promoted thousands of studies and conversely
a high interest for summarizing their findings.

Performance of Journals
Table 2 shows the number of reviews on driving simulation
studies by the top 10 journals, as well as the total global
citation score (TGCS), which refers to the number of times the
document has been cited in the scientific databases used for
retrieval. The number of citations was a piece of information
present in the bibliographic record for each review, no matter
where it came from (Scopus or WoS). The software we used
for obtaining the performance of journals simply summed up
the citations of the reviews published on each journal. The 10
most productive journals on a total of 223 journals accounted
for 18.79% of the total 298 reviews. Surprisingly, it can be noted
that only two journals in the top 10 belong to the transportation
field (i.e., Transportation Research Record and Traffic Injury
Prevention) with a relatively low citation score, while journals
in the ergonomics and human factors field have a high citation
score. In the first place ex aequo with another journal, there is a
journal devoted to sleep medicine (i.e., Sleep Medicine Reviews)
with a high number of global citations, as a demonstration of
the strong interest for the relationship between sleep-related
disorders and simulated driving. Two national journals (i.e., VDI
Berichte and Medycyna Pracy) are also present, with a scarce
number of citations. A decision was made not to exclude them
in the retrieval phase in order to have a broader representation
of the topic. Indeed, 258 reviews were published entirely in
English language, and 40 were published in a double language,
i.e., abstract in English and text in another language, or entirely
in another language, nonetheless, all of them were indexed
in Scopus or in WoS. Moreover, several journals with two
(seven journals) or even only one (16 journals) review published
obtained a good or very good performance, having more than 100
global citations. Supplementary Table S2 contains the number of
reviews and the global number of citations for all the Countries
present in the dataframe.

Performance of Institutes
Table 3 shows the number of reviews on driving simulation
studies by the top 10 Institutes of the first author, by Country,
as well as total global citation scores, and total citations per year.
The most productive Institutes are located in the United States;
University of Florida, Yale University, University of Iowa,
University of Massachusetts, and University of Michigan have
the highest global citations, as well as the highest total citations
per year. Other productive Institutes are distributed worldwide
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FIGURE 1 | Number of reviews by Country and by year for the first four most productive Countries and total number of reviews by year from 1988 to 2019.

TABLE 2 | Number of reviews on driving simulation studies by Source and total
global citation scores.

Source Number of reviews TGCS

Sleep Medicine Reviews 12 637

VDI Berichte 12 9

Transportation Research Record 6 27

Human Factors 4 897

American Journal of Occupational Therapy 4 103

Traffic Injury Prevention 4 47

Medycyna Pracy 4 14

International Journal of RF and Microwave
Computer-Aided Engineering

4 7

Ergonomics 3 214

Frontiers in Psychology 3 46

TGCS, Total Global Citation Score.

TABLE 3 | Number of reviews on driving simulation studies by Institute, Country,
total global citation scores, and total citations per year.

Institute Country Number of
reviews

TGCS TCpY

University of Florida United States 8 200 23.95

Yale University United States 5 307 13.69

University of Iowa United States 5 147 13.80

Nofer Institute of
Occupational
Medicine

Poland 5 23 4.11

Utrecht University Netherlands 4 165 11.97

Reykjavik University Iceland 4 7 1.71

University of
Massachusetts

United States 3 129 9.84

University of
Toronto

Canada 3 112 8.58

University of
Western Ontario

Canada 3 80 5.00

University of
Michigan

United States 3 43 4.50

TGCS, Total Global Citation Score; TCpY, Total Citations per Year.

between Europe, i.e., in Poland, Iceland and in the Netherlands,
and Canada. Utrecht University and University of Toronto
obtained a comparable high number of total citations and
citations per year. Nofer Institute of Occupational Medicine and
Reykjavik University obtained a lower number of total citations
and citations per year. It is noteworthy that there are a number of
Institutes which published one or two reviews that have reached
a high or very high number of total citations and citations
per year, such as Harvard University (United States, Number
of reviews: 2, TGCS: 799, TCpY: 73.40), CNRS-Collège de
France (France, Number of reviews: 2, TGCS: 546, TCpY: 41.27),
University of Maryland (United States, Number of reviews:
2, TGCS: 395, TCpY: 59.48), Max Planck Institute (Germany,
Number of reviews: 1, TGCS: 1,238, TCpY: 77.38), and University
of Illinois (United States, Number of reviews: 1, TGCS: 583,
TCpY: 53.00). Supplementary Table S3 contains the number of
reviews by Institutes, by Country, as well as total global citation
scores and total citations per year for all the Institutes present
in the dataframe.

Performance of Authors
Table 4 shows the number of reviews on driving simulation
studies by the top 10 Authors and the number of single-, multi-,
and first-authored reviews for each Author. These Authors wrote
or co-wrote 37 out of 298 (i.e., about 12.4%) reviews on driving
simulation. “S. Classen” dominates the ranking with seven
reviews, followed by “D.L. Fisher,” “S. Koziel,” and “M. Rizzo”
with four reviews each, and all other Authors wrote three reviews
each. Only five reviews were single-authored, and about half of
them (19) were first-authored by one of the top 10 Authors.

Cluster Analysis
To identify and understand possible ensembles of semantic
knowledge in this scientific area, a cluster analysis based on the
KCN was performed. Cluster analysis is a multivariate technique
that allows to minimize the distance between items belonging to
the same group and to maximize the distance between items from
different groups (Irani et al., 2016). VOSviewer software perform
a cluster analysis throughout the “VOS mapping technique,”
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TABLE 4 | Number of reviews and number of single-, multi-, and first-authored
reviews on driving simulation studies by Author.

Author Number of
reviews

Single-
Authored

Multi-
Authored

First-
Authored

Classen S. 7 0 7 4

Fisher D.L. 4 0 4 1

Koziel S. 4 1 3 2

Rizzo M. 4 1 3 2

Andysz A. 3 0 3 2

Bekasiewicz A. 3 0 3 1

George C.F.P. 3 3 0 3

Pearlson G.D. 3 0 3 0

Uc E.Y. 3 0 3 1

Verster J.C. 3 0 3 3

which is based on a weighted and parameterized variant of
modularity-based clustering (for a detailed explanation, see
Waltman et al., 2010). Keyword co-occurrences refer to the
common presence, frequency, and proximity of keywords that are
similar to others, i.e., based on the same topic, but not exactly the
same. In other words, keyword co-occurrence is an association
or combination of terms that marks the presence of a keyword
in several papers (more than one) of a bibliographic database.
Since the keywords of a paper are supposed to indicate the core
concept of the study, this method is useful to systematically
explore the knowledge-components and the knowledge-structure
constructed by the keywords of papers in a specific research field.
The KCN’s modularity is the network ability to decompose into
separated modules or clusters. Each link between keywords in
the network has a strength represented by a positive numerical
value; the higher this strength value, the stronger the linkage
(Radhakrishnan et al., 2017). The total link strength represents
the number of publications in which two keywords occur
together. In other words, link strength refers to the strength of
semantics association between keywords. Highly cited keywords
were analyzed and visualized with VOSviewer (Van Eck and
Waltman, 2014). The type of analysis was selected by choosing
“Co-occurrence” among the alternatives offered by the software.
Subsequently, the analysis’ unit was chosen selecting only the
“author’s keywords” and excluding “keywords plus” in which
there were general and non-specific terms such as “human,”
“review,” and “computer.” Furthermore, the counting method
employed in this analysis was the “Fractional counting,” in which
the weight of a link is fractionalized. For example, if a keyword co-
occurs in a document with five other keywords, each of the five
co-occurrences has a weight of 1/5. Considering the minimum
and the maximum number of possible co-occurrences in the
database (respectively 1 and 13), the co-occurrences threshold
(i.e., the minimum number of occurrences of a keyword to
enter the network) was based on the median value and set
as 7. In this way, only eight of the 763 keywords in the
database met the threshold and were brought into visualization
(Figure 2). The purpose of this choice was to extract and visualize
only the most relevant keywords. According to VOSviewer
manual, the nodes represent the keywords, and the co-occurring
frequency of a keyword is represented by the circle size; the

FIGURE 2 | Author’s keywords network as a result of cluster analysis.

TABLE 5 | Keywords and related occurences, links, and total link strength for the
three major clusters.

# Cluster Keyword Occurrences Links Total link strength

1 Sleepiness 13 5 8

1 Attention 7 5 7

1 Dementia 7 3 5

1 Driving simulation 7 3 3

2 Driving 35 6 14

2 Simulation 9 3 6

2 Alcohol 7 2 3

3 Driving simulator 22 3 5

larger a circle, the more a keyword has been co-selected in
the driving simulation reviews. The analysis clearly defined
three clusters: cluster 1 includes “driving simulator,” “driving
simulation,” “sleepiness,” and “attention” grouping together
ergonomic, anthropic, environmental, and psychophysiological
factors; cluster 2 includes “driving,” “simulation,” and “alcohol”
grouping very different human, environmental, and technical
subtopics linked to driving simulation research; finally, cluster 3
includes only “dementia” which refers to a wide range of
subtopics (i.e., assessment; treatment; assistive driving systems,
etc.). Table 5 lists the main clusters identified, as well as the
associated keywords, the occurrences, the links, and total link
strength. Keyword “Sleepiness” was the most cited of cluster 1
and had the highest number of occurrences (13), links (five), and
a total link strength equal to 8. Keyword “Attention” had seven
occurrences, five links, and a total link strength of 7. Keyword
“Dementia” had the same number of occurrences of “Attention,”
but a fewer number of links (three) and a lower total link strength
(5). Keyword “Driving simulation” also had the same number
of occurrences, and a number of links equal to 3 and total link
strength equal to 3. Keyword “Driving” was the most cited of
cluster 2 and of the whole network, had the highest number
of occurrences (35) and links (six) with a total link strength
equal to 14, suggesting for a key role in the network. Keyword
“Simulation” had 22 occurrences, three links, and achieved a total
link strength of 6. Keyword “Alcohol” had seven occurrences, two
links, and a total link strength of 3. Keyword “Driving simulator”
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was the only one present in cluster 3, with 22 occurrences, three
links, and a total link strength of 5.

Discussion
The first purpose of the present study was to perform a
scientometric analysis on driving simulation reviews and to
provide a comprehensive picture of secondary studies on this
topic based on 298 reviews obtained by Scopus and WoS Core
Collection in the last 30 years.

Performance analysis was conducted on Countries, Journals,
Institutions, and Authors. The United States and Germany are
the first two Countries for the number of driving simulation
reviews, and their production has increased constantly in the
last 20 years. Surprisingly, journals which contributed to the
highest number of driving simulation reviews comprise only
two titles belonging to the transportation field. This could be
taken as a cue of the wide interest in the topic from different
disciplines, such as medicine, engineering, psychology, et cetera.
Regarding performance of institutes, again, the United States
is the leading Country with five Institutes in the top 10. Top
authors wrote from three to seven reviews each and belong to
institutes located in North America (United States and Canada)
and Europe (Netherlands, Germany, Poland, and Iceland).

The comparison between the results of the present study on
the reviews of simulated driving and those obtained by Guo et al.
(2019) on primary studies allows some considerations. Regarding
performance of Countries, it is noteworthy that the United States
and Germany dominate both ranks. Although Canada did not
appear in the rank of the first four most productive Countries for
primary studies, it appears as the third most productive Country
in the rank of the reviews. Several European Countries, namely,
France, United Kingdom, Netherlands, Poland, and Switzerland,
are present in the top 10 of the reviews. Finally, even though in
2016, China was the second most prolific Country of primary
studies in the world, in the reviews’ rank, it is located at the
seventh position. This is an interesting result because it shows
an increase in the gap between the United States and China
switching from primary studies to reviews or a clear preference
of China research centers for empirical studies.

The comparison between the performance of journals shows
that those present in both ranks refer to the fields of
transportation and engineering on one hand and to the field of
human factors and ergonomics on the other. More specifically,
Transportation Research Record, Human Factors, and Traffic
Injury Prevention are classified, respectively, at the third, fourth,
and sixth positions in both ranks. Two national journals are
in the top 10 of the reviews, namely, VDI Berichte (Germany)
and Medycyna Pracy (Czechia). This seems to be a clue of
the attention European Countries devotes in reviewing and
summarizing studies on driving simulation. Furthermore, Guo
et al. (2019) emphasized that several journals published primary
studies on the topic of sleepiness, but none of them appeared
in the top 10 list. Regarding the reviews, it is noticeable that
Sleep Medicine Reviews is in the first position. This highlights that
sleepiness is one of the most recurrent topics in both primary
and secondary studies on driving simulation. Indeed, sleepiness
leads to physical conditions which may increase the rate of

accidents and reduce the safety during driving (Guo et al., 2019).
A comparison of citation scores among journals belonging to
different subjects and disciplines is not desirable in this case, since
differences in such scores may be partly due to differences in
status and spread of journals themselves (e.g., impact factor and
other bibliographic indexes related to the journals). Nonetheless,
it is reasonable to think that all the reviews as well as the most
part of the citations refer to the same topic, and that driving
simulation is a topic which cannot be ascribed to one subject in
particular, but belongs to several disciplines and research fields.

Regarding the performance of institutes, three Universities
in the United States (i.e., University of Iowa, University of
Massachusetts, and University of Michigan) are present in both
the top 10 ranks. European institutes are almost equally present
in the primary studies rank than in the reviews’ rank. Utrecht
University is currently in the top 10 reviews’ rank, while Delft
University of Technology and University of Groningen are
among the most productive institutes regarding primary studies.
Further, the Nofer Institute is located at the fourth position in the
reviews’ rank. Iceland and Canada are represented by Reykjavik
University and University of Toronto and University of Western
Ontario, respectively. These institutes were not present in the top
10 rank of primary studies.

Concerning the most prolific authors, “D.L. Fisher” is the
only author who appears to be present in both top 10 ranks.
No other correspondences emerge by the comparison of authors’
performances among the two top 10 ranks.

The conceptual structure of driving simulation reviews was
outlined using a co-occurrence network analysis to map and
cluster high-frequency author keywords. Cluster analysis makes
clear the interdisciplinary nature of this research topic. Three
main clusters were identified together with eight relevant
keywords. It is noteworthy that the eight keywords represent
two distinct areas of interest, namely, an area devoted to the
investigation of technical factors of driving simulation and
another area devoted to the investigation of human factors,
taking into account participants coming from special populations
(i.e., persons with dementia, sleep-related disorders, alcohol-
related disorders, and attention deficit). The choice to set a
co-occurrences threshold using the median value among those
available probably led to the best trade-off between the high
heterogeneity of research topics and the need to summarize the
main trends within the driving simulation framework.

A direct comparison between the results of cluster analysis
proposed in this study and those from the cluster analysis
conducted by Guo et al. (2019) is not possible. Indeed, in the
present study, the cluster analysis was conducted on the Co-
occurrence Network between authors’ keywords. In the study
conducted by Guo et al. (2019), the cluster analysis was based
on the Co-citation Network. The different nature of the data
allows only a tentative comparison of semantic labels emerged
by the respective cluster analyses. Labels associated with the
human factor were predominant in both primary (10/13; 76.2%)
and secondary studies (5/8; 62.5%). These labels were in the
top positions in terms of productivity (number of documents)
in the analysis on primary studies and were also present as
authors’ keywords in a large amount of the reviews. This
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may be an indirect clue that simulated driving is a topic still
strongly related to the human component. For example, driving
simulation methods are employed to assess human driving
abilities in different medical conditions, under the effect of
various substances and medications, and to study safety behaviors
and cognitive functioning related to driving activity.

SELECTIVE REVIEW OF REVIEWS

Methods
Cluster analysis based on authors’ keywords identified a total of
61 reviews. In order to identify the most relevant results about
validity and fidelity of driving simulation, it was decided to
conduct a further investigation within this subgroup. A checklist
was created in order to answer for each review to the following
questions: (1) Was driving simulation performance associated
with or predictive of on-road testing performance? (2) Was
driving simulation performance associated with or predictive
of standard neuropsychological testing performance? (3) Did
driving simulation exhibit the same or similar features of real
driving? (4) Was a formal meta-analysis feasible? (5) Was there
any critical issue highlighted regarding driving simulation?

The first two questions were aimed at investigating validity
of driving simulations with respect to the other two methods
currently used for assessing fitness to drive, i.e., on-road testing
and standardized neuropsychological testing. The third question
was aimed at investigating fidelity about the experience of driving
simulation with respect to the experience of real driving. The
fourth question was aimed at investigating the possibility of
summarizing throughout meta-analytic techniques quantitative
results for a given research topic. The fifth question was aimed
at investigating critical issues regarding the use of driving
simulation in research and clinical practice.

The answers to the first two questions were coded as following:
“Yes” if in the text of the review Authors clearly stated that there
was an association or a prediction between driving simulation
and on-road and standardized neuropsychological testing,
respectively; “No” if Authors clearly stated that there was no
association or a prediction between driving simulation and on-
road and standardized neuropsychological testing, respectively;
and “Mixed results” if Authors stated that a low association
or prediction was found or alternatively that an association or
prediction was found for a subgroup of studies included in the
review but not for others, “nd” if it was not possible to detect
information about the relationship between driving simulation
and on-road and standardized neuropsychological testing. The
answers to the third question were coded as following: “Yes”
if in the text of the review, Authors clearly stated that driving
simulation had the same or similar features of real driving;
“No” if Authors clearly stated that driving simulation had
not the same or similar features of real driving or that had
different and not comparable features; and “Mixed results” if
Authors stated that driving simulation had only few features
comparable to those of real driving, “nd” if it was not possible
to detect information about the features shared between driving
simulation and real driving. The answers to the fourth question

were coded as following: “1” if a critical or narrative or clinical
or selective review was conducted, “2” if a systematic review was
conducted following international well-established guidelines for
collecting data and reporting results, such as PRISMA Statement,
CONSORT Statement, QUOROM guidelines, et cetera, “3” if
a formal meta-analysis was conducted, i.e., it was possible to
obtain a pooled effect size starting from the effect sizes of
primary studies and to perform publication bias as well as
moderator and sensitivity analyses. In order to answer the fifth
and last questions, it was decided to extract from each review
the sentences highlighting critical aspects and issues specifically
linked to the use of driving simulation within the covered topic
(see Supplementary Table S4).

Results
Table 6 reports information obtained through the first four
questions proposed. For each review, the following information
was included in the table: cluster and keyword to which
the review belongs to, the title and the reference of the
review, the topic covered by the review, the discipline of
the first Author, the answer to the first four questions
proposed. Regarding the first question, i.e., the validity of
driving simulation compared to the on-road testing, 36 out
of 61 reviews reported an answer: 22 reviews reported an
association between or a prediction of driving simulation
with respect to on-road testing, seven did not report such
an association or a prediction, and seven reported mixed
results. Regarding the second question, i.e., the validity of
driving simulation compared to standardized neuropsychological
testing, it was possible to retrieve an answer for 24 out of
61 reviews: 21 reviews reported an association between or a
prediction of driving simulation with respect to standardized
neuropsychological testing, none of the reviews reported no
association or prediction, while three reported mixed results.
With respect to the third question, i.e., the fidelity about the
experience of driving simulation with respect to the experience
of real driving, 12 reviews out of 61 reported an answer:
five reviews reported a comparable experience between driving
simulation and real driving, three reported a non-comparable
experience, and four reported mixed results. Concerning the
fourth question, i.e., whether a formal meta-analysis was feasible,
47 reviews did perform a critical or narrative or clinical or
selective review, 11 conducted a systematic review referring to
well-established guidelines, and three were able to perform a
formal meta-analysis and obtained a pooled effect size. With
respect to the fifth question, i.e., what were the critical issues
regarding driving simulation, several issues were reported (see
Supplementary Table S4 for the full list of critical issues
regarding driving simulation for each review), and the five
most frequent ones were: (a) the lack of a common set
of standards in order to reduce the variability of results
between different types of simulators, (b) the phenomenon of
simulation sickness, (c) the need for psychometric properties
and normative data for both different parameters and specific
populations, (d) the lack of studies investigating predictive
validity of driving simulation with respect to crash and
collision rates, and (e) the lack of studies investigating
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TABLE 6 | Features of the studies included in the selective review of reviews.

Cluster Keyword Title Study Topic Discipline Validity
compared to

on-road
testing

Validity
compared to

laboratory
testing

Fidelity Systematic
review

1 Attention Driving and neurologic
disorders

Drazkowski and Sirven,
2011

Neurologic Disorders Neurology nd nd nd 1

1 Attention Parkinson disease and driving:
An evidence-based review

Crizzle et al., 2012 Major Neurocognitive
disorders

Health Science nd Yes nd 1

1 Attention Neural correlates of simulated
driving while performing a
secondary task: A review

Palmiero et al., 2019 Distraction fMRI Health Science nd nd nd 1

1 Dementia Driving and dementia: A review
of the literature

Lloyd et al., 2001 Major Neurocognitive
disorders

Occupational
Therapy

No nd nd 1

1 Dementia Driving and dementia: A review
of the literature

Brown and Ott, 2004 Major Neurocognitive
disorders

Psychiatry Yes Yes nd 1

1 Dementia Systematic review of driving risk
and the efficacy of
compensatory strategies in
persons with dementia

Man-Son-Hing et al.,
2007

Major Neurocognitive
disorders

Geriatry Yes nd nd 1

1 Dementia Brain morphometry and
functional imaging techniques
in dementia: methods, findings
and relevance in forensic
neurology

Klöppel, 2009 Major Neurocognitive
disorders

Psychiatry nd Yes nd 1

1 Dementia Car drivers with dementia:
different complications due to
different etiologies?

Piersma et al., 2016 Major Neurocognitive
disorders

Psychology Yes Yes nd 1

1 Driving
simulation

Validation of driving simulators Davison et al., 2011 Vision Ophthalmology nd nd nd 1

1 Driving
simulation

Saccadic velocity as an arousal
index in naturalistic tasks

Di Stasi et al., 2013a Workload/Fatigue Psychology nd nd nd 1

1 Driving
simulation

Inside the clinical evaluation of
sleepiness: Subjective and
objective tools

Baiardi and Mondini,
2019

Sleepiness Medicine Yes Yes nd 1

1 Driving
simulation

Driving status of patients with
generalized spike–wave on
EEG but no clinical seizures

Antwi et al., 2019 Epilepsy and Driving Neurology nd nd nd 1

1 Sleepiness Neuropsychological function in
obstructive sleep apnea

Engleman and Joffe,
1999

Sleepiness Medicine Yes Yes nd 1

1 Sleepiness Daytime sleepiness and its
evaluation

Cluydts et al., 2002 Sleepiness Psychology No nd nd 1

1 Sleepiness Cognition and daytime
functioning in sleep-related
breathing disorders

Jackson et al., 2011 Sleepiness Health Science nd nd nd 1
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TABLE 6 | Continued

Cluster Keyword Title Study Topic Discipline Validity
compared to

on-road
testing

Validity
compared to

laboratory
testing

Fidelity Systematic
review

1 Sleepiness Diagnostic approach to
sleep-disordered breathing

Thurnheer, 2011 Sleepiness Pneumology nd nd nd 1

1 Sleepiness Hypersomnolence and traffic
safety

Gupta et al., 2017 Sleepiness Psychiatry nd nd nd 1

1 Sleepiness Subjective and objective
assessment of hypersomnia

Murray, 2017 Sleepiness Neurology nd Yes nd 1

1 Sleepiness Determinants of policy
decisions for non-commercial
drivers with OSA: An integrative
review

Rizzo et al., 2018 Sleepiness Medicine nd nd nd 1

1 Sleepiness Driving simulators in the clinical
assessment of fitness to drive
in sleepy individuals: A
systematic review

Schreier et al., 2018 Sleepiness Neurology Mixed results nd nd 2

1 Sleepiness Narrative review: Do
spontaneous eye blink
parameters provide a useful
assessment of state
drowsiness?

Cori et al., 2019 Sleepiness Medicine Yes Yes nd 1

2 Alcohol Using virtual reality to study
alcohol intoxication effects on
the neural correlates of
simulated driving

Calhoun et al., 2005 Alcohol consumption Psychiatry Yes nd nd 1

2 Alcohol A selective review of simulated
driving studies: Combining
naturalistic and hybrid
paradigms, analysis
approaches, and future
directions

Calhoun and Pearlson,
2012

Neuroimaging and
Alcohol

Psychology Yes nd Yes 1

2 Alcohol The sensitivity of laboratory
tests assessing driving related
skills todose-related impairment
of alcohol: A literature review

Jongen et al., 2016 Alcohol Pharmacology No nd nd 2

2 Alcohol A systematic review of the
evidence for acute tolerance to
alcohol – the “Mellanby effect”

Holland and Ferner,
2017

Alcohol Medicine nd Yes nd 2

2 Alohol Effects of acute alcohol
consumption on measures of
simulated driving: A systematic
review and meta-analysis

Irwin et al., 2017 Alcohol consumption Health Science Yes nd nd 3
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TABLE 6 | Continued

Cluster Keyword Title Study Topic Discipline Validity
compared to

on-road
testing

Validity
compared to

laboratory
testing

Fidelity Systematic
review

2 Driving Cognitive dysfunction in sleep
disorders

Fulda and Schulz, 2001 Sleepiness Psychology Mixed results Mixed results nd 1

2 Driving Outcome measurement in
sleep medicine practice and
research. Part 2: assessment of
neurobehavioral performance
and mood

Weaver, 2001 Sleepiness Nursing nd Yes nd 1

2 Driving Are opioid-dependent/tolerant
patients impaired in
driving-related skills? A
structured evidence-based
review

Fishbain et al., 2003 Medication assumption Psychiatry nd nd nd 1

2 Driving Driving simulators in clinical
practice

George, 2003 Sleepiness Medicine No nd Yes 1

2 Driving Residual effects of sleep
medication on driving ability

Verster et al., 2004 Medication assumption Pharmacology No nd nd 1

2 Driving The assessment of driving
abilities

Marcotte and Scott,
2004

Assessment of driving
skills

Psychiatry Yes Mixed results No 1

2 Driving Conversation effects on neural
mechanisms underlying
reaction time to visual events
while viewing a driving scene:
fMRI analysis and asynchrony
model

Hsieh et al., 2009 Distraction fMRI Communication
science

nd nd nd 1

2 Driving Functional consequences of
HIV-associated
neuropsychological impairment

Gorman et al., 2009 Major Neurocognitive
disorders(hiv)

Psychiatry Yes Yes Mixed results 1

2 Driving Driving ability in Parkinson’s
disease: Current status of
research

Klimkeit et al., 2009 Major Neurocognitive
Disorders

Psychology Yes Yes nd 1

2 Driving Phoning while driving II: A
review of driving conditions
influence

Collet et al., 2010 Distraction Psychology Mixed results nd Mixed results 1

2 Driving A review of driving simulator
parameters relevant to the
operation enduring
freedom/operation Iraqi
freedom veteran population

Kraft et al., 2010 Iraqi Veterans/DS’s
parameters operation

Medicine Yes Yes yes 1

2 Driving Zopiclone as positive control in
studies examining the residual
effects of hypnotic drugs on
driving ability

Verster et al., 2011 Medication assumption Pharmacology Yes Yes nd 3
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TABLE 6 | Continued

Cluster Keyword Title Study Topic Discipline Validity
compared to

on-road
testing

Validity
compared to

laboratory
testing

Fidelity Systematic
review

2 Driving Systematic review of the quality
and generalizability of studies
on the effects of opioids on
driving and
cognitive/psychomotor
performance

Mailis-Gagnon et al.,
2012

Medication assumption Medicine nd Mixed results No 2

2 Driving Does personality predict driving
performance in middle and
older age? An evidence-based
literature review

Nichols et al., 2012 Personality Psychology No nd nd 2

2 Driving Epilepsy and driving: Potential
impact of transient impaired
consciousness

Chen et al., 2014 Epilepsy Neurology Yes nd nd 1

2 Driving Saccadic peak velocity as an
alternative index of operator
attention: A short review

Di Stasi et al., 2013b Saccadic
velocity/attention

Psychology nd nd nd 1

2 Driving The impact of depression on
driver performance

Wickens et al., 2014 Mental health Health Science Yes nd nd 1

2 Driving Driving in Parkinson’s disease Özdilek and Uç, 2014 Major
Neurodegenerative
disorders

Neurology nd Yes nd 1

2 Driving The racer’s brain – How domain
expertise is reflected in the
neural substrates of driving

Lappi, 2015 Neural substrates of
driving

Psychology nd nd nd 2

2 Driving Mirtazapine as positive control
drug in studies examining the
effects of antidepressants on
driving ability

Verster et al., 2015 Medication assumption Pharmacology nd nd nd 1

2 Driving High risk driving in treated and
untreated youth with attention
deficit hyperactivity disorder:
Public health implications

Jillani and Kaminer,
2016

ADHD Medicine nd nd nd 2

2 Driving Driving with a
neurodegenerative disorder: An
overview of the current literature

Jacobs et al., 2017 Major Neurocognitive
Disorders

Neurology Yes Yes yes 1

2 Driving Covert hepatic encephalopathy:
Can my patient drive?

Shaw and Bajaj, 2017 Hepatic
Encephalopathy

Gastroenterology nd Yes nd 1

2 Driving Smart in-vehicle technologies
and older drivers: A scoping
review

Classen et al., 2019 Aging Occupational
Therapy

No nd nd 2
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TABLE 6 | Continued

Cluster Keyword Title Study Topic Discipline Validity
compared to

on-road
testing

Validity
compared to

laboratory
testing

Fidelity Systematic
review

2 Driving Relationships between
cognitive functions and driving
behavior in Parkinson’s disease

Ranchet et al., 2012 Cognition and driving in
Parkinson

Psychology Yes Yes nd 1

3 Driving
simulator

The development of driving
simulators: toward a
multisensory solution

Pinto et al., 2008 Development of driving
simulator

Psychology Mixed results nd Mixed results 1

3 Driving
simulator

Rehabilitation of
combat-returnees with
traumatic brain injury

Lew et al., 2009 Rehabilitation Medicine Yes Yes Yes 1

3 Driving
simulator

Validation of driving simulators Shechtman, 2010 Validation of driving
simulators

Occupational
Therapy

Mixed results nd Mixed results 1

3 Driving
simulator

Nasal continuous positive
airway pressure (nCPAP)
treatment for obstructive sleep
apnea, road traffic accidents
and driving simulator
performance: A meta-analysis

Antonopoulos et al.,
2011

Effect of nasal
continuous positive
airway pressure

Medicine Yes nd nd 3

3 Driving
simulator

Effects of adaptive cruise
control and highly automated
driving on workload and
situation awareness: A review
of the empirical evidence

de Winter et al., 2014 Automated driving
systems

Engineering nd nd nd 2

3 Driving
simulator

Establishing an evidence-base
framework for driving
rehabilitation in Parkinson’s
disease: A systematic review of
on-road driving studies

Devos et al., 2015 Major Neurocognitive
disorders

Health Science Yes Yes nd 2

3 Driving
simulator

The impact of therapeutic
opioid agonists on
driving-related psychomotor
skills assessed by a driving
simulator or an onroad driving
task: A systematic review

Ferreira et al., 2018 Medication assumption Medicine Yes Yes nd 2

3 Driving
simulator

Evaluation method regarding
the effect of psychotropic drugs
on driving performance: A
literature review

Iwata et al., 2018 Drugs consumption Psychiatry Mixed results nd No 1

3 Driving
simulator

Efficacy of training with driving
simulators in improving safety in
young novice or learner drivers:
A systematic review

Martín-delosReyes
et al., 2019

Training for improving
driving safety

Medicine Mixed results nd nd 1

3 Driving
simulator

Bibliometric analysis of
simulated driving research from
1997 to 2016

Guo et al., 2019 Bibliometric analysis Business nd nd nd 1
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ecological validity of driving simulation in predicting real-world
driving performance.

Discussion
As shown in Table 6, questions mainly represented in the
reviews analyzed concerned the validity of driving simulation for
the assessment of fitness to drive with respect to on-road and
standardized neuropsychological testing.

Regarding the first question, it is noteworthy that a
considerable effort has been done in order to demonstrate
the validity of driving simulation techniques to those coming
from ecological settings, such as on-road testing. Most of the
reviews which gave a response about this question stated that
it is possible to claim a significant association or prediction of
driving simulation performance with respect to on-road testing
performance. Nevertheless, recurring critical issues related to this
question emerged. Firstly, psychometric properties of driving
simulation systems are not yet firmly established (Cluydts
et al., 2002). There seems to be a lack of studies in order to
clearly demonstrate the validity of simulators in terms of both
construct (Jongen et al., 2016) and concurrent validity with
respect to on-road testing (Crizzle et al., 2012; Nichols et al.,
2012). Other reviews highlighted the lack of data supporting
ecological (e.g., Hsieh et al., 2009; Jacobs et al., 2017; Classen
et al., 2019) as well as absolute validity (i.e., the absence of
significant statistical differences between effects measured on
the same scale but with different tools; Kaptein et al., 1996;
Classen et al., 2019). Lew et al. (2009) pointed out the lack
of evidences related to test–retest reliability and the need
for establishing operating characteristics of driving simulation
testing (sensibility, specificity, accuracy) for specific populations.
Following Shechtman (2010), one of the reasons for these
issues stands in the lack of agreement about terminology used
to define the concept of validity. Indeed, such terminology
primarily comes from technical discipline such as engineering
and computer science, but driving simulators are widespread
and employed in many others scientific fields (i.e., medicine,
psychology, etc.). Other works reported the need for a consensus
on (a) a common set of parameters/indicators to be included
in a simulator (Kraft et al., 2010), (b) settings and assessment
methods of driving skills (Schreier et al., 2018), and (c)
hardware (i.e., equipment) and software (i.e., scenarios) of
driving simulators (Iwata et al., 2018). The huge variability on
the aforementioned features hampers the comparability between
simulators and makes that every research team goes on with
its own device and protocol (Iwata et al., 2018). The lack
of validation studies also limits the use of simulators as a
tool for rehabilitation and training of driving skills. Indeed,
few studies have tried to demonstrate the efficacy of driving
simulation systems as a learning tool. Results seems to be
inconclusive and heterogeneous and cannot be employed in order
to produce a clear statement pro or versus the use of training
programs based on driving simulation (Martín-delosReyes et al.,
2019). In a review on rehabilitation of driving skills, it is
unclear whether a driving simulation training may restore,
maintain, and ensure transferability of such skills to real-world
driving, and it is also unclear whether it could produce better

results with respect to classical neurocognitive rehabilitation
(Devos et al., 2015).

Regarding the second question, it is possible to conclude
that a clear association or prediction of driving simulation
performance with respect to standardized neuropsychological
testing performance is present. Driving simulators thus offer
the possibility to assess the same cognitive domains involved
in the evaluation of fitness to drive and usually measured
throughout laboratory tests, within a more ecological sensory
environment. However, also for this question, the same
limitations addressed for the previous one can be put forward.
The lack of both validation studies and consensus on the
features, parameters, and administration settings makes it
difficult to collect normative data to be used for clinical
evaluation of fitness to drive. Schreier et al. (2018) proposed
to use both simulators and neuropsychological tools to evaluate
fitness to drive in order to minimize the biases of both
methods. Also, in this case, the need to validate both
neuropsychological and driving simulation tools with respect to
real-world driving and to standardize them for age, gender, and
specific medical conditions emerges (Engleman and Joffe, 1999;
Klöppel, 2009).

The third question is the less represented in the review
analyzed; indeed, only for 20% of the reviews it was possible
to retrieve an answer, with a substantial equality between the
three categories of answer. The fidelity of driving simulation
tools refers to the extent to which they simulate real-world
driving experience (Kaptein et al., 1996; de Winter et al., 2007).
A low-fidelity driving simulator includes a desktop and a basic
equipment for simulated vehicle control, while a high-fidelity
simulator usually has a 360◦ visual field projected on multiple
monitors, a complete cockpit of an actual vehicle and a motion-
based board providing kinesthetic feedback (Kaptein et al.,
1996). Following Wynne et al. (2019), also for the concept of
fidelity, there are issues related to the terminology and to the
classification of simulators based on fidelity level with respect
to on-road driving. For example, they pointed out that some
research teams used the term “physical validity” to describe
the fidelity, or that the lack of a common set of standard
for the evaluation of fidelity usually results in three levels of
classification (i.e., high, medium, and low), but there are no
clear and standardized rules in order to describe the exact
features for each level. In a recent review, Murray (2017)
claimed that the lack of a standard device for the assessment
of driving skills in individuals coming from special population
(e.g., suffering from sleep disorders; Lucidi et al., 2006, 2013)
may depend on the fact that driving simulators are developed
and built for other considerations of driving safety than those
requested for the assessment of specific population. However,
the critical issue most frequently linked to fidelity is motion
sickness or simulator sickness; that is, all the physiological
reactions in the form of headache, nausea, and vomiting (Pinto
et al., 2008). Tolerability of simulated driving experience is a
fundamental issue especially in older persons, who frequently
experience simulator sickness. Following Brown and Ott (2004),
there are no driving simulators tailored for older people. A low
performance in such people might reflect adaptation difficulties
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rather than deficit in driving skills per se. Simulation sickness
seems to be the biggest issue related to simulator fidelity since
it has a significant impact on both quality of measurement and
drop-out rate (Malis-Gagnon et al., 2012; Iwata et al., 2018;
Schreier et al., 2018). Marcotte and Scott (2004) claimed that
sickness is directly related to the degree of realism. Indeed,
simulators can vary in terms of visual and auditory inputs
and in complexity of simulated scenario, although a relevant
issue is due to the fact that only few studies provide a
detailed description of the scenario, and thus it is difficult to
replicate studies and generalize the results (Irwin et al., 2017).
Another recurring issue is related to the risk perception in
virtual reality. Even though participants carry out the task
with the utmost accuracy, they are often fully aware that a
collision in simulated scenario will not result in any harm
and, consequently, they could not drive with the same caution
they would in the real world (Marcotte and Scott, 2004). This
issue starts from fidelity of driving experience but has an
impact on ecological validity of measures collected with the
driving simulator.

Fourth, a relevant point which emerged from the review
of reviews is the difficulty in conducting a meta-analysis in
order to provide a quantitative synthesis of causal relationships,
predictive ability, and/or correlation between a) cognitive
variables and driving simulation performance and b) driving
simulation performance and on-road test (Wynne et al., 2019).
Such difficulty might be given by different sources of huge
heterogeneity among studies, namely, a) the availability on
the market of several types of driving simulators, the large
variability in the measures taken, as well as in their fidelity
and reliability, b) the variability of tools and neuropsychological
batteries used to measure cognitive abilities related to driving
skills, and c) the variability due to experimental designs
and manipulations.

There are two other considerations that might be taken
into account when results from simulated driving performance
are evaluated. The first one regards the distinction between
predictive validity of simulated performance with respect to
on-road performance or with respect to crash and collision
rates (Lucidi et al., 2014, 2019; Mallia et al., 2015; Spano
et al., 2019). Neither simulated driving nor on-road testing
seems to be predictive of future accidents (Man-Son-Hing
et al., 2007; Drazkowski and Sirven, 2011; Gupta et al.,
2017; Baiardi and Mondini, 2019), and, despite the latter is
considered the gold standard for assessing fitness to drive,
there are few studies which investigated which measures
in simulated driving might be useful to predict the risk
of collision (George, 2003; Drazkowski and Sirven, 2011;
Piersma et al., 2016). Since the vast majority of research
on simulated driving revolves around the topic of driving
safety in a preventive perspective, it would be useful to
direct research efforts to find and validate measures with high
predictive validity with respect to crash and collision rates in
real-world driving.

The second consideration concerns the distinction between
tests of typical and maximum performance. All the methods used
for assessing fitness to drive, that is, neuropsychological testing,

driving simulation, and on-road testing, are tests of maximum
performance, requiring the individuals to exert as much effort as
possible and to obtain the best performance one can do. The real-
world everyday driving activity can be instead considered a test
of typical performance, requiring the individual to exert an effort
enough not to incur in collisions or in major violations (Lucidi
et al., 2010). Such discrepancy might be one of the reasons why all
the aforementioned methods are not fully adequate to capture the
variability of everyday driving. The issue here is not in the specific
method used for assessing but resides in a substantial difference
between the behavior elicited in these two frameworks. A possible
remediation in order to get a typical evaluation of fitness to
drive has been developed in multicenter longitudinal studies
promoted by the AAA Foundation for Traffic Safety, namely,
“The longroad study–Longitudinal research on aging drivers”
(Li et al., 2017), and in another project called “The Ozcandrive
Project” (Marshall et al., 2013). In these projects, in-vehicle
recording devices together with a GPS system were applied within
the vehicle in order to collect data from everyday driving activity
(i.e., position, time of the day, speed, acceleration, safety distance,
lane deviation, etc.) in real time and for a prolonged period of
weeks or months.

CONCLUSION

In light of the results obtained and discussed above, some
concluding remarks may be outlined.

First, driving simulation studies and reviews represent an
increasingly relevant topic in the scientific literature on driving,
especially in recent years and thanks to the technological
innovations as well as to the increased computing power of
hardware and software (e.g., Cipresso et al., 2018).

Second, it seems that driving simulation is a cross-cutting
topic, present and widespread among different disciplines.
It is also addressed with several approaches in virtue of a
versatile methodology which allows the study of different aspects
of driving simulation (e.g., from a human factor, medical,
psychological, engineering-technical perspective).

Third, it is thus possible to observe a lack of shared and
standardized methodologies and protocols, as well as the lack of
a common language in the research field employing a driving
simulation procedure (Wynne et al., 2019). All those factors
act against the possibility to summarize findings from studies
which investigate a similar relationship between driving-related
variables, as well as to clearly compare driving simulation
performance with other methods in order to assess fitness to drive
in normal and special populations. Nonetheless, there are several
evidences for considering driving simulation as a valid alternative
to neuropsychological testing as well as to on-road testing for the
assessment of fitness to drive.

Fourth, data coming from driving simulation studies are
limited in providing generalizable results. Heterogeneity in
simulators’ types, settings, driving tasks, scenarios, specific
populations, and research methodologies hampers the spread
of driving simulation in clinical contexts; thus, content validity
is limited for specific simulators, tasks, and populations (Kraft
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et al., 2010; Shechtman, 2010; Verster et al., 2011; Iwata et al.,
2018). Another issue related to generalizability of results comes
from the fact that several studies did not report all the data
captured from the software within the simulator (Irwin et al.,
2017), and this makes it difficult to establish a set of measure and
consequently of normative data (Kraft et al., 2010). Moreover,
simulators that warrant a complete and naturalistic assessment
of driving skills are expensive, cumbersome, and hardly available
(Murray, 2017; Rizzo et al., 2018). Following Schreier et al. (2018),
it would be useful to conduct studies aimed at both validating the
same measures with different simulators and identifying the most
comparable ones.

Lastly, further research efforts could be aimed at establishing
a consensus statement for protocols regarding the assessment
of driving behavior and fitness to drive in order to (a) use
standardized cognitive and neuropsychological tests and
batteries, (b) assess and compare systematically driving
simulators with regard to what they measure and to their
validity and fidelity, and (c) employ shared research designs and
criteria for conducting studies in a given subtopic, e.g., with
special populations.

The present study has three main strengths. First, it deals
with a scientometric analysis on driving simulation considering
the entire population of secondary studies on that topic.
Two different scientific databases were analyzed since we
were aware that there could have been a reduced share of
overlapping between them and we wanted to reduce the
risk to exclude relevant literature. The aim was thus not to
carry out a comparative analysis between databases, but an
exhaustive one. Indeed, there were 228 documents classified
as reviews in Scopus and 151 in WoS. The final sample
was composed of 298 records. This means that there were
81 duplicate records that were present in both databases,
with a consequent overlap share of about 27%. This also
means that, using only one database, 70 unique records
using Scopus and 147 unique records using WoS would
have been excluded.

Second, as far as we know, a second-order scientometric
analysis including only secondary studies has never been
conducted before. The rationale of a scientometric analysis
on reviews lies in the fact that the authors of primary and
secondary studies do not necessarily coincide. The authors of
a review may not necessarily be experts on the main topic
(here, driving simulation), but they may be experts on associated
topics interested in undertaking an applied study using driving
simulators. Moreover, it also allowed for the comparison with
the recent scientometric analysis by Guo et al. (2019) on
primary studies.

Third, the present study proposes a new approach integrating
scientometric analysis with a review of reviews. The latter
explicitly addressed the issues of the validity of simulators
with respect to the gold standard for assessing fitness to
drive, which remains the on-road test. Moreover, it explicitly
compares the effectiveness of simulators in replacing the
neuropsychological and psychometric tests frequently used in
daily practice to predict driving success in special populations.
This triangulation brought out two clusters of research

questions, obtaining results of interest for those who intend
to undertake research or are interested in proposing to
stakeholders to integrate the on-road test with driving simulator
assessment. Road safety professionals can rely on data providing
suggestions on how simulators preach on-road tests on the
one hand and how they provide suitable experimental control
over the neuropsychological tests on the other, thus giving
useful indications on the neuropsychological and psychometric
prerequisites for fitness to drive.

The present study has some limitations. The first one
comes from an issue which is always present in review
and meta-analytic studies, and it is reasonable to be also
present in scientometric investigations, namely, the exclusion
from the analysis of the white papers and gray literature.
Such literature is usually not indexed and available in official
databases and can provide a relevant source of information
for disseminating studies reporting null or negative results
that might not otherwise be disseminated (e.g., Paez, 2017).
Currently, there are no methods to assess the impact of white
papers and gray literature on the results of a scientometric
analysis, unlike meta-analysis for which specific techniques have
been developed. In this view, results from a scientometric
analysis can be biased, especially toward positive results, and
the conclusions may not be fully generalizable and need to be
taken with caution.

The second limitation is due to the time coverage of the
literature search. Indeed, the search did not include the second
half of the 2019; this could have had an impact, albeit modest,
on the last time point of Figure 1 and on the number of
the reviews included both in the scientometric analysis and
in the review of reviews. For the sake of clarity, a new
search was conducted on both Scopus and WoS on March
30, 2020, with the same search expression and produced the
following results: Scopus yielded 238 reviews, with two more
reviews in 2019 than those included in the data, and WoS
yielded 164 reviews, with nine more reviews in 2019 than
those included in the data. The two more reviews present on
Scopus were also present on WoS, so in total, nine reviews were
missed in 2019.

In conclusion, the present study represents an opportunity
for broad-based methodological suggestions on a series of ideas:
(a) heterogeneity of sources. It is typical for applied topics such
as driving simulation. Indeed, this topic attracts the attention
of scholars from very different disciplines. In addition to those
largely expected such as engineers and computer scientists, with
an ergonomics-oriented look, there can be found a wide range of
data from medicine and allied disciplines such as neurosciences
and psychology, each of these with different publication impacts
and citational traditions. Such differentiation supports the need
to derive the sources of analysis from multiple databases;
(b) scarce bibliometric overlap between primary and secondary
items and therefore the usefulness in some areas of conducting
a second-order scientometric analysis. The widespread attention
of several disciplines increases the variability of topics covered by
the reviews, partially differentiating bibliometric characteristics
(i.e., Authors, Institutes, Journals, Countries) of primary and
secondary studies; and (c) usefulness to conduct a scientometric
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analysis together with a literature review, with the aim of
providing a comprehensive picture of the topic by adopting
two well-differentiated perspectives of analysis, which can be
considered allied and complementary. The present study could
be a good example of this broad-range approach.
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With the development of big data sharing and data standardization,

electroencephalogram (EEG) data are increasingly used in the exploration of human

cognitive behavior. Most of the existing studies focus on the changes of human brain

network topology (the number of connections, degree distribution, clustering coefficient

phantom) in various cognitive behaviors. However, there has been little exploration into

the steady state of multi-cognitive behaviors and the recognition of multi-participant brain

networks. To solve these two problems, we used EEG data of 99 healthy participants

from the PhysioBank to study multi-cognitive behaviors. Specifically, we calculated

the symbolic transfer entropy (STE) between 64 electrode sequences of EEG data

and constructed the brain networks of various cognitive behaviors of each participant

using the directed minimum spanning tree (DMST) algorithm. We then investigated

the eigenvalue spectrum of the STE matrix of each individual’s cognitive behavior. The

results also showed that the spectrum distributions of different cognitive states of the

same participant remained relatively stable, but those of the same cognitive state of

different participants varied considerably, verifying the relative stability and uniqueness

of the human brain network similar to a human’s fingerprint. Based on these features,

we used the spectral distribution set of 99 participants of various cognitive states as the

original data set and developed a spectral distribution set scoring (SDSS) method to

identify the brain network participants. It was found that most labels (69.35%) of the test

participant with the highest score were identical to the labeled participant. This study

provided further evidence for the existence of human brain fingerprints, and furnished a

new approach for dynamic identification of brain fingerprints.

Keywords: complex network, symbolic transfer entropy (STE), directed minimum spanning tree (DMST), brain

network constancy, participant recognition

1. INTRODUCTION

The human brain is a complex and dense network and as such, it has been explored with
approaches ranging from 3D maps of brain circuitry (Landhuis, 2017), to communication
dynamics in brain networks (Avena-Koenigsberger et al., 2018), and brain evolution (Sporns
and Betzel, 2016; Thiran et al., 2016). The varied topological features of the brain network
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[modular structures (Hearne et al., 2017), network patterns
(Vidaurre et al., 2017), nodes and edges (Kawagoe et al.,
2017), and structural connectivity (Gu et al., 2018)] can
be studied quantitatively (Moon et al., 2017) by techniques
such as functional magnetic resonance imaging (fMRI) and
electroencephalogram (EEG).

The fMRI (Kim et al., 2016; Wang et al., 2016) is an
important quantitative tool to reveal regional functions of the
brain. Hadley et al. used graph theory to study the change in
brain network topology as a function of treatment response in
schizophrenia (Hadley et al., 2016). Shi et al. applied independent
component analysis to investigate the large-scale brain network
connectivity underlying creativity through the task fMRI data
(Shi et al., 2018). Gonzalez et al. validated the utility of
the maximum entropy model in describing neurophysiological
dynamics by measuring the activation rate in a separate resting
state fMRI data set (Gonzalez et al., 2016). Emily et al., using
the results of fMRI detection with functional connectivity as
the classification standard, identified target participants from a
large group of participants. Moreover, recognition was robust
so that participants could be accurately identified in both the
cognitive behavior and the resting state. They demonstrated that
each person’s brain connection profile is intrinsic and similar
to a "fingerprint" that can be used for participant recognition
(Huang J. et al., 2015). Takuya et al. constructed a functional
connection network using fMRI detection data and defined the
information transmission between the resting functional network
and the cognitive behavior network as the transmission network.
The information transmission characteristic was used to detect
the relationship between the resting network and the cognitive
network. It was concluded that the relationship between the
cognitive behavior network and the static network was very
close. In particular, the resting-state functional network provided
a large amount of functional information for the cognitive
information network (Ito et al., 2017). The above researchers,
using the fMRI image processing and analysis technology, were
able to detect the topological structure of participants in each
cognitive state. However, the fMRI technique, with its high cost,
excels mainly in spatial resolution, but is much less satisfactory
with regards to time resolution, which is not conducive to
studying brain network dynamics in different time periods.

By contrast, EEG is less accurate than fMRI in spatial
positioning, but has a high time resolution at the scale of
1/100 s, lending itself particularly well to the time-window
study of the brain network, especially to research brain network
dynamics (Kluetsch et al., 2014; Yu et al., 2016; Zippo et al.,
2018). Researchers often implemented filtering and independent
component analysis (ICA) preprocessing on EEG data (Hatz
et al., 2015), calculated the correlation between each two
EEG signals, and set a threshold to create a brain network.
The methods of calculating the correlation among electrode
sequences include Pearson correlation coefficient, granger
causality test (Farokhzadi et al., 2017), mutual information
(Mikkelsen et al., 2017), and transfer entropy (Centeno and
Carmichael, 2014). Among these methods, transfer entropy is
the most suitable to reflect the non-linear relationship between
brain electrodes. By calculating the transfer entropy between

pairs of brain electrodes, one can construct the brain network of
different time periods and participants by means of the threshold
method or the minimum spanning tree (MST) method. Faes
et al. applied entropy-based measures to quantify the predictive
information in brain sub-systems and the heart system and
identified a structured network of sleeping brain-brain and brain-
heart interactions (Faes et al., 2014). Huang et al. calculated the
transfer entropy between brain electrodes in drowsy and alert
driving states. They concluded that the couplings between pairs
of forehead, central lobe, and parietal areas were higher at the
vigilance level than in the drowsy driving state (Huang C. S.
et al., 2015). Qiao et al. constructed a brain network by fglasso
and bootstrapped fglasso for both the alcoholic and the control
groups. They found that links of electrodes in the frontal region
were denser than those for the control group. In addition, more
connected edges were detected in the left central and parietal
regions of the alcoholic group (Qiao et al., 2019). Su et al. used
MST to unveil the differences of brain network efficiency between
young smokers and non-smokers and found that the global
network efficiency decreased in young smokers (Su et al., 2017).

The above studies on EEG sequences were mainly based on
the change of EEG network topology (network state, network
connection number). But there is less research dedicated to
quantitative grouping comparisons between EEG networks of
cognitive behavior of each participant or considering individual
differences among participants. In particular, to our knowledge,
no studies have employed a combination of STE and SDSS in EEG
analysis. In this study, we aim to investigate the EEG sequences of
99 healthy participants to verify the conclusion of Emily’s study
(Huang J. et al., 2015) by means of symbolic transfer entropy and
spectral analysis. We also seek to explore the potential of using
STE and SDSS in participant recognition based on fingerprint
characteristics of EEG sequences.

2. MATERIALS AND METHODS

Ethics Approval
The datasets for this study are publicly available on https://www.
physionet.org/physiobank/database/eegmmidb/ and can be used
with no further permission1 (Goldberger et al., 2000; Schalk
et al., 2004). Since the data have been fully de-identified, no IRB
approval is required.

EEG Data
The data set used in this study was created by the developers of
the BCI2000 instrumentation system consisting of over 1,500 1-
and 2-min EEG recordings, obtained from 99 healthy volunteers.
For each participant, voltage values were measured from 64
electrodes as per the international 10-10 system (excluding
electrodes Nz, F9, F10, FT9, FT10, A1, A2, TP9, TP10, P9,
and P10), shown in Figure 1. All participants were required
to perform 14 experimental runs listed in Table 1: two 1-min
baseline runs (one with eyes open, one with eyes closed) and three
2-min runs of each of the four following tasks1 (Goldberger et al.,
2000; Schalk et al., 2004):

1https://www.physionet.org/cgi-bin/atm/ATM
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FIGURE 1 | EEG electrode diagram. The EEG are recorded from 64

electrodes which are created by international 10-10 system (excluding

electrodes Nz, F9, F10, FT9, FT10, A1, A2, TP9, TP10, P9, and P10). The

numbers below each electrode name demonstrate the order in which they

appear in the records. The signals in the records are numbered from 1 to 64.

1. A target appears on either the left or the right side of the
screen. The participant opens and closes the corresponding fist
until the target disappears. Then the participant relaxes.

2. A target appears on either the left or the right side of
the screen. The participant imagines opening and closing
the corresponding fist until the target disappears. Then the
participant relaxes.

3. A target appears on either the top or the bottom of the screen.
The participant opens and closes either both fists (if the target
is on top) or both feet (if the target is on the bottom) until the
target disappears. Then the participant relaxes.

4. A target appears on either the top or the bottom of the
screen. The participant imagines opening and closing either
both fists (if the target is on top) or both feet (if the target
is on the bottom) until the target disappears. Then the
participant relaxes.

The EEG recordings were input to the EEGLAB toolbox. Each
annotation includes one of three codes (e1, e2, or e3): e1
corresponds to rest, e2 corresponds to onset of motion (real or
imagined) of the left fist (in runs 3, 4, 7, 8, 11, and 12) and
both fists (in runs 5, 6, 9, 10, 13, and 14), and e3 refers to the
onset of motion (real or imagined) of the right fist (in runs 3,
4, 7, 8, 11, and 12) and both feet (in runs 5, 6, 9, 10, 13, and
14). The 1-min-runs data of a participant in Task1 are listed in
Table 2. Each EEG signal is sampled at 160 points per second.
Events in Table 2 include e1, e2, and e3. Latency means the start
point of each event. For example, event 1 lasts until points 672,
and then event 3 starts at point 1313 (with an intermission of

TABLE 1 | The 14 experimental runs constructed by different motor/imagery

tasks.

NO. Experimental runs NO. Experimental

runs

1 Baseline, eyes open 8 Task 2

2 Baseline, eyes closed 9 Task 3

3 Task 1 (open and close left or right fist) 10 Task 4

4 Task 2 (imagine opening and closing left or right fist) 11 Task 1

5 Task 3 (open and close both fists or both feet) 12 Task 2

6 Task 4 (imagine opening and closing both fists or

both feet)

13 Task 3

7 Task 1 14 Task 4

TABLE 2 | A participant of event table for task1.

Number Event Latency Duration Number Event Latency Duration

1 1 1 672 9 1 10593 672

2 3 1313 656 10 3 11905 656

3 1 2609 672 11 1 13201 672

4 2 3921 656 12 2 14513 656

5 1 5217 672 13 1 15809 672

6 2 6529 656 14 3 17281 656

7 1 7825 672 15 1 18577 672

8 3 9297 656

641 points). The duration means the time span of each event.
Part of the corresponding data in Task1 is shown in Figure 2.
The red region (event 1) indicates the opening of the eyes when
the target appears. The green region (event 2) corresponds to
opening the left fist when the target appears on the left. The pink
one (event 3) indicates opening the right fist when the target
appears on the right. The white one means rest. The horizontal
and vertical axes represent the elapsed time (second) and names
of electrodes, respectively.

EEG Signal Pre-Processing and Analysis
We defined the EEG data collection {G} as follows:

Gt
p = {gtp,1(c, e), g

t
p,2(c, e), ..., g

t
p,N(c, e)} (1)

where p is participant, t is task, c electrode, e event, and N
the length of sequence. Prior to data analysis, we used eeglab
(an interactive matlab toolbox) to filter the EEG sequence
and ICA pretreatment. The frequency limit (Kluetsch et al.,
2014) was chosen to be 1–70 HZ and 60 Hz notch filtering
(Kawagoe et al., 2017). Filter order was automatically chosen (528
recommend) using the function pop_eegfiltnew()2 in eeglab. We
used the fully automatic algorithm based on the Independent
Components analysis (ICA) algorithm (Mognon et al., 2011) to
detect and remove artifacts from the filtered signals. Because the
interference signals such as cardiac, eye movement artifacts, and
electromyography (EMG) signals are generated by independent

2https://www.ccn.ucla.edu/wiki/index.php/Hoffman2:MATLAB:EEGLAB:Jobs.
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FIGURE 2 | Part signal diagram of task 1 (NO.3 in Table 1) of participant 1. The red, green, and violet regions indicate getting ready for the task, opening the left fist,

and opening the right fist, respectively. The white regions mean rest. The horizontal axis shows the elapsed time (second) of the tasks, the vertical axis represents the

names of electrodes.

sources, ICA decomposition can extract EEG signals from these
interference signals. After treatment, the EEG sequence was
named {GQ},

GQ = {gqtp,1(c, e), gq
t
p,2(c, e), ..., gq

t
p,N(c, e)} (2)

The final preprocessing was the first-order difference of the
sequence {GQ}, and we obtained sequence {DQ}:

DQ = gqtp,n+1(c, e)− gqtp,n(c, e) = dqtp,n(c, e) (3)

where p = 1, 2 . . . 99, n = 1, 2, . . . ,N − 1, t = 1, 2, . . . , 15(14
experimental runs and 1 rest signal), c = 1, 2, . . . 64, e =
1, 2, 3(events).

Symbolic Transfer Entropy (STE)
After pre-processing, we used transfer entropy to measure the
dynamic non-linear relationship of sequences. Transfer entropy
is used in many fields, such as the correlation between financial
sequences, climate impacts, and EEG/electrocardiogram (ECG)
signals. The general formula of transfer entropy is as follows:

TE(k,l)y→x =
∑

xn+1,x
(k)
n ,y

(l)
n

P(xn+1, x
(k)
n , y(l)n )log2

P(xn+1|x(k)n , y
(l)
n )

P(xn+1|x(k)n )
(4)

where the sequence X is a Markov process of degree k, and Y

is a Markov process of degree l. The element x
(k)
n means that the

sequenceX is influenced by the k previous states,and y
(l)
n indicates

that the sequence Y is influenced by the l previous states. The
parameters k and l are often set to 1. Then the transfer entropy
from variable Y to variable X is defined as

TEy→x =
∑

xn+1,xn ,yn

P(xn+1, xn, yn)log2
P(xn+1|xn, yn)
P(xn+1|xn)

=
∑

xn+1,xn ,yn

P(xn+1, xn, yn)log2
P(xn+1, xn, yn)P(xn)

P(xn+1, xn)P(xn, yn)

(5)

where P(A,B,C) is the joint probability of A, B, and C, and
P(A|B) is the conditional probability of A given by B. Before
the calculation of transfer entropy, we translated the sequence
{DQ} into a symbol sequence. Specifically, we took one sequence
from 64 channels for the same participant, same task, and same
event as the target research object. For example, in Figure 2,
the elapsed times from the 1st second to the 4th second (the
horizontal axis) filled in red color means evet1 of task1 (shown
in NO.3 of Table 1) of participant 1. We arranged the combined
64 signals in ascending order and divided these data points into
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three equal parts. The final forms were as follows:

Bp,i =





1 :Tt
p,1(e) ≤ dqtp,n(c, e) < Tt

p,
1
3 L
(e)

2 :Tt

p,
1
3 L
(e) ≤ dqtp,n(c, e) < Tt

p,
2
3 L
(e)

3 :Tt

p,
2
3 L
(e) ≤ dqtp,n(c, e) ≤ Tt

p,L(e)





(6)

where T is a new combined sequence of 64 signals. L means
the length of sequence T. p, t, c, and e represent participant,
task, electrode, and event, respectively. p = 1, 2, 3, . . . , 99,
t = 1, 2, 3...15, c = 1, 2, 3, . . . 64, e = 1, 2, 3. We the used
phase space reconstruction for symbol EEG signals and set the
embedding dimension as 3 (Grassberger and Procaccia, 1983).
The correlation between symbol EEG signals was expressed by
the (Symbol Transfer Entropy)STE (McAuliffe, 2014).

Directed Minimum Spanning Tree (DMST)
By calculating the STE between each two EEG symbol sequences,
we obtained the quantitative impact relationships between EEG
signals. On this basis, the next vital step was to construct
directed brain network diagrams. Using the threshold method
to construct directed networks can depict certain brain network
structures, but the network constructed by the threshold method
is subjective and unstable. In order to ensure the consistency
and objectivity of network connections, we made use of the

DMST (Gabow et al., 1986; Kwon and Yang, 2008) method
to construct the brain network. The minimum spanning tree
(MST) algorithm (Crobe et al., 2016) is an important part of
graph theory. The classical Kruskal and Prim algorithms of the

undirected minimum spanning tree can solve the problem of
the symmetrical adjacency matrix. Due to the asymmetry of

the transfer entropy matrix, the relations between nodes can
be described by DMST, also known as minimum arborescence

(Hemminger, 1966). It assigns a special root node to the directed
weighted graph. The DMST from the root node requires the

minimum total weight of all distance weights. Steps of DMST
algorithms are as follows:

1. Select a node as the root node randomly.
2. Travel all edges and find the smallest entry edges of all points

except for the root node. Then sum up the weighted values of

edges to form the new graph. Determine the final minimum
arborescence if no cycles exist in the new graph.

3. If a ring exists in the new graph, shrink the ring into a point
and change the edge weight. The way to change edge weights
are as follows:

(1). Choose a node u in the ring and set the incoming
edge of this node as in[u], and the outgoing edge of
this one as (u, i,w). i and w refer to source node and
weight, respectively.

(2). Set the new edge weight of node u as (u, i,w− in[u]).
(3). Return to Step 2 if the new weight graph contains rings.

FIGURE 3 | Participant recognition process using the SDSS method. The left part displays the process of constructing the coarsening data set, and the right one

indicates the process of calculating the coarsening data set of the test participant. The last step expressed by the rounded rectangle shows the comparison of the

data set of 99 participants and the data set of the test participant, to obtain the final score. This final score is used to determine the label of the test participant.
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4. Expand the new graph if rings do not exist by the breaking
loop method (Hemminger, 1966; Gabow et al., 1986). The
steps of the breaking loop method were as follows:

(1). Find a loop in the graph.
(2). Remove the edge with the largest weight in the loop, but

keep the graph connected.
(3). Repeat this process until there are no loops in the

graph (but they are still connected) and get the minimum
spanning tree.

Average Euclidean Distance and Spectrum
Distribution Set Scoring (SDSS)
The brain network constructed using the DMST method can
reveal the relation between EEG channels of each participant in
each action. The relative stability of events and the difference
between participants can be observed in DMST graph. Because
of the lack of quantitative analysis in the DMST method, we took
the average Euclidean distances as the quantitative parameter
indicating the distinctions between brain network patterns:

ADp =

√
15∑
t=1

3∑
e=1

99∑
pA=1

99∑
pB=1

64∑
i=1,j=1

(TE
pA ,e
i,j − TE

pB ,e
i,j )2

15× 3× 99× 99× 64
(7)

ADe =

√
99∑
p=1

15∑
tA=1

15∑
tB=1

3∑
eA=1

3∑
eB=1

64∑
i=1,j=1

[TEtA ,eAi,j (p)−TEtB ,eBi,j (p)]2

99× 15× 15× 3× 3× 64
(8)

where ADp and ADe indicate the average Euclidean distances
of participants and the average Euclidean distances of events,
respectively. emeans an event in each task, eA and eB indicate two
events in the same task or a different task (eA = eB is allowed),

p means a specific participant out of the 99 participants, pA and
pB refer to two different participants or the same participant out
of the 99 participants (pA = pB is also allowed), and tA and tB
correspond to two tasks from the total 15 tasks.

After quantitative analysis of differences between brain
networks, we conducted a union analysis of the brain network
by calculating the eigenvalue of the transfer entropy matrix for
each participant and event as follows:

λtp(e, c) = αt
p(e, c)+ β t

p(e, c) • i (9)

where α, β indicate real and imaginary parts of the eigenvalues,
and p, t, e, and c represent participant, task, and event,
respectively. p = 1, 2...99, t = 1, 2...15, e = 1, 2, 3, c = 1, 2...64.
All the eigenvalues were normalized by the Z-Score method
and the eigenvalue spectrum distribution of the transfer entropy
matrix was shown by the real and imaginary eigenvalues of each
action and participant on two-dimensional coordinates. On this
basis, we observed and analyzed the spectral distributions of the
same events of different participants and different events of the
same participants.

At the same time, the eigenvalues of each action for each
participant were conducted to data pre-processing through
the coarse graining. First, we took the maximum (αt

p(e)max,

β t
p(e)max) and minimum (αt

p(e)min, β t
p(e, c)min) of the real and

the imaginary parts of the eigenvalues. Secondly, we defined
the scale of coarse-graining θ . Then the ranges of the real
part and the imaginary part were defined as {αt

p(e)min +
θ ,αt

p(e)min + 2θ , . . . ,αt
p(e)max − θ ,αt

p(e)max} and {β t
p(e)min +

θ ,β t
p(e)min+2θ , . . . ,β t

p(e)max−θ ,β t
p(e)max} respectively. Finally,

we counted the number of actual eigenvalues of different events
and participants in this two-dimensional coarsening space. The

FIGURE 4 | Flowchart of each algorithm.
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result was taken as a coarsening data set and used in participant
recognition. For participant recognition, the full process of SDSS
was shown in Figure 3 with the following steps.

1. We calculated the STE between 64 electrode sequences of each
event from the 99 participants and transformed the transfer
entropy matrix into the spectral distribution.

2. We created a coarsening data set including the three events
(task1) for each of the 99 participants.

3. We selected the data of a participant performing other
tasks out of the 99 participants as the test data set
and calculated the spectral distribution of the test
data set.

4. Finally, we compared the scores and determined the label of
the test participant.

The entire experiment process is illustrated by a flowchart
(Figure 4).

FIGURE 5 | Brain networks of three events of participant 1 and participant 2. The nodes from 1 to 64 correspond to Figure 1. (A) event 1 of participant 1 (B) event 1

of participant 2 (C) event 2 of participant 1 (D) event 2 of participant 2 (E) event 3 of participant 1 (F) event 3 of participant 2.
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3. RESULTS

By means of the above methods, we transformed the EEG signal
sequences of the 99 participants into symbolic sequences and
calculated the STE of each participant and task. The transfer
entropy matrix was transformed into brain networks using the
DMST method.

Figure 5 shows the brain networks of the three events of
task 1 for participant 1 and participant 2. For participant 1 in
Figure 5A, the node 1(FC5) had the largest out degree which
was then treated as the key node in the analysis. In this way,
not only can the characteristics of the participants be studied,
but the recognition of EEG fingerprints can also be facilitated.
At the same time, it can be seen from Figures 5A,C,E that there

FIGURE 6 | Brain networks of three events of participant 3 and participant 4. The nodes from 1 to 64 correspond to Figure 1. (A) event 1 of participant 3 (B) event 1

of participant 4 (C) event 2 of participant 3 (D) event 2 of participant 4 (E) event 3 of participant 3 (F) event 3 of participant 4.
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were little differences among the three brain network graphs
of participant 1, which were basically in a constant state. In
Figures 5B,D,F, the three brain network diagrams of participant

TABLE 3 | Euclidean distances among participants of the same event.

Event 1 p1a p2a p3a p4a AEDb

p1 0 42.988 36.354 24.143

36.640
p2 42.988 0 46.512 45.141

p3 36.354 46.512 0 24.704

p4 24.143 45.141 24.704 0

p1 p2 p3 p4 AEDb

Event 2

p1 0 48.827 51.503 55.224

43.107
p2 48.827 0 42.520 31.579

p3 51.503 42.520 0 28.989

p4 55.224 31.579 28.989 0

Event 3

p1 0 41.039 34.286 36.366

35.767
p2 41.039 0 44.181 36.563

p3 34.286 44.181 0 22.167

p4 36.366 36.563 22.167 0

ap1, p2, p3, p4, indicate participant1, participant 2, participant 3, participant 4,

respectively.
bAED, average of Euclidean distances.

2 were also basically in a constant state, which showed that
the brain network graphs of the same participant in different
events had a certain degree of stability. But the same events
from different participants, such as p1E1 (event1 of participant
1) and p2E1 (event1 of participant2) in Figures 5A,B, were
widely different in structure. Similarly, in Figures 6A,C,E, the
network diagrams of the three different events in participant
3 were similar. The three different events in participant 4
also resembled those in Figures 6B,D,F. But the same event
of different participants, such as event 1 of participant 3 and
participant 4, can be drastically different.

From the results of Figures 5, 6, we can conclude that
brain networks of the same participant remain constant to a
certain extent regardless of task or rest. The network structures
of different participants vary greatly, indicating that everyone
has his or her own brain network distribution, similar to a
fingerprint, thus lending support to the finding of Emily (Huang
J. et al., 2015).

The superposition of brain networks can be used to verify the
similarity of networks for different tasks of the same participant,
but the error edges arose from the union process lead to
information loss in the brain network research. In order to
solve this problem, we calculated the eigenvalues of the transfer
entropy matrix between EEG recordings of different tasks.
The characteristic of the transfer entropy matrix was extracted
and then the eigenvalue spectrum was superposed, which not
only reveals the basic characteristics of the network, but also

FIGURE 7 | Spectra graphs of transfer entropy matrix. The horizontal axis shows the real part of the transfer entropy matrix, while the vertical axis represents the

imaginary part of the transfer entropy matrix. The red star, blue star, and black circle indicate waiting state, opening, and closing the left hand, and opening and closing

right hand, respectively. (A) 3 events of participant 1 (B) 3 events of participant 2 (C) 3 events of participant 3 (D) 3 events of participant 4.
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achieves the effect of superimposing the common characteristics.
Because of the asymmetry of the transfer entropy matrix, the
eigenvalues obtained include a real part and an imaginary part.
The eigenvalues of different actions between the same participant
were extracted and summarized on the coordinate axes.

Figures 7A–D show the spectral distribution of the three
actions of participant 1, 2, 3, and 4, respectively. The red star
means rest state, the blue star refers to moving the left hand,
and the black circle indicates moving the right hand. It can be
seen that the spectral structures of the network eigenvalues of
the three events of the same participant were very similar, but
the spectral structure of each participant obviously differed from
each other. The Euclidean distances as quantitative indicators are
shown in Tables 3, 4. In Table 3, columns from 2 to 5 indicate the
Euclidean distance between the first 4 participants of the same
event. The results in column 6 of Table 3 illustrates the mean
value of the Euclidean distance of the first 4 participants on the
same event. The results in the Table 4 are the Euclidean distances
among events of the same participant. Data in Tables 3, 4 are
also the corresponding quantitative distances between the left
and right networks in Figures 5, 6. From these tables, it can be
seen that the average Euclidean distances (36.640, 43.107, 35.767)
of participants (from participant 1 to participant 4) in Table 3

were all higher than those (24.792, 25.820, 9.320, 22.154) of events
(event1, event2, and event3) in Table 4.

In order to statistically analyze the spectral distribution of all
participants, we used the two-factor repeated measures ANOVA
to test the differences between within-participant and between-
participant spectra. Specifically, we transformed the spectrum
distribution results into 5760-by-99 matrices (128*3*15 = 5760).
The length of each spectrum distribution was 128 including the
real part and the virtual part. The numbers of task and event
were 15 and 3, respectively. Ninety-nine indicated the participant
number. Then we put the matrix into the two-factor repeated
measures ANOVA model and obtained the results shown in
Table 5.

In Table 5, the p − value of the participant factor (between-
participant shown by Columns) in the second row was 1.61805×
10−10< α = 0.01. In the third and fourth rows, the p −
values of the task factor (within-participant expressed with Rows)
and interaction factor equaled 1 > α = 0.01. That means

between-participant spectrum distributions were significantly
different while the within-subject spectrum distributions had no
significant difference.

We then obtained the quantitative result to confirm that
inter-participant differences in the same event were more
pronounced than inter-task differences of the same participant.
As shown in Figure 8, the quantitative parameter indicating the
average Euclidean distance among participants, shown by the red

TABLE 5 | The results of the two-factor repeated measures ANOVA.

Source SS df MS F Prob>F

Columns 3137.88 98 32.0192 2.17 1.61805E − 10

Rows 16.24 44 0.3691 0.03 1

Interaction 757.01 4312 0.1756 0.01 1

Error 8330284.5 565785 14.7234

Total 8334195.5 570239

FIGURE 8 | Average Euclidean distance among different participants and

among different tasks. The red column and the blue column indicate the

average Euclidean distance among participants and the average Euclidean

distance among tasks, respectively. The error bars indicate the standard

deviations of average Euclidean distances.

TABLE 4 | Euclidean distances among events of the same participant.

Participant 1 Event 1 Event 2 Event 3 AEDa Participant 2 Event 1 Event 2 Event 3 AEDa

Event1 0 20.232 27.630

24.792

event1 0 27.891 18.140

25.820Event2 20.232 0 26.514 event 2 27.891 0 31.430

Event3 27.630 26.514 0 event 3 18.140 31.430 0

Participant 3 Event 1 Event 2 Event 3 AEDa Participant 4 Event 1 Event 2 Event 3 AEDa

Event 1 0 9.954 5.977

9.320

event 1 0 24.310 17.820

22.154Event 2 9.954 0 12.027 event 2 24.310 0 24.333

Event 3 5.977 12.027 0 event 3 17.820 24.332 0

aAED, average of Euclidean distances.
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column, was higher than the average Euclidean distance among
events represented by the blue column. The standard deviation
within the participant group was also higher than that between
event groups. In addition, we also compared the Euclidean
distance among participants and the Euclidean distance among

TABLE 6 | z − test analysis for two groups of Euclidean distances.

Participants Tasks

Average 39.471 29.362

Standard deviation 11.496 1.546

Numbers of Euclidean distances 4851 990

z 59.564

P(Z<=z) one-tailed (α = 0.01) 0

z critical value of one-tailed 2.326

P(Z<=z) two-tailed (α = 0.01) 0

z critical value of two-tailed 2.576

tasks by z − test. As presented in Table 6, the average Euclidean
distance and standard deviation were the same as shown in
Figure 8. The numbers of Euclidean distances were calculated

as follows: 99∗98
2 = 4851, (15∗3)∗(15∗3−1)

2 = 990, where 99 was
the number of participants, 15 was task number, and each task
contained three events. The z value was higher than the critical
value of both one-tailed and two-tailed tests. The p − value of
the z − test equaled 0. The results of the z − test quantitatively
demonstrated that the differences between brain networks of
participants were larger than the differences between tasks.

Based on the relative stability of brain network of each
participant, we used the SDSSmethod to create data sets using the
network spectrum data of three events of 99 participants. When
judging the test participants, any task of the test participants,
such as moving both legs, can be used as measurement data.
We compared the network spectrum structure of the measured
participant with 99 participants’ data set by coarsening the
network spectrum. The choice of the accuracy of coarsening
determines the accuracy of the final results. In this paper, we set

FIGURE 9 | Coarsened spectrum distributions and test scores. (A) Coarsened spectrum distribution of task 1 of participant 1. (B) Coarsened spectrum distribution of

task 1 of participant 7. (C) Coarsened spectrum distribution of task 3 of test participant. (D) Score of TXE3 (task3 of test participant); the horizontal axis shows the

participant number; the vertical axis indicates the score (overlapping part of the spectrum of TXE3 and data sets).

Frontiers in Psychology | www.frontiersin.org 11 June 2020 | Volume 11 | Article 1003349

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Qiu and Nan Brain Network Constancy and Participant Recognition

θ = 1 to divide the spectrograms into various small squares and
counted the number of particles in each small square. Finally,
a participant test was carried out, assuming that the moving
legs of participant 7 in task 3 were selected as measurement
actions, labeled as TXE3. We calculated the transfer entropy
matrix of this labeled task, whose spectrum distribution was
coarsened by θ = 1. By comparing the TXE3 coarsening data
with 99 participants’ coarsening data, the number of TXE3 was
found with the highest score. Figures 9A,B show the spectrum
distribution sets of participant 1 and participant 7, respectively.
Figure 9C is the spectrum distribution set of TXE3. Figure 9D
is the test score of TXE3. The horizontal axis represents the
participant number, and the vertical axis score represents the
overlapping part between the spectrum of TXE3 and data sets
created by the three events of 99 participants. It can be seen that
the highest score corresponds to participant 7. That is to say,
the test participant was participant 7. This was consistent with
the participant number selected beforehand. We also checked all
participants of T_new1 (open and close both fists), T_new2 (open
and close both feet), and T_new3 (imagine opening and closing
both fists) by creating three new groups named T_new1_g,
T_new2_g, and T_new3_g. Each group contained 99 participants
of the new tasks (T_new1, T_new2 and T_new3). Thirty-three
participants were selected without repetition from T_new1_g,
T_new2_g and T_new3_g. A new cross test group was then
created.We repeated the extraction 1,000 times and created 1,000
test groups. The 1,000 scores are shown in Figure 10 and the
average accuracy of test participants is 69.35%, which helped
validate the effectiveness of the SDSS method.

4. DISCUSSION

EEG network research is regarded as an effective tool in
identifying subject specific characteristics. As a core method
for creating a network, the MST method assesses the strongest
connection of individual EEG traits. Crobe et al. used MST
and the k-core decomposition method to find the existence of
a distinctive functional core. Their results confirmed the great
impact of EEG analysis on several bioengineering applications
(Crobe et al., 2016). Compared to the MST method, the DMST
method can express the direction between each two nodes in
the created EEG network. We can obtain the source node from
the EEG network and find some features from it. Gennaro
et al. found that the individual EEG-trait remains stable despite
the change of sleep architecture. They proposed that EEG
invariances can be related to genetic individual differences rather
than sleep-dependent mechanisms (De Gennaro et al., 2005).
Thomas et al. confirmed that the EEG signals are robust carriers
of unique personality traits and reported that future research
must focus on the uniqueness, acceptability, and robustness of
EEG signals by various optimization algorithms and advanced
technology (Thomas and Vinod, 2017). As mentioned in the
above literature (De Gennaro et al., 2005; Huang J. et al.,
2015; Thomas and Vinod, 2017): the connections in the human
brain network are intrinsic and maintains a stable state, similar
to the human “fingerprint.” In our research, we also found

FIGURE 10 | Test accuracy rates of 1,000 test groups. The horizontal axis

shows the number of extractions; the vertical axis indicates the accuracy rate

(99 was divided by overlapping capacities of the spectrum of each test group

and data sets).

these stable individual EEG traits using the graphic method
(DMST) and quantitative analysis (z-test of Euclidean distance).
Specifically, we used the eeglab toolbox in MATLAB to load
the 20G EEG sequence data of 99 participants and preprocessed
the data. The STE method was then used to calculate the
transfer entropy of the three events for the 99 participants, and
the DMST method was used to generate the brain networks
of various cognitive behaviors for each participant. By visual
inspection, brain networks of the same participant were very
similar in different events, but there were great differences
between different participants in the same event. For quantitative
analysis, we used z − test to compare Euclidean distances of
participants and events. The results showed that the Euclidean
distances between participants were significantly greater than
those between events.

In addition, by focusing on this feature (EEG-trait remains
stable), we used the SDSS method to construct the respective
micro data sets (fingerprint database) based on the coarsened
network spectrum of the rest, the left-hand and right-hand tasks
of the 99 participants. For participant recognition, we created
three groups of test data named by tasknew1 (open and close
both fists), tasknew2 (open and close both feet), and tasknew3
(imagine opening and closing both fists). Each group contained
99 participants. We chose 33 different participants from group1,
group2, and group3 randomly and created the new disordered
group. We repeated the selection 1,000 times and obtained 1,000
new disordered groups. The average accuracy of test groups was
69.35%, which showed the effectiveness of the SDSS method.

5. LIMITATION

This present study is not without limitations: 1. In this
paper, we selected the BCI2000 dataset as the research data,
but BCI has a critical hurdle, in that performance varies
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greatly, especially in motor imagery based BCI. Researchers
tried to address the problem of performance variation (Ahn
and Jun, 2015) to improve reliability. In future studies, we
look forward to improving the reliability and to focus the
attention on task-related factors and longitudinal tracking of
participants as well as integrative studies of related variables
(psychological and physiological). 2. This study was limited
in catching the flexible and dynamic characteristics of
EEG signals when calculating the STE (McAuliffe, 2014).
Further studies with the STE of short EEG sequences (about
102 points) (Zhang et al., 2012; Pan et al., 2014) would
be required to avoid excessive reduction of brainwave
features. 3. The accuracy of the coarse-grained network
spectrograms of the 99 participants was likely to affect the
final results, thus, in future work, we will try to select a better
parameter not only to increase the accuracy of the coarse-
grained network spectrogram but also to enhance the speed
of identification.

6. CONCLUSION

In conclusion, the spectral analysis in complex networks can
provide a very simple computational model for studying the rules
of big data (multiple participants and multi-channel EEG). One
can use the characteristics of the complex network spectrum to
identify EEG participants. In addition, the SDSS method in this
paper had important implications for the detailed comparison of
network states.
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Technological advancement provides an unprecedented amount of high-frequency data

of human dynamic processes. In this paper, we introduce an approach for characterizing

qualitative between and within-subject variability from quantitative changes in the

multi-subject time-series data. We present the statistical model and examine the

strengths and limitations of the approach in potential applications using Monte Carlo

simulations. We illustrate its usage in characterizing clusters of dynamics with phase

transitions with real-time hand movement data collected on an embodied learning

platform designed to foster mathematical learning.

Keywords: clustering, regime-switching model, functional data analysis, time-series data, dynamic model

1. INTRODUCTION

Human dynamic processes vary within a subject over time and differ between subjects at all
behavioral, physiological, emotional, attentional, and cognitive levels (Molenaar et al., 2003).
Widespread examples include but not limited to change processes in belief and attitudes (van
der Maas et al., 2003; Jansen et al., 2007), affective experiences (Cole et al., 2004; Kuppens et al.,
2010; Hamaker et al., 2015), and executive functions (Zelazo, 2016). The within- and between-
subject variabilities can be quantitative as well as qualitative in nature (Pintrich, 1988; Van Geert,
1991; van der Maas and Molenaar, 1992; van Dijk and van Geert, 2007; Stephen et al., 2009).
For instance, human development is continuous and quantitative with gradual and incremental
growth but simultaneously is discontinuous and qualitative as new forms and abilities emerge
(Thelen and Smith, 1994). Inter-individual differences are also quantitative as no two individuals
are identical within a population, and qualitative as subgroups of individuals may exist and share
similar characteristics (Ram and Grimm, 2009; Bulteel et al., 2016). In order to understand the
essence and drivers of human processes, researchers argue for a need to focus on studying and
interpreting qualitative variability (Kelso, 2000). However, limited labor resources and subjectivity
issues often put constraints on qualitative approaches (e.g., interviews and focus groups) that quest
directly for qualitative findings. Alternatively, we infer qualitative changes and differences from
data using quantitative methods that bring objectivity and computational accuracy and efficiency.

To this aim, we need mathematical and statistical models that represent both quantitative and
qualitative within- and between-subject variability in the processes of interest and the data we
collect. Mathematically, quantitative variability is often accommodated in continuous variables,
while qualitative variability in categorical variables. The former refers to the within-subject
numerical changes (including process noise) and between-subject random effects. In contrast, the
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latter refers to the within-subject regime (or phase) transitions
and between-subject cluster (or group) differences. A cluster or
group is a class of subjects that share similar qualities or dynamic
patterns. A regime or phase is a within-subject time-varying class
of dynamics that may switch from one to another as time passes.
We use regime switches and phase transitions interchangeably. In
our definitions, a regime or phase is different from a stage, which
is a course in one-directional and non-reversible class transitions,
such as age-based developmental stages.

Dynamic processes may exhibit qualitatively different cluster-
wise quantitative changes interspersed with qualitative regime-
switching. As an example, we consider students’ learning
processes that occur with dynamic sensorimotor coordination
in an embodied learning environment. In a typical task,
students acquire the concept of proportionality by coordinating
movements of both their hands. Previous research found
dynamic patterns and solution strategies from the patterns in
students’ action-coordination that relate to Piaget’s theorized
phases of reflective abstraction (Abrahamson et al., 2014; Duijzer
et al., 2017; Pardos et al., 2018). The hand movements represent
within-subject quantitative variability, and the strategies used
form qualitatively switching regimes. High-performing and low-
performing students may differ in the types and sequences of
strategies used, thus displaying cluster-wise regime-switching
patterns of hand movement dynamics. Hence, some interesting
qualitative findings, in this case, are not only distinct regimes in
students’ strategy use or knowledge development but also clusters
of regime-switching trajectories that are indicative of student’s
learning and have implications for interventions.

Many existing mathematical models only consider
quantitative changes. For example, auto-regressive moving-
average models and differential equations models represent
quantitative within-subject changes in time-series data (Chow
et al., 2005, 2011; Voelkle and Oud, 2013; Hu et al., 2014; Bulteel
et al., 2016). The two types of modeling frameworks differ in
whether the time in the model is discrete or continuous. They
both are parametric models that exert top-down assumptions
on the mechanism of change. In contrast, non-parametric
methods like functional data analysis (Ramsay and Silverman,
2005) provide a bottom-up, data-driven way to approximate
the dynamic changes directly using a combination of curves or
smooth functions. Extensions and applications of these models
allow for quantitative between-subject differences. For instance,
when we apply these methods to a single subject’s time-series
data, we naturally allow each subject to have a unique set of
parameters. When a law of change applies to the whole sample,
we can include random effects that follow a specific statistical
distribution to account for variability in model parameters
(Oravecz et al., 2011; Lu et al., 2015; Chow et al., 2016; Ou et al.,
2019).

Also, models that consider qualitative changes deal with
clusters between subjects, or regimes within a subject but
do not integrate the two. To capture qualitative between-
subject variability, researchers use finite mixture models
(McLachlan and Peel, 2004) to accommodate group differences
by introducing a latent categorical variable that governs the
emission of observed data. A finite mixture model assumes that a

subject’s data come from different latent groups with a particular
set of probabilities. In each group, the emission of observed data
follows different statistical distributions. In social and behavioral
sciences, finite mixture models have been applied to identify
latent groups with distinct means and covariance structures
(Collins and Lanza, 2010), and factor structures (Lubke and
Muthen, 2005; Hallquist and Wright, 2014). By incorporating
assumptions on the longitudinal structure of quantitative
changes, extensions of finite mixture models have been used to
cluster subjects based on different growth trajectories (Colder
et al., 2002; Muthen, 2004; Ram and Grimm, 2009), and
dynamic emotional patterns in close relationships (Liu et al.,
under review).

Hidden Markov models are another standard class of models
to analyze within-subject qualitative phase transitions. They
have been widely applied in social and behavioral sciences
to understand cognitive processes (Vermunt et al., 1999;
Böckenholt, 2005; Dutilh et al., 2010; Visser, 2011; Visser and
Speekenbrink, 2014; Andrade et al., 2017; Shu et al., 2017;
Deonovic et al., 2018; Wang et al., 2018; Arieli-Attali et al., 2019).
Hidden Markov models are extensions of the finite mixture
models as the observed variables follow a mixture distribution
depending on a latent categorical variable. The added feature
is that the latent categorical variable can transition from one
state to another in a first-order Markov chain, where the
current state only depends on the previous state. Similar to
finite mixture models, initial regimes and regime transitions are
interpreted based on probabilities and the effects of covariates
on these probabilities. As an extension of the hidden Markov
model that considers longitudinal quantitative changes, regime-
switching dynamic models permit modeling of manifest variables
with discrete- or continuous-time equations rather than single
emissions. Previous applications of the regime-switching models
include the application of a regime-switching autoregressive
model to facial Electromyography data to identify deactivated
and activated emotional states (Yang and Chow, 2010), and the
use of regime-switching differential equations to represent the
regime transitions between exploration and proximity seeking of
a child in mother-child interactions (Chow et al., 2018).

Despite the above developments, methods for simultaneously
capturing both within- and between-subject qualitative
variability (i.e., clusters and regimes) in time-series data
with quantitative changes are nascent in social and behavioral
sciences. In these fields, the quality of the data largely depends
on the intrinsic complexity in human processes, the quality of
measures (e.g., reliability and validity), and other economic,
ecological, ethical, and privacy issues in data collection. As
intensive longitudinal methods (Bolger and Laurenceau, 2013)
become prevalent, an increasing number of data occur naturally
at time points that are irregularly spaced within a subject and
vary in the total number across subjects. Hence, data issues
such as sample size (in terms of the number of subjects and
number of measurements), noise, and missing data present
challenges in applications of quantitative methods. In particular,
while many clustering techniques require an equal dimension of
data across subjects, data manipulation, including aggregation
and imputation, is almost inevitable. Researchers that are
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interested in applying the methods need to understand whether
the techniques are robust to the various data conditions they
encounter and how the accuracy of the techniques varies with
the data manipulation decisions that they have to make.

In this paper, we introduce and tailor an approach
for characterizing qualitative between- and within-subject
differences from quantitative changes to typical social and
behavioral applications.We aim to present an elegant example for
educational purposes and offer general guidance to researchers
who wish to use the approach in their work. The approach
is called the mixture of regressions with hidden logistic
processes (mixRHLP; Chamroukhi et al., 2010, 2013; Samé
et al., 2011), and was initially developed in engineering and
science. It involves a complex but general modeling framework
that integrates the finite mixture model for capturing group
differences, a logistic regression model for explaining phase
transitions, and a functional data analysis approach for non-
parametrically representing the quantitative dynamics within a
phase. We can estimate the mixRHLP model efficiently within
the frequentist’s framework. We are particularly interested in its
strengths and limitations in understanding dynamic processes in
social and behavioral sciences. Hence, we conduct Monte Carlo
simulations to evaluate the performance of the approach and
related model selection methods and test their robustness to
various data limitations. We examine the fitting of the model
to data with different sample sizes in terms of the number of
subjects and the number of time points, proportions of missing
values, and regression error variances. Then, we illustrate its
usage by analyzing real-time hand movement data collected
from an embodied learning platform designed to foster the
learning of mathematical proportion.We offer practical guidance
on data manipulation and model selection procedures based
on the simulation results. Finally, we discuss the limitations,
contributions, and future extensions of the current study.

2. MODELING FRAMEWORK

The mixRHLP model (Chamroukhi et al., 2010, 2013; Samé
et al., 2011) is designed to analyze multi-subject time-series
data. Suppose for each subject i, i = 1, 2, 3, · · · ,Np, there are
a total of Nt measurement occasions and Nt measurements of
an interesting process (e.g., sensory data of student behavior and
emotion), respectively denoted as Nt × 1 vectors of t = (tj)
and yi = (yi(tj)). j = 1, 2, 3, · · · ,Nt indexes Nt measurement
occasions, and (tj) is a set of continuous values that indicate
elapsed time since each subject’s onset and stay the same for all
subjects. Thus, t = (tj) represents a shared time frame for all
subjects, whereas yi = (yi(tj)) exhibit variability across subjects
and over time.We assume yi follow amixture distribution, whose
density p(·) is a weighted sum of component densities pk(·) as

p(yi|ti;2) =
K∑

k

P(Zi = k)pk(yi|ti,Zi = k), (1)

where Zi ∈ {1, 2, · · · ,K} denotes subject i’s latent cluster class,
with αik

1= P(Zi = k) being the probability of subject i belonging

to the latent cluster class k. 2k contains all parameters in the
component density pk(·), and 2 contains all parameters in the
density p(·).

At each time point tj, we further assume yi(tj) follows a
finite Gaussian mixture regression model, whose conditional
component density given cluster k and regime r = 1, 2, · · · ,R
is normally distributed with mean Xjβkr and a variance of σ 2

kr
,

denoted as N (Xjβkr , σ
2
kr
). That is, in each regime, the temporal

dynamics of yi(·) is captured by a linear regression model of
time. While the design matrix in the regression model may
take different forms, we assume that the regression model is a
polynomial regression model of order d, where the design matrix

Xj is
[
t0j t1j · · · tdj

]
and βkr is a (d + 1) × 1 vector of regression

coefficients
[
βkr0 βkr1 · · ·βkrd

]⊤
. If we further assume yi|ti,Zi =

k given subject i’s latent cluster class Zi = k are serially
independent, then the component density pk(·) can be written as

pk(yi|ti,Zi = k) =
Nt∏

j=1

R∑

r

P(Hij = r|tj,Zi = k)N (Xjβkr , σ
2
kr),

(2)

where Hij ∈ {1, 2, · · · ,R} denotes subject i’s latent regime at time
tj and takes categorical values of {1, 2, · · · ,R}.

The latent regimeHij at each time point tj is assumed to follow
a multinomial logistic regression model such that the probability
of subject i belonging to the latent regime r at time tj under the
condition that subject i belongs to the latent cluster class k is

P(Hij = r|tj,Zi = k) =
exp(ωkr0 + ωkr1tj)∑R
s=1 exp(ωks0 + ωks1tj)

(3)

with ωks0 = ωks1 = 0 in a reference class. The regression
coefficients ωkr = [ωkr0 ωkr1] control the regime switches, and
thus are regime-switching parameters. For instance, if R is the
reference class, ωkR0 = ωkR1 = 0. Then, ωkr0 + ωkr1tj is the log-
odds or relative probability of subject i belonging to regime r at
time tj compared to the reference regime R, given that the subject
is in cluster k. In the log-odds, ωkr0 is an intercept and ωkr1 is a
slope. If ωkr1 is positive, this relative probability increases over
time. Hence, if the probability of being in the reference regime
R stays the same across time, a positive ωkr1 indicates that the
likelihood of being in regime r goes up with time. In this way,
these parameters influence regime switches.

Assuming the observed data Y
1= [yi] across subjects

are independently identically distributed, we can write the log-
likelihood function of 2 given all observed data as

l(2) = log

Np∏

i

p(yi|ti;2) =
Np∑

i

log

K∑

k

αikpk(yi|ti,Zi = k).

(4)

Parameter estimation can be obtained via the Expectation-
Maximization algorithm (Dempster et al., 1977). To evaluate the
quality of the model, we use the following information criteria:
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Bayesian Information Criterion (BIC; Schwarz, 1978), sample-
adjusted BIC (saBIC; Sclove, 1987), the Akaike Information
Criterion (AIC; Akaike, 1973) and the corrected AIC (AICc;
Hurvich and Tsai, 1989) for model selection. Each criterion is
defined by the difference between the maximized log-likelihood
lM(2), and a penalty score based on the number of parameters
|2|, and weights goodness of fit against model simplicity: BIC =
log(Nt×Np)|2|−2lM(2), saBIC = log(

Nt×Np+2

24 )|2|−2lM(2),

AIC = 2|2| − 2lM(2), and AICc = AIC + 2|2|2+2|2|
Nt×Np−|2|−1 .

The model yielding the lowest criterion value is perceived as the
model that generalizes best (Myung and Pitt, 2018).

The estimation algorithm also computes the posterior regime
and cluster probabilities at each time point as by-products. We
can determine cluster and regime classifications by the highest
posterior probability in posterior class probabilities at each time
point.

3. SIMULATION

3.1. Simulation Design
As many naturally collected data contain a small sample size
and are collected at irregular intervals, we conducted Monte
Carlo simulations to evaluate the applicability of the mixRHLP
model under these limitations. In particular, we were interested
in (1) whether the information criteria could be useful in model
selection, (2) how accurate the estimation algorithm could be in
estimating parameters and making classifications, and (3) how
the answers to (1) and (2) would change under different data
conditions. We sought to examine the fitting of the model to data
with different sample sizes in terms of the number of participants
and the number of time points, proportions of missing values,
and regression error variances.

We generated data from a mixRHLP model with 2 clusters
(K = 2), 3 regimes (R = 3), and linear functions (d = 1). We
wanted the K, R, d values to be as small as possible so that the
model is simple enough but still exhibits minimal cluster-based
regime-switching properties with time-dependent structure in
each regime. We chose R = 3 instead of 2 to mirror the regime
characteristics observed in our empirical data. The measurement
occasions t were equally spaced time points within the interval
of [0, 1]. The true parameter values are listed in Table 1 and were
selected such that in different clusters and regimes the dynamics
varied but were hard to differentiate by eyes when plotted
altogether. We assumed equal regression error variance σ across
clusters and regimes, and that the datamay bemissing completely
at random. We varied four factors in simulating the data: (1) the
number of participants in the sample (Np = 20, 60, 100), (2) the
number of time points (Nt = 20, 160, 300), (3) the magnitude of
the regression error variance (σ = 0.10, 0.15, 0.20), and (4) the
proportion of missing data in each participant’s data (PMiss =
0, 0.1, 0.2). Figure 1 showed the simulated data in two clusters
under the conditions of Np = 20, Nt = 160, PMiss = 0.1, and
σ = 0.1.

We carried out M = 200 Monte Carlo runs for each
of the 81 (= 34) data conditions. Where data were missing
for a participant, we replaced the missing values using linear

TABLE 1 | True parameter values used in the Monte Carlo simulation study.

Regime 1 Regime 2 Regime 3

X 1 t 1 t 1 t

Cluster 1 α1 = 0.5

ω1· −2.00 3.00 1.00 −2.50 0 0

β1· 0 −1.50 0.60 −0.90 1.20 −0.30

σ1 0.10, 0.15, 0.20

Cluster 2 1− α1 = 0.5

ω2· -1.00 2.00 0.50 −2.00 0 0

β2· 0.60 0.30 1.20 0.90 1.80 1.50

σ2 0.10, 0.15, 0.20

interpolation with the na.approx() function from the zoo R
package (Zeileis and Grothendieck, 2005). To each set of full data
(after imputation), we fitted a total of 32 mixRHLP models with
combinations of different values of K = 1, 2, 3, 4, R = 1, 2, 3, 4,
and d = 1, 2 and heteroskedastic regression error variances
using the mixRHLP package (Chamroukhi et al., 2010, 2013;
Samé et al., 2011). When the algorithm finished successfully,
we computed the four information criteria: BIC, saBIC, AIC,
and AICc.

We used three sets of measures to compare the model
fitting results across simulation conditions: (1) information
criteria measures, (2) parameter estimate accuracy measures
and (3) classification accuracy measures. Information criteria
measures included a proportion measure and a rank measure.
The proportionmeasure is the proportion of runs where a certain
criterion of the true model (K = 2,R = 3, d = 1) indicated
itself as the best-fitting model (i.e., as the smallest among those
of the 32 fitted models). The rank measure is the average rank of
the criterion value among ordered values of the 32 models’ same
criterion arranged from the smallest to the largest. To measure
parameter estimate accuracy, we computed the root mean
squared errors of each parameter. To simplify the presentation of
the simulation results, we grouped the parameters into six sub-
groups, namely, α1, β0 = [βkr0], β1 = [βkr1], σ , ω0 = [ωkr0],
and ω1 = [ωkr1] and took the average RMSE of the parameters
within the same sub-group. Let θg,G and θ̂r,g,G respectively denote
the true and estimated value of a parameter, where r indicates
the r-th Monte Carlo run, and g indicates the g-th parameter
in a parameter group G of size |G|. The average RMSE was

computed as rmseG = 1
|G|

∑
g

√
1
M

∑
r(θ̂r,g,G − θg,G)2. The

classification accuracy measures are the proportion of correct
classifications of either the clusters or the regimes of available
data (before imputation).

3.2. Simulation Results
To reveal the typical characteristics of the Monte Carlo samples,
we decided to remove the outliers of the simulation measures
within each data condition. We used the OutlierDetection()
function in the R package OutlierDetection (Tiwari and
Kashikar, 2019) to identify outliers based on K-nearest neighbor
graphs (K = 5% of the Monte Carlo runs, Hautamaki et al., 2004).
The remaining Monte Carlo sample size ranged from 165 to 197,
with a median of 191. Most outliers were found when the sample
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FIGURE 1 | Simulated time series in two clusters when Np = 20, Nt = 160, PMiss = 0.1, and σ = 0.1.

size was the smallest (Np = 20, Nt = 20), regression error
variance high (σ = 0.2), and missing data imputation involved
(PMiss = 0.1).

Among the rest of the Monte Carlo samples after outlier
removal, BIC performed better than the other three information
criteria in selecting the right model as the best-fitting model, with
a success rate of 0.54, whereas the success rates of saBIC, AICc,
AIC were 0.38, 0.21, and 0.20, respectively. The median rank of
the true model’s BIC among 32 models was 1 (i.e., the smallest),
and the maximum rank was 10, both smaller than those of saBIC
(median 3, maximum 12), AIC (median 5, maximum 12) and
AICc (median 5, maximum 12). Although BIC could be useful
for model selection under certain conditions, the smallest BIC
did not always indicate the true model in simulations. When we
fitted the correct model, the accuracy of the parameter estimates
was high, characterized by RMSEs lower than 0.1, except for
the regime-switching parameters in ω0 and ω1 categories. Even
though some of the regime-switching parameters could not be
estimated correctly, the classification accuracy was overall very
high. Across all data conditions, the proportion of correct cluster
classifications was invariably 1, and the proportion of correct
regime classifications was 0.99, suggesting the robustness of the
approach in identifying clusters and regimes in time-series data
of our interest.

After examining the results from each simulation condition,
we identified how the four factors considered affected the model
selection and statistical inference. Figure 2 presents the effects
of the factors on the information criteria measures under typical
simulation conditions.When the data were at a sufficient number
of time points (e.g., Nt ≥ 160) and without missing data, the
smallest BIC could be used to select the correct model as the best-
fitting model regardless of Np and σ . As shown in Figure 2A,
the BIC and saBIC of the true model were almost always the
smallest among fitted models when Nt was higher than 160, and

there was no missing data. Also, the utility of information criteria
improved with an increase in Nt even though Np was small, with
higher success rates in selecting the correct model and lower
rank among fitted models. When Nt = 160 under the same
condition without missing data (e.g., in Figure 2B), although BIC
and saBIC performed almost equally well, the utility of AIC and
AICc improved as Np increased. However, when the imputation
of missing data happened, the larger the size of the missing data,
either as a result of a bigger sample size or a more substantial
missing proportion (e.g., partly illustrated in Figure 2C), the
smaller the utility of all information criteria was. Nevertheless,
when the regression error variance in the actual model was high,
the misfit of the mixRHLP model to imputed data could be
considered as regression errors, enabling the use of information
criteria in model selection, as shown in Figure 2D.

Besides, Figure 3 shows the effects of the four factors on
the classification accuracy measures under typical simulation
conditions. Generally, both the cluster and regime classifications
were accurate and not affected by sample size (Np or Nt) nor
proportion of missing data (PMiss), unless the sample size was
really small (i.e., Nt = Np = 20) and the regression error variance
was high, as shown in Figures 3A,D. However, the regime
classification accuracy depended on the characteristics of the
model. For example, the larger the regression error variance was,
the lower the accuracy of regime classifications (see Figure 3D).

Moreover, Figure 4 presents how different factors affected the
accuracy of the estimates of the regime-switching parameters.
As in Figures 4A,B, the larger the sample size was, as a result
of an increase in either Nt or Np, the more accurate the
parameter estimates. When there were no missing data, a sample
of size Np = 100 and Nt = 300 was sufficient for accurate
estimation of all model parameters, with the RMSEs below a
threshold of 0.1. The magnitude of regression error variance
did not affect the accuracy parameter estimates, as seen in
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FIGURE 2 | The utility of information criteria under different simulation conditions. (A) The effect of Nt on the information criteria measures when

Np = 20,PMiss = 0, σ = 0.1. (B) The effect of Np on the information criteria measures when Nt = 160,PMiss = 0, σ = 0.1. (C) The effect of PMiss on the information

criteria measures when Np = 20,Nt = 160, σ = 0.15. (D) The effect of σ on the information criteria measures when Np = 20,Nt = 160,PMiss = 0.1.

Figure 4D. However, as in Figure 4C, the presence of missing
data, although imputed, affected the parameter estimation
negatively. An increase in the proportion of the missing data
led to higher RMSEs of the regime-switching parameters. In
Figure 4C, we also present the RMSEs of the parameters
under the data condition that is close to the data in our
empirical example.

4. EMPIRICAL EXAMPLE

To illustrate our approach with real data, we built upon the
work of the Mathematics Imagery Training of Proportion (MIT-
P) and analyzed secondary data collected from a previous study
(Abrahamson et al., 2015; Duijzer et al., 2017) with informed
consent from the legal guardians of the participants and approval
of the ethical committee board of the faculty of Social Sciences
at Utrecht University. In the study, 45 fifth- and sixth- graders of
ages 9–11 participated in task-based semi-structured interviews
at schools in the Netherlands. In the interview, the participants
played with a touchscreen tablet and used their index fingers
to move two parallel vertical bars up and down (see Figure 5).

The bars changed colors between red and green based on their
heights. The closer the ratio between the height of right and left
bars was to a predefined value (1 : 2), the greener the bars were,
which was the mysterious rule the participants did not know
before the interview and needed to find out. In the beginning,
the participants were given instructions to move the bars and
find as many greens as possible. After they found the first green,
the participants were encouraged to find more. In the end, the
participants needed to move the bars from the bottom to the
top while keeping them green. During the process, participants
were probed to think aloud why the bars turned green and
what actions they were to take to solve the problem. The same
procedures applied under different task and screen conditions,
where the proportional value varied from 1

2 to 3
4 or grids with

and without numbers appeared on the screen. Screen recordings
of participants’ hand movements, together with tracking of their
eye movements and concurrent verbalization, were captured
during the whole interview. The data of 38 participants were
of sufficiently high quality to include them in the analysis. The
mean age of the participants was 11.3 years old (SD = 0.70), and
there were 17 females in the sample. For retaining time series data
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FIGURE 3 | The accuracy of classification under different simulation conditions. (A) The effect of Nt on the cluster and regime classification accuracy measures when

Np = 20,PMiss = 0, σ = 0.2. (B) The effect of Np on the cluster and regime classification accuracy measures when Nt = 160,PMiss = 0, σ = 0.2. (C) The effect of

PMiss on the cluster and regime classification accuracy measures when Np = 20,Nt = 160, σ = 0.2. (D) The effect of σ on the cluster and regime classification

accuracy measures when Np = 20,Nt = 160,PMiss = 0.

under the same task and screen condition from all participants,
we only focused on hand movement data collected in the task
with the proportion of 1 : 2 and on blank screen background
without grids.

The original real-time capture of hand movement data
happened as the participants moved their fingers on the tablet,
and hence the data contained missing values and were irregularly
spaced. To prepare the data for our analysis, we first removed
data with a partial recording of only one hand’s movement,
which took up <5% of the available data and was missing largely
because of off-task behavior and technical errors. The remaining
data for each participant varied in the number of measurement
occasions (6,132–32,543) and the total period they covered (3.28–
13.71 min, with a mean of 6.74). To construct a common time
frame for all participants, we re-scaled individuals’ measurement
occasions to a range of [0, 1] by subtracting the initial time point
and dividing the times by the total period of each individual.
We then aggregated data at the individual level in 200 equally
spaced intervals in [0, 1) using their mean to create a data set of
38 participants on the same 201 occasions equally spaced in [0, 1].

In cases where there was no recording in a certain time interval
for an individual, missing data would occur in the aggregation.
In the new data, the proportion of missing data ranged from 0
to 0.17, with a median of 0.05, across individuals. We replaced
the missing values with linear interpolation via the na.approx()
function in the R package zoo. We took the ratios between right
and left-hand positions as our variable of interest and winsorized
the data by substituting the extreme ratios that are above the 95
percentile of the ratios with the 95 percentile. Figure 6 shows
the aggregated time series of two individuals in points, and the
imputed and winsorized data in lines. We marked the imputed
data with squares.

We fitted the mixRHLP models to the time series data with
different values of K (1–4), R (1–4), and d (1–2). Among all
32 models, we chose the more parsimonious model with the
top three smallest BIC values, which consisted of two clusters,
three regimes, and linear regressions. The parameter estimates
from fitting the chosen model to the data are summarized in
Table 2. The probability of an individual being in Cluster 1 was
estimated to be 0.42, a little smaller than that of being in Cluster
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FIGURE 4 | The average root mean square error (RMSE) of parameter estimates under different simulation conditions. (A) The effect of Nt on the parameter estimate

accuracy measures when Np = 20,PMiss = 0, σ = 0.1. (B) The effect of Np on the parameter estimate accuracy measures when Nt = 300,PMiss = 0, σ = 0.1. (C)

The effect of PMiss on the parameter estimate accuracy measures when Np = 20,Nt = 160, σ = 0.1. (D) The effect of σ on the parameter estimate accuracy

measures when Np = 100,Nt = 300,PMiss = 0.

FIGURE 5 | The touchscreen tablet version of the Mathematical Imagery Trainer for Proportion (MIT-P). (A) Fingers maintain a 1:2 ratio to make the bars green. (B)

Fingers do not maintain such ratio and therefore the bars are red.
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FIGURE 6 | Time series data of two individuals identified in two clusters. The imputed data are marked as squares.

2. Although the regimes’ regression parameters differed across
clusters, the respective three regimes were comparable in the two
clusters. In particular, Regime 1 in both clusters had regression
intercepts near one with small error variances, indicating hands
were moving at the same height. Regime 2 in both clusters had
significant error variances with intercepts around one, indicating
hands moving with a noticeable variability. Regime 3 in both
clusters had intercepts about two with small error variances,
suggesting hands moving at the desired heights of 1:2 ratio to
keep the bars green.

After completing our statistical analysis, we also wanted a
qualitative interpretation of the results in light of the possible
solution strategies subjects were following during each regime.
Accordingly, Regime 1 corresponded to an initial phase of
the embodied interaction. During this regime, the hands were
at the same height; perhaps the student awaited to see what
happened next. Regime 2 corresponded to an intermediate phase
of the interaction. During this regime, it seems as though the
participant was actively exploring different hand ratios, perhaps
attempting to find how to make the bars green. From prior
qualitative observations, we know that this regime contains a
mixture of strategies in that changes in the hands’ ratio not
only happens when the two hands move independently but
also when they move at fixed distances. As our analysis missed
this distinction, this seems to be one of the limitations of our
current approach. Regime 3 corresponded to a later phase of
the interaction and was the desired outcome of the interview.
During this phase, the hands maintained a 1:2 ratio. However,
as the task asked students to find green in as many ways as
they could, from time to time, this particular ratio was lost,
and the student fell back into Regime 2. Note that to keep the
same ratio as the hands move up, the one hand has to move
twice as fast as the other hand, which proves to be a challenging

TABLE 2 | Parameter estimates from the empirical example.

Regime 1 Regime 2 Regime 3

X 1 t 1 t 1 t

cluster 1 α1 = 0.42

ω1· 1.899 −7.871 1.864 −2.597 0 0

β1· 1.014 −0.019 1.149 0.016 2.017 −0.061

σ 2
1 0.003 0.180 0.015

cluster 2 1− α1 = 0.58

ω2· 1.423 −14.651 0 0 −0.386 1.794

β2· 1.018 −0.039 0.896 0.594 2.027 −0.043

σ 2
2 0.009 0.213 0.009

bodily coordination exercise for participants even though they
have figured out the proportion rule. Further analysis of the
participants’ verbalization during the interview using natural
language processing techniques confirmed our interpretation of
the different regimes to some extent [see Ou et al. (2020) for
more details].

Additionally, Figure 7 illustrates the estimated expected
logistic curves of the probabilities of an individual being in a
regime during the interview. In Cluster 1, the probability of
being in Regime 1 was the highest at the start of the session but
close to the probability of being in Regime 2, which grew slowly
but soon became the highest until Regime 3 became the most
probable regime at around 70% into the interview session. In
Cluster 2, the probability of being in Regime 1 was the highest
until approximately 10% into the session, when the probability
of being in Regime 2 took the lead but was only slightly higher
than that of being in Regime 3; then, Regime 3 became the
most probable state at about 20% into the session, much sooner
compared to Cluster 1. Indeed, what the logistic curves tell us
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FIGURE 7 | The estimated logistic curves of different regimes in two clusters.

is that a student in Cluster 1 has about the same likelihood
to find the rule than not to find it, as indicated by the high
logistic curve of Regime 2 for most of the task segment. Instead,
students in Cluster 2 have a much higher probability of finding
the proportional rule, especially after the first half. It is apparent
that, in Cluster 2, the probability of being in Regime 1 goes down
a lot more quickly than that in Cluster 1, and almost disappears
after the first quarter. On the other hand, the probability of
Regime 2 goes down but still lingers on, albeit low, until the end
of the task segment.

To exemplify these results, Figure 6 shows different hand
movement dynamics of participants with IDs 75 and 83.
Participant 75, classified in Cluster 1, spent a substantial
proportion (> 50%) of the session exploring various ratios
(Regime 2) or merely moving her hands at the same speed
(Regime 1). Participant 83, classified in Cluster 2, spent only 10%
of the time moving hands at the same heights (Regime 1) and
quickly switched to a 1:2 ratio phase (Regime 3), interspersed
with chunks of short periods of Regime 2.

5. LIMITATIONS

The modeling framework and our empirical illustration have
some limitations. First, a shared time frame of measurement
occasions needs to apply to all subjects, which is often unrealistic
in data collection. As participants differed in their time spent
on the task, we were only able to construct a proportional time
relative to their respective elapsed time such that the time frame
is within [0, 1]. Besides, we had to involve data aggregation and
missing data imputation based on the shared time frame, which
could affect the accuracy of parameter estimates.

Second, the modeling framework and estimation algorithm
only apply to univariate time-series data at this moment. Our
example only took into account the hands’ ratio, so we were
not able to identify from the ratio data some of the strategies
discussed in prior studies, such as the fixed-distance strategy with
which participants kept their hands at the same speed. We could
utilize eye gaze data and other hand-movement variables such as
speed and distance between hands to study how hand and eye
movements coordinate in such activities.

Third, the logistic transition process in Equation (3) assumes
that the log odds of being in a regime relative to the reference
regime change monotonically with time. It ignores the local

context of a regime switch such as the current regime from
which a switch is happening. Further, it lacks some flexibility in
modeling bidirectional regime switches that are more common
in hidden Markov type models and may apply under different
circumstances.

Despite the limitations, the mixRHLP model is useful in
extracting qualitative clusters and regimes from quantitative
time-series data, and the illustrative example furthers our
knowledge of qualitative differences in how students approach
the mathematical concept of proportion physically.

6. DISCUSSION

Advancements in real-time data capture technology
revolutionized the type and amount of data we collect about
human dynamic processes. In this paper, we have introduced the
mixRHLP model for clustering multi-subject time-series data
with regime-switching properties. In a Monte Carlo simulation
study, we examined the accuracy of the approach in parameter
estimation and cluster and regime classification under various
data conditions. We tested the feasibility of using information
criteria for model selection. We showed how different factors
such as the number of time points, the number of participants,
the proportion of missing data, and the error variance in the
model could affect the performance and applicability of the
approach and had a deeper understanding of the strengths and
limitations of the approach.

To illustrate the use of this approach in real scenarios, we
applied it to studying students’ behavior in an action-based
learning environment for mathematical learning. We based our
data aggregation and model selection decisions on the Monte
Carlo simulation results. We discovered qualitative differences
in students’ hand movements on a tablet during the task and
across students, as they explored the concept of proportion using
physical actions. This type of analysis helped reveal between and
within-subject differences in dynamic processes not seen with
prior qualitative analyses (Duijzer et al., 2017). That is, although
qualitative analysis may help reveal phase transitions in strategy
use, efficiently comparing students’ experiences and performing
grouping exceeded human capacity. Using the approach, we can
not only extract strategies directly and efficiently from data but
also identify clusters of students with homogeneous dynamics
and potentially similar needs for intervention.
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In the future, we should extend the estimation algorithm to
fit multivariate time series data to account for systematic changes
in dynamic systems. For instance, Kuppens et al. (2007) found
that the extent to which individuals experience qualitatively
different feelings in the core affect space is a consistent measure
to their trait measures of self-esteem and depression. We
need cluster-based multivariate dynamic models potentially with
regime-switching features to help reveal systematic emotion
dynamics that may have implications for psychological well-
being and adjustment. Besides, we need to compare the
mixRHLP modeling approach to other model-based and data-
driven approaches for clustering regime-switching dynamics in
simulations and applications. Candidate approaches include
but not limited to the mixture of hidden Markov models
(Chamroukhi and Nguyen, 2019) and potential extensions of
existing data-driven methods that identify clusters or regimes
(e.g., Cabrieto et al., 2018). Moreover, it is worthwhile to examine
different imputation methods for missing data, for example,
the newly developed ones that depend on machine learning
approaches (Yoon et al., 2018).

Finally, themodel contributes to the tools to extract qualitative
cluster and regime patterns from quantitative time-series of
human dynamics. We anticipate its broader usage in analyzing
the increasingly prevalent multi-modal time-series data in
social and behavioral sciences beyond mathematics learning.
In applications, developers and practitioners may use the
qualitative findings from time-series data to inform intervention
and training programs. For instance, in collaborative learning
environments such as classrooms, we might be able to monitor
students’ real-time behavior with various sensors and utilize the

technique to generate learners’ qualitative profiles and tailor
personalized or group-based feedback to facilitate learning and
shift students from one cluster to another.
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The heterogeneity of cognitive profiles among psychiatric patients has been reported to
carry significant clinical information. However, how to best characterize such cognitive
heterogeneity is still a matter of debate. Despite being well suited for clinical data, cluster
analysis techniques, like the Two-Step and the Latent Class, received little to no attention
in the literature. The present study aimed to test the validity of the cluster solutions
obtained with Two-Step and Latent Class cluster analysis on the cognitive profile of
a cross-diagnostic sample of 387 psychiatric inpatients. Two-Step and Latent Class
cluster analysis produced similar and reliable solutions. The overall results reported that
it is possible to group all psychiatric inpatients into Low and High Cognitive Profiles, with
a higher degree of cognitive heterogeneity in schizophrenia and bipolar disorder patients
than in depressive disorders and personality disorder patients.

Keywords: two-step cluster analysis, latent class cluster analysis, cognitive functioning, psychiatric inpatients,
cluster analyses

INTRODUCTION

The traditional categorical nosology which mostly characterizes both research and clinical activity
in psychology and psychiatry has been largely criticized in favor of a dimensional approach, which
may better reflect the overlapping features of different disorders (Ivleva et al., 2012; Owoeye
et al., 2013; van Os and Reininghaus, 2016). Cognitive impairment reflects one of the aspects
shared by many psychiatric disorders, and it presents important overlaps with epidemiological,
symptomatologic, and biological measures, as well as other risk factors (Smith and Weissman, 1992;
Berrettini, 2000; Cosgrove and Suppes, 2013; Cross-Disorder Group of the Psychiatric Genomics
Consortium, 2013; Owoeye et al., 2013; Tamminga et al., 2014; Pearlson, 2015). The heterogeneity
of cognitive profiles found among psychiatric patients has been reported to carry significant
information about biomarkers, etiologies, and clinical factors (Mesholam-Gately et al., 2009; Bora,
2016), and about prognosis and treatment planning (Burdick et al., 2014; Lewandowski et al., 2014),
which might have important implications for their treatment and prognosis (Cochrane et al., 2012).
Interestingly, these findings are in line with the so-called genetic overlap among schizophrenia,
bipolar disorder, depression, and personality disorder diagnosis that has been documented so far
in different studies (Witt et al., 2017; Gandal et al., 2019). However, how to best characterize such
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cognitive heterogeneity across or within specific diagnostic
categories in an informative way is still a matter of debate, and
the use of well-suited statistical techniques to achieve stable and
robust conclusions on this issue appears critical.

Clustering techniques can serve this purpose by identifying
homogeneous subgroups presenting similar characteristics
within a large cross-diagnostic sample (Allen and Goldstein,
2013). Amongst the several approaches available, the Two-Step
cluster analysis (Chiu et al., 2001; Bacher et al., 2004) and the
Latent Class cluster analysis appear to be well suited for clinical
data, as they can handle ordinal as well as nominal variables,
which can be more informative for clinical practice (Kent et al.,
2014). Indeed, data obtained from classical neuropsychological
tests are not purely quantitative and are better represented
as nominal measures, i.e., classifying subjective performance
according to normative values that specify whether the score is
“above,” “within,” or “below” the normative range. Nevertheless,
the most commonly used clustering methods adopted by
previous studies investigating cognitive profiles of psychiatric
inpatients are either hierarchical (Goldstein and Shelly, 1987;
Hermens et al., 2011; Cotrena et al., 2017; Van Rheenen et al.,
2017; Crouse et al., 2018; Lewandowski et al., 2018) or k-means
(Lee et al., 2017). However, such methods present several
limitations, like applicability to continuous variables only,
assumption of normality of distribution, and an arbitrary choice
of the number of clusters (Bacher et al., 2004; Matthiesen, 2010;
Everitt, 2011; Mooi and Sarstedt, 2011).

From a detailed examination of the cluster solutions
proposed from previous literature (Supplementary Table S1) on
major psychiatric diagnoses, most studies reported either three
(Hermens et al., 2011; Lee et al., 2015; Cotrena et al., 2017;
Van Rheenen et al., 2017; Crouse et al., 2018) or four clusters
(Goldstein and Shelly, 1987; Lewandowski et al., 2014, 2018; Reser
et al., 2015), while only a few found two clusters (Lee et al., 2017).
In all these studies, executive functions seemed to be the most
important measures to explain the heterogeneity of psychiatric
patients’ cognitive profiles. Most studies focused on only one or
two diagnostic categories, like schizophrenia and bipolar disorder
(Goldstein and Shelly, 1987; Heinrichs and Zakzanis, 1998;
Dawes et al., 2011; Hermens et al., 2011; Allen and Goldstein,
2013; Burdick et al., 2014; Cotrena et al., 2017; Lee et al., 2017;
Roux et al., 2017; Van Rheenen et al., 2017; Crouse et al.,
2018; Kollmann et al., 2019), with a few exceptions (Hermens
et al., 2011; Lewandowski et al., 2014, 2018; Lee et al., 2015;
Reser et al., 2015), thus limiting potential information about the
differences and similarities between different diagnoses. Indeed,
despite personality disorder being characterized by cognitive
impairments similar to those presented by other psychiatric
dysfunctions, like memory, attention, language, and executive
functions (Dinn and Harris, 2000; Morgan and Lilienfeld, 2000;
Dell’Osso et al., 2010; Cochrane et al., 2012; Rosell et al., 2014;
Fineberg et al., 2015; Koch and Exner, 2015; McClure et al.,
2016), these patients have been inexplicably neglected in this
line of research.

Based on these considerations, the general goal of the present
study was to identify subgroups of psychiatric inpatients based on
cognitive nominal measures assessed in a large cross-diagnostic

cohort (N = 387) including Schizophrenia Spectrum and
Other Psychotic Disorders (SZ), personality disorders (PD),
bipolar and related disorders (BD), and depressive disorders
(DD). More specifically, we aimed to verify the best solution
among those previously reported in the literature (ranging
from two to four clusters; see Supplementary Table S1).
The presence of a single cluster for all the diagnoses would
suggest that all patients share a unique cognitive profile. The
presence of two or more clusters would suggest the presence
of different cognitive endophenotypes (e.g., preserved/impaired
performances in specific cognitive domains or within specific
diagnoses). To achieve a stable and robust solution, we
provided several methodological and statistical improvements
that allowed overcoming the limitations of previous similar
studies (Hermens et al., 2011; Reser et al., 2015; Van Rheenen
et al., 2017; Crouse et al., 2018). In particular: the stability
of the clustering solution (Kraus et al., 2011) was checked
by directly comparing two different techniques—Two-step and
Latent Class cluster analysis—on several indexes of fit [Akaike
information criterion (AIC), Bayes information criterion (BIC),
and entropy]; the external validity of the solution was tested by
comparing the obtained clustering solution on a different set
of cognitive tests; the internal validity of the clustering solution
was evaluated by running the same cluster analysis within each
diagnostic subsample.

MATERIALS AND METHODS

Participants
Three hundred and eighty-seven participants were recruited from
the Psychiatric Emergency Unit of the Health Clinical Service
Azienda USL della Romagna (Cesena, Italy). Following the DSM-
5 and ICD-10 criteria, patients with SZ, PD, BD, and DD were
included in the study. The Mini-International Neuropsychiatric
Interview (Sheehan et al., 1998) and the Structured Clinical
Interview (First Michael et al., 1996) were used to confirm the
psychiatric diagnosis. Exclusion criteria were insufficient Italian
language skills, presence of neurological disorders, and severe
visual or verbal impairments.

The participants were 189 males and 198 females with a
mean age of 45.7 years. All the four diagnoses included were
sufficiently represented numerically: 28% (n = 110) of the subjects
had a diagnosis of SZ, 35% (n = 134) had a diagnosis of BD,
24% (n = 93) had a diagnosis of DD, and 13% (n = 50) had
a diagnosis of PD. The demographic and clinical characteristics
of the whole sample are reported in Table 1. Differences in
cognitive performance among diagnoses are reported in the
Supplementary Information and Supplementary Figure S1.

All procedures complied with the ethical standards of
the relevant national and institutional committees on human
experimentation and with the Helsinki Declaration of 1975,
as revised in 2008. The study was approved by the Research
Ethical Committee of the AUSL Romagna (Regional Health
Clinical Service). Written informed consent was acquired
from each participant or, whenever necessary, from a parent
or legal guardian.
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TABLE 1 | Demographic and clinical characteristics of the whole sample.

Participants
n = 387

Age mean (S.D.; range) 45.7 (14.1; 17–80)

Gender n (%) M/F (% M) 189/198 (48.8)

Nationality n (%) Italian/others (% Italian) 292/95 (76.2)

Education n (%) Primary school 17 (4.3)

Secondary school 114 (29.4)

High school 116 (30.0)

Degree 23 (6.0)

Missing 117 (30.3)

Diagnosis n (%) Schizophrenia Spectrum
and Other Psychotic

Disorders

110 (28)

Bipolar and Related Disorders 134 (35)

Depressive Disorders 93 (24)

Personality Disorders 50 (13)

BPRSa mean (S.D.) 48.2 (10.3)

BPRSd mean (S.D.) 35.2 (7.5)

HoNOS mean (S.D.) 30.4 (6.5)

HoNOS, Health of the Nation Outcome Scales; BPRSa, Brief Psychiatric
Rating Scale administered at admission; BPRSd, Brief Psychiatric Rating Scale
administered at discharge.

Information about medication at the time of assessment was
obtained from the medication list. All the patients were taking
various combinations of mood stabilizers, antipsychotics, and
antidepressants.

Cognitive and Clinical Assessment
The inpatients, admitted during the acute phase of illness, were
recruited during the hospitalization. A team of psychologists
and psychiatrists performed cognitive and clinical assessments.
The complete assessment lasted approximately 3 h (see
Supplementary Information for a comprehensive description of
the tests used in the study).

The severity of symptomatology was measured at admission
and at discharge with the Brief Psychiatric Rating Scale Expanded
Version 4.0 (BPRS) (Ventura et al., 1993), while health and
social functioning were measured with the Health of the Nation
Outcome Scales—Roma (HoNOS) (Morosini et al., 2003).

Each patient completed two self-report questionnaires
concerning the quality of life and the level of disability
experienced during their daily life, respectively, the World Health
Organization Quality of Life—BREF (WhoQoL) (Skevington
et al., 2004) and the World Health Organization Disability
Assessment Schedule 2.0—36 items (WhoDAS) (Üstün, 2010).
The UKU Side Effect rating scale (Lingjaerde et al., 1987)
was administered to evaluate the severity of pharmacological
treatment side effects.

The Tower of London—Drexel University (ToL) (Culbertson
and Zillmer, 2001) was used to assess planning abilities and
problem-solving. The Modified Wisconsin Card Sorting Test
(MCST) (Caffarra et al., 2004) was used to analyze the tendency

toward perseveration and shifting. The Attentional Matrices
(AM) (Spinnler and Tognoni, 1987) test was applied to evaluate
selective visual attention. The Stroop Word Interference Test
(STROOP) (Caffarra et al., 2002) was used as an index of
selective attention, inhibitory control, and processing speed.
The Italian standardized version of Raven’s Colored Progressive
Matrices (CPM-47) (Pruneti et al., 1996) was used to evaluate
fluid intelligence.

A set of other cognitive measures was collected to explore
the external validity of the clusters. Global cognitive functioning
was assessed using the Mini Mental State Examination (MMSE)
(Folstein et al., 1975) and the Clock Drawing Test (CDT) (Watson
et al., 1993). Mental flexibility and verbal intelligence were
assessed using Test dei Giudizi verbali e dei Compiti Astratti
(Verbal abilities and abstract thinking test, GCA) (Spinnler and
Tognoni, 1987). The Digit Span (Orsini et al., 1987) was used
to assess short-term memory (SPAN Forward) and working
memory (SPAN Backward).

For each test included in the cognitive assessment, detailed
information about the purpose of the instrument, number of
items and subscales, response recording method, administration
time, scores, and psychometric properties is reported in the
Supplementary Information.

Statistical Analysis
The variables used in the present study were standardized
according to the normative scores available for each test (see
Supplementary Information) by applying the following formula:
z = (x - µ)/σ, where x is the subject’s raw score, µ represents
the average obtained in the normative population, and σ is the
normative population standard deviation. Then, following the
indication of common clinical practice and the general guidelines
for neuropsychological assessment (Mitrushina et al., 2005),
the standardized scores were transformed into three categories:
scores below the 10th percentile (corresponding to z score < -
1.3) indicated cognitive deficit; scores equal or above the 10th
and below the 90th percentile (corresponding to z score > = -
1.3 and < 1.3) indicated normal cognitive functioning; and
scores equal to or above the 90th percentile (corresponding to z
score > = 1.3) indicated superior cognitive ability.

The variables included in both cluster analyses were: ToL
(Total Number of Moves, Number of Correct Moves, Rule
Violations, and Time Violations subscales), MCST (number of
categories and Perseverative Errors subscales), CPM-47 total
score, AM total score, and STROOP (Time and Errors subscales).
The Two-Step cluster analysis is a hybrid approach which first uses
a distance measure to separate groups and then a probabilistic
approach (similar to latent class analysis) to choose the optimal
subgroup model (Gelbard et al., 2007; Kent et al., 2014). Such
a technique presents several advantages compared to more
traditional techniques, like determining the number of clusters
based on a statistical measure of fit (AIC or BIC) rather than on
an arbitrary choice, using categorical and continuous variables
simultaneously, analyzing atypical values (i.e., outliers), and
being able to handle large datasets (Chiu et al., 2001; Bacher et al.,
2004; Gelbard et al., 2007; Mooi and Sarstedt, 2011; Kent et al.,
2014). Comparative studies regarded Two-Step cluster analysis
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as one of the most reliable in terms of the number of subgroups
detected, classification probability of individuals to subgroups,
and reproducibility of findings on clinical and other types of
data (Bacher et al., 2004; Gelbard et al., 2007; Kent et al., 2014).
The Two-Step cluster analysis was implemented in IBM SPSS
Statistics (version 23.0) (Chiu et al., 2001; Bacher et al., 2004).
In the first step (pre-clustering), a sequential approach is used
to pre-cluster the cases based on the definition of dense regions
in the analyzed attribute-space. In the second step (clustering),
the pre-clusters are statistically merged in a stepwise way until all
clusters are in one cluster.

The Latent Class cluster analysis consists of finding latent
factors or class referred to a specific model that, from manifest
variables, determines the differences among groups of subjects
(Vermunt and Magidson, 2002, 2009; Allen and Goldstein, 2013;
Kent et al., 2014). This approach is a model-based clustering
technique in which, starting from the distribution of the data,
each case or observation is probabilistically clustered into a
latent class (McLachlan and Peel, 2000; Vermunt and Magidson,
2009). The model parameters are estimated as the proportion
of observations in each latent class, and they are determined by
the conditional probability of observing each response for each
manifest variable in a given class. The cases presenting similar
responses to the manifest variables are more likely included
within the same latent class. Importantly, this approach is suitable
for fitting ordinal manifest variables as well as nominal. The
Latent Class cluster analysis was implemented using the R
package “poLCA” (Haughton et al., 2009; Linzer and Lewis, 2011;
Flynt and Dean, 2016). This procedure aims to fit a model in
which any confounding between the manifest variables can be
explained by a single unobserved “latent” categorical variable.
Local independence is assumed to estimate a mixture model of
latent multi-way tables.

Following a parsimony criterion, the best clustering solution
was considered the one with the best balance between the
number of clusters considered and the corresponding fit. Based
on previous literature (see Supplementary Table S1), solutions
ranging from two to four clusters were considered. BIC, AIC,
and entropy were first calculated for each cluster solution and
then used to find the greatest change in distance between two
cluster solutions. BIC, AIC, and entropy change were calculated
as the difference between two cluster solutions starting from the
most parsimonious (one cluster) to the less parsimonious (four
clusters), thus obtaining three values (2vs1, 3vs2, and 4vs3). The
best cluster solution was considered the one with the strongest
change and the lower number of clusters. This allowed evaluating
the most parsimonious cluster solution presenting the best fit.
Such a procedure was performed automatically for the Two-
Step cluster analysis and implemented via a custom-made script
implemented in R for the Latent Class cluster analysis.

Aiming for a detailed description of the selected clustering
solution, the clusters were compared based on clinical and
psychosocial functioning using a general linear model on the
following continuous variables: severity of psychiatric symptoms
(HoNOS and BPRS), side effects of pharmacological treatment
(UKU), duration of hospitalization, number of hospitalizations,
and quality of life (WhoQoL and WhoDAS). A chi-squared

test was used to compare the frequency of diagnosis between
the two clusters.

The external validity of the clustering solutions was verified
by comparing the clusters (independent variable) on a different
set of cognitive tests (dependent variables), including global
cognitive functioning (MMSE and CDT), mental flexibility
and verbal intelligence (GCA), short-term memory (Digit
Span Forward), and working memory (Digit Span Backward).
General linear models were used for normally distributed
variables (MMSE and CDT). Mann–Whitney tests were used
for non-normally distributed variables (GCA and Digit Span
Forward and Backward).

The internal validity of the clustering solution was evaluated
by dividing the sample according to the diagnosis and running
both the Two-Step and Latent Class cluster analysis on each
subsample. Cohen’s Kappa statistic was calculated to test the
degree of agreement between the cluster assignment for each
subject when considered in the cross-diagnostic sample and
within the single diagnostic subsample.

RESULTS

The results that emerged from both the Two-Step and the
Latent Class cluster analysis reported a two-cluster classification
as the optimal solution for the data considered in the present
study. That is, following a parsimony criterion (see the Statistical
Analysis section), the two-cluster solution presented the greatest
BIC, AIC, and entropy change between the two closest clusters
at each stage (Figure 1 and Supplementary Table S2). Following
the principle of parsimony, the best cluster solution is the one
with the highest value of the difference between two indexes of n
cluster and n plus one cluster. This way to select the best cluster
solution allows evaluating the improvement of homogeneity
within each cluster and the heterogeneity between the clusters
from one cluster to n cluster by adding one cluster at each step.

FIGURE 1 | Indexes of fit changes obtained from Latent Class cluster analysis
and Two-Step cluster analysis for solutions ranging from one to four clusters.
The panels show the change in information criterion (left) or entropy (right)
between two close clusters’ solutions (e.g., 2vs1 shows two-cluster solution
minus one-cluster solution). LCA, Latent Class cluster analysis; TwoStep,
Two-Step cluster analysis; BIC, Bayesian information criterion; AIC, Akaike
information criterion.
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TABLE 2 | Description of the two clusters according to the number and percentage of cases scoring below, within, and above the normative scores for
each cognitive test.

Cluster 1 Cluster 2

Low Cognitive Profile High Cognitive Profile

Tests N (%) Below Within Above Below Within Above χ2

Two-Step MCST categories 58 (29) 69 (34) 76 (37) 17 (9) 26 (14) 141 (77) 60.56; p < 0.001

MCST errors 55 (27) 82 (40) 66 (33) 14 (8) 61 (33) 109 (59) 37.17; p < 0.001

CPM-47 58 (29) 91 (45) 54 (27) 12 (7) 60 (33) 112 (61) 56.06; p < 0.001

AM 81 (40) 64 (32) 58 (28) 28 (15) 64 (35) 92 (50) 32.62; p < 0.001

ToL Rule Violations 173 (85) 27 (13) 3 (1) 60 (33) 112 (61) 12 (7) 111.52; p < 0.001

ToL N of correct moves 52 (26) 147 (72) 4 (2) 10 (5) 124 (67) 50 (27) 68.82; p < 0.001

ToL Time Violations 167 (82) 35 (17) 1 (1) 43 (23) 133 (72) 8 (4) 135.22; p < 0.001

ToL total N of moves 150 (74) 52 (26) 1 (0) 13 (7) 138 (75) 33 (18) 183.7; p < 0.001

STROOP Time 112 (55) 55 (27) 36 (18) 39 (21) 75 (41) 70 (38) 48.46; p < 0.001

STROOP Errors 64 (32) 75 (37) 64 (32) 20 (11) 67 (36) 97 (53) 29.4; p < 0.001

Latent Class MCST categories 69 (38) 67 (36) 48 (26) 6 (3) 28 (14) 169 (83) 135.8; p < 0.001

MCST errors 60 (33) 82 (45) 42 (22) 9 (4) 61 (30) 133 (66) 87.38; p < 0.001

CPM-47 63 (34) 92 (50) 29 (16) 7 (3) 59 (29) 137 (68) 121.64; p < 0.001

AM 91 (49) 56 (31) 37 (20) 18 (9) 72 (35) 113 (56) 88.68; p < 0.001

ToL Rule Violations 157 (85) 25 (14) 2 (1) 76 (37) 114 (56) 13 (7) 92.50; p < 0.001

ToL N of correct moves 47 (26) 131 (71) 6 (4) 15 (7) 140 (69) 48 (24) 48.67; p < 0.001

ToL Time Violations 138 (75) 45 (24) 1 (1) 72 (35) 123 (61) 8 (4) 61.62; p < 0.001

ToL total N of moves 118 (64) 62 (34) 4 (2) 45 (22) 128 (63) 30 (15) 74.75; p < 0.001

STROOP Time 109 (59) 40 (22) 35 (19) 42 (21) 90 (44) 71 (35) 60.40; p < 0.001

STROOP Errors 66 (36) 58 (32) 60 (33) 18 (9) 84 (41) 101 (50) 41.80; p < 0.001

Performance class of score below (z score < −1.3) average (z score between −1.3 and +1.3) and above (z score > 1.3). MCST, Modified Wisconsin Card Sorting Test;
CPM-47, Raven’s Colored Progressive Matrix; AM, Attentional Matrices; ToL, Tower of London—Drexel University test; STROOP, Stroop Word Interference Test.

The frequency distribution of performances scoring below,
within, and above the normative sample for each cognitive
test was examined to define the composition of the two
clusters (Table 2). The results showed a significantly higher
presence of performances classified as “below” in one cluster
and “within” or “above” in the other cluster, for both the
Two-Step and the Latent Class clustering solutions (Table 2).
Consequently, one group was defined as the Low Cognitive
Profile cluster (including 48% of subjects for the Two-Step
clustering solution and 52% of subjects for the Latent Class
clustering solution), and the other group was defined as the
High Cognitive Profile cluster. The contribution of each cognitive
test to such a clustering solution is represented in Figure 2.
For the Latent Class cluster analysis, the major cognitive
differences between clusters concerned perseveration and shifting
abilities (MCST), fluid intelligence (CPM-47), and selective
visual attention (AM), while for the Two-Step cluster analysis,
the major cognitive differences between clusters concerned
planning abilities and problem-solving (ToL). Since the two
clusters reported differences in age (F2,304 = 0.63; p = 0.533;
partial η2 = 0.004) and education (F2,304 = 2.64; p = 0.073;
partial η2 = 0.017), these two variables were introduced as
covariates in all analyses. A general linear model was applied to
verify whether the clusters differed in clinical and psychosocial
functioning. Although with some discrepancies between the
Two-Step and the Latent Class clustering solutions, the Low
Cognitive Profile cluster generally reported higher severity of

symptoms (HoNOS and BPRS at admission and discharge),
higher side effects of pharmacological treatment (UKU), lower
improvement in BPRS symptom severity between admission
and discharge, and longer duration of hospitalization than
the High Cognitive Profile cluster (Table 3). No differences
were found on measures of quality of life (WhoQoL and
WhoDAS) and the number of hospitalizations (Table 3). The
diagnoses were differently represented in the two clusters.
Most of the schizophrenia and bipolar disorder patients were
similarly distributed between the High and Low Cognitive Profile
clusters, while most depressive disorder and personality disorder
patients were more represented in the High Cognitive Profile
cluster (Table 3).

The analysis for the external validity confirmed the presence
of poorer global functioning, short-term memory, working
memory, and mental flexibility and verbal intelligence in the
Low Cognitive Profile cluster as compared to the High Cognitive
Profile cluster. Such differences were present in both the
clustering solutions identified by means of Two-Step cluster
analysis (MMSE, F1,297 = 60.72, p < 0.001, partial η2 = 0.170;
CDT, F1,123 = 19.21, p < 0.001, partial η2 = 0.135; GCA,
U = 6,314.00, p < 0.001; SPAN Forward, U = 8,130.50, p = 0.018;
SPAN Backward, U = 7,181.50, p < 0.001) and Latent Class
cluster analysis (MMSE, F1,296 = 65.83, p < 0.001, partial
η2 = 0.18; CDT, F1,122 = 24.67, p < 0.0001, partial η2 = 0.17; GCA,
U = 6,314.00, p < 0.001; SPAN Forward, U = 8,000, p < 0.001;
SPAN Backward, U = 7,000, p < 0.001). The Low Cognitive

Frontiers in Psychology | www.frontiersin.org 5 June 2020 | Volume 11 | Article 1085370

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-01085 June 10, 2020 Time: 13:38 # 6

Benassi et al. Clustering Solutions for Psychiatric Cognitive Heterogeneity

FIGURE 2 | Contribution of the single cognitive tests to the clustering solution as reported from the Two-Step (top) and Latent Class cluster analysis (bottom). The
top panel shows the index of relative importance of each cognitive test as identified by the Two-Step cluster analysis. The panel on the bottom shows the conditional
item response probabilities for the two clusters identified by the Latent Class cluster analysis. Performance class of score below (z score < –1.3) average (z score
between –1.3 and +1.3) and above (z score > 1.3) the normative sample. MCST, Modified Wisconsin Card Sorting Test; CPM-47, Raven’s Colored Progressive
Matrix; AM, attentional matrices; ToL, tower of London—Drexel University test; STROOP, Stroop Word Interference Test.

Profile performed worse than the High Cognitive Profile in all
the tests: MMSE, Low Cognitive Profile = 26.16 (S.E. = 0.21)
vs High Cognitive Profile 28.36 (SE.19); CDT, Low Cognitive
Profile = 10.27 (S.E. = 0.39) vs High Cognitive Profile 12.70
(SE.39); GCA, Low Cognitive Profile mean rank = 114.47 vs

High Cognitive Profile mean rank = 189.12; SPAN-Forward,
Low Cognitive Profile mean rank = 128.04 vs High Cognitive
mean rank = 160.50; SPAN Forward mean rank = 120.74
vs high cognitive mean rank = 166.39. These results showed
that in all the tests, the Low Cognitive Profile obtained with
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TABLE 3 | Clinical characteristics and distribution of diagnoses in the two clusters.

Cluster 1 Cluster 2

Low cognitive profile High cognitive profile Statistic

Two-Step Test mean (s.e.) HoNOS 31.87 (0.51) 29.28 (0.56) F1,321 = 11.86 p = 0.001

BPRSa 49.67 (0.74) 46.55 (0.78) F1,321 = 8.26 p = 0.004

BPRSd 36.44 (0.57) 34.31 (0.63) F1,321 = 6.23 p = 0.013

BPRSa-d 12.32 (0.52) 12.78 (0.57) F1,313 = 8.81 p = 0.003

UKU 3.30 (0.19) 3.01 (0.19) F1,175 = 1.2 p = 0.276

WhoQoL 81.68 (1.44) 78.5 (1.54) F1,338 = 2.22 p = 0.137

WhoDAS 80.72 (2.27) 83.45 (2.68) F1,261 = 0.60 p = 0.438

Hosp. Duration 13.98 12.27 F1,385 = 3.99 p = 0.05

Number 1.68 1.82 F1,385 = 0.83 p = 0.36

Diagnosis N (%) BD 77 (57) 57 (43) χ2
3 = 16.58 p = 0.001

DD 41 (44) 52 (56)

PD 18 (36) 32 (64)

SZ 67 (61) 43 (39)

Latent Class Test mean (s.e.) HoNOS 32.72 (0.52) 28.81 (0.042) F1,321 = 28.56 p < 0.001

BPRSa 50.20 (0.74) 46.45 (0.79) F1,321 = 11.53 p = 0.001

BPRSd 37.13 (0.06) 33.91 (0.49) F1,321 = 14.75 p < 0.001

BPRSa-d 13.50 (0.53) 11.80 (0.56) F1,321 = 1.81 p = 0.17

UKU 3.51 (0.14) 2.88 (0.12) F1,175 = 5.74 p = 0.018

WhoQoL 80.85 (1.34) 79.64 (1.44) F1,338 = 0.33 p = 0.568

WhoDAS 79.64 (0.10) 84.03 (2) F1,261 = 1.61 p = 0.21

Hosp. Duration 14.4 12 F1,385 = 7.56 p = 0.006

Number 1.8 1.7 F1,385 = 0.48 p = 0.49

Diagnosis N (%) BD 73 (54) 61 (46) χ2
3 = 30 p < 0.001

DD 26 (28) 67 (72)

PD 19 (38) 31 (62)

SZ 66 (60) 44 (40)

Hosp., hospitalization; BPRSa-d, Brief Psychiatric Rating Scale difference between BPRSa and BPRSd; UKU, UKU side effect rating scale; WhoQoL, world health
organization quality of life—BREF scale; Who DAS, world health organization disability assessment schedule; SZ, schizophrenia spectrum and other psychotic disorders;
BD, bipolar and related disorders; DD, depressive disorders; PD, personality disorders.

Two-Step cluster analysis performed worse than the High
Cognitive Profile.

The internal validity of the clustering solution was verified
by applying the same cluster procedures on each of the four
diagnostic groups separately. The results reported the two-
cluster classification as the optimal solution within each diagnosis
(Supplementary Figure S2 and Supplementary Table S2), thus
confirming the result obtained on the cross-diagnostic sample
as stable and consistent. Cohen’s Kappa statistics showed a
significant agreement between the results of the whole cross-
diagnostic sample and those emerging from the single diagnostic
subsamples for both the Two-Step (Kappa = 0.66; p < 0.001)
and the Latent Class (Kappa = 0.72; p < 0.001) cluster analysis.
Patients were re-classified according to the cross-diagnostic
solution in 83% of cases for the Two-Step clustering solution
and in the 87% of cases for the Latent Class clustering solution.
Overall, the two clusters obtained within each diagnosis were
confirmed as being characterized by a lower and a higher
cognitive profile (Supplementary Tables S3, S4). However,
important differences were observed between the diagnoses.
Indeed, for both clustering techniques, while schizophrenia and
bipolar disorder patients showed a clear-cut separation and a
fairly even distribution of subjects between the two clusters,

depressive disorder and personality disorder patients were more
represented in the High Cognitive Profile cluster (Figure 3; see
also Table 3), thus showing lower cognitive heterogeneity.

To support of the validation of the two cluster solutions
obtained with categorical variables, we applied the Two-
Step cluster analysis to quantitative data (i.e., standardized
scores). Results showed that the two cluster solutions remained
the best option according to AIC and BIC changes (see
Supplementary Table S5).

DISCUSSION

The main findings here reported responded to our general
aim to find reliable and robust cognitive clusters of psychiatric
inpatients by comparing Two-Step and Latent Class cluster
analysis. To our knowledge, despite the wide use of different
cluster analyses in former literature, no study compared different
clustering approaches that can handle nominal data on a cross-
diagnostic sample of psychiatric inpatients. The two cluster
analyses converged on finding the presence of two separate
clusters (Low and High) as the most efficient and robust
description of the whole sample’s cognitive profile. Importantly,
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FIGURE 3 | Cluster assignment according to the Two-Step clustering solution as a function of the predicted probability of cluster membership of the Latent Class
clustering solution, on the cross-diagnostic sample and within each diagnosis. The left panel represents the clustering solutions obtained on the cross-diagnostic
sample. The panel on the right represents the clustering solutions obtained within each diagnosis. SZ, Schizophrenia Spectrum and Other Psychotic Disorders; BD,
Bipolar and Related Disorders; DD, Depressive Disorders; PD, Personality Disorders.

clustering was not dependent on pharmacological treatment
side effects, as the two clusters reported comparable levels of
iatrogenic effects. Measures of internal and external validity also
confirmed the two-cluster classification as the best solution.

The analysis performed within each diagnostic sample
showed that while schizophrenia and bipolar disorder were
similarly represented in the two clusters, depressive disorder
and personality disorder patients were overrepresented in
the High Cognitive Profile cluster (Figure 3 and Table 3),
thus indicating a higher cognitive heterogeneity in the first
two diagnostic categories than in the last two. Crucially,
given the known link with biomarkers, etiologies, and
clinical factors reported in the literature about cognitive
heterogeneity (Burdick et al., 2014; Lewandowski et al.,
2014), such differentiation can be informative for clinical
practice in terms of both prognosis and treatment planning
(Cochrane et al., 2012; Burdick et al., 2014; Lewandowski
et al., 2014). Indeed, the two clusters resulted as different in
terms of severity and improvement of the symptomatology,
side effects of pharmacological treatment, and duration
of hospitalization.

The number of clusters here obtained is dissimilar to most
of the previous studies using cross-diagnostic samples. A direct
comparison between different cluster analytic studies is always
problematic, as the clustering solutions are highly sensitive to
the input data and the algorithm chosen (Marquand et al., 2016).
For example, due to the marked variability of neuropsychological
measures used by the previous studies above mentioned, any
consideration would be limited by the absence of cluster
analytic studies based on the same input data but extended
to different cohorts. Nevertheless, we will try to examine the
main differences and similarities with previous studies, in the
attempt to obtain a more general overview of the currently

available evidence (Supplementary Table S1). A recent study
from Lee et al. (2017) in schizophrenia and bipolar disorder
patients reported two clusters (for a complete overview, see
Supplementary Table S1). Conversely, most studies reported
either three (Hermens et al., 2011; Lee et al., 2015; Cotrena
et al., 2017; Van Rheenen et al., 2017; Crouse et al., 2018) or
four clusters (Goldstein and Shelly, 1987; Lewandowski et al.,
2014, 2018; Reser et al., 2015). The main reason for obtaining
more than two clusters could be attributed to the inclusion of
healthy subjects within the cluster analysis and the presence
of verbal reasoning tests, which we excluded in favor of a
deeper evaluation of executive functions, as classically reported
as the most important measures to explain the heterogeneity of
cognitive profiles (Goldstein and Shelly, 1987; Hermens et al.,
2011; Lewandowski et al., 2014, 2018; Lee et al., 2015, 2017;
Reser et al., 2015; Cotrena et al., 2017; Van Rheenen et al.,
2017; Crouse et al., 2018). Relatedly, some authors indicated that
intermediary clusters could reflect a degree of normal variability
across measures of cognitive functioning (Binder et al., 2009)
that may underpin different brain abnormalities as far as nature
and severity are concerned (Demjaha et al., 2012; Woodward,
2016). However, whether the clusters characterized by selective
cognitive impairment represent distinct profiles or only reflect
artificial divisions along a continuum of severity is a matter of
debate (Wykes and Reeder, 2005). Indeed, the results reported
may, at least in part, be confounded by the statistical and
methodological limitations of these studies. Indeed, in contrast
with previous literature, the robustness of the selected cluster
solution was here tested by comparing two clustering techniques,
namely Two-Step and Latent Class cluster analysis, that can
both handle nominal data and continuous data and are based
on optimal BIC and AIC indexes of fit (Chiu et al., 2001;
Haughton et al., 2009). These two critical points are the main
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strengths of the two approaches. Moreover, some specific features
of each technique should be mentioned. While the Two-Step
cluster analysis is based on a fixed model procedure, in the
Latent Class, a probability-based classification is computed for
each subject according to the specific model selected by the
researcher. Therefore, in the Latent Class cluster analysis, it is
possible to obtain the subjective probability membership to each
cluster (Figure 3). These aspects already have been discussed
in previous literature (Chiu et al., 2001), but no previous study
attempted to use them as a validation method for determining the
stability of the selected cluster solution. Furthermore, given the
known limitations of the cluster analysis, internal and external
validation of a clustering solution, as reported in the present
study, is always crucial (Marquand et al., 2016). A review by
Marquand et al. (2016) has well explained that applying a
cluster analysis necessarily entails some heuristics, concerning
the choice of algorithm, distance function, and model order,
which influence the clustering solution and complicate potential
quantitative comparisons between different studies and cohorts.
Unfortunately, only a few cross-diagnostic studies provided a
validation of the clustering solution obtained (Hermens et al.,
2011; Lee et al., 2015; Reser et al., 2015; Van Rheenen et al., 2017;
Crouse et al., 2018). The two clusters identified in the present
study can be considered as robust since both the external and
internal validity of the clustering solution were verified. That
is, the Low and High Cognitive Profiles were distinguishable
also when compared based on a set of cognitive measures
not considered during the cluster analysis and when applying
the same cluster procedure on each of the four diagnostic
groups separately.

Some limitations of the present study should also
be mentioned. Personality Disorder patients are slightly
underrepresented in the whole sample. This limitation
may have biased the results; therefore, additional studies
are needed to better understand if it is possible to find
specific cognitive profiles in Personality Disorder patients.
Although we attempted to analyze the contribution of
pharmacological treatment in the clustering solution, we
could only evaluate the iatrogenic effect. Further studies
are required to investigate the effect of pharmacological
treatment in grouping the cognitive performance of
psychiatric patients.

CONCLUSION

Despite the large variety of solutions proposed by previous
literature, the application and comparison of Two-Step and
Latent Class cluster analysis on four possible clustering
solutions (one to four clusters) allowed confirmation of
the robustness of two clusters as the best representation
of the cognitive heterogeneity characterizing large cross-
diagnostic psychiatric inpatients. The presence of similar
solutions obtained with two separate procedures suggests a

combined use for future applications to maximize the criteria
selection efficiency. These results have also important clinical
implications. By clarifying that two subgroups of patients
with low or high cognitive abilities can be identified in all
the diagnostic groups, we envision the possibility to find
specific phenotypes connected to executive functions. These
two groups, irrespectively from the diagnosis, present different
symptom severity and prognosis (better outcome and lower
duration of hospitalization for those patients who are not
cognitively impaired as compared to the ones with cognitive
deficits). This result informs clinical practice about the fact
that specific cognitive training could be proposed to psychiatric
patients with low cognitive profile, and suggests that a specific
cognitive evaluation could enhance the clinical effectiveness for
personalized intervention.
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Background: Separation anxiety disorder (SAD) is one of the most common mental
disorders among children and adolescents, and it may seriously affect their growth,
daily life, and learning. Self-report scales have been used for diagnosis, which require
lengthy testing and personnel.

Methods: A total of 1,241 adolescents were recruited from 16 junior- and senior-
high schools in China. The initial item bank was selected from classical SAD scales
according to the DSM-5. First, the optimal model was selected using item response
theory (IRT) according to data fit. Then, per the IRT analysis, items that did not
meet the psychometric requirements were deleted (e.g., discriminating values < 0.2).
Consequently, a computerized adaptive test (CAT) for SAD was formed (CAT-SAD).

Results: An average of 17 items per participant was required to achieve and maintain
a 0.3 standard error of measurement in the SAD severity estimate. The estimated
correlation of the CAT-SAD with the total 68-item test score was 0.955. CAT-SAD scores
were strongly related to the probability of a SAD diagnosis with the Separation Anxiety
Assessment Scale—Child and Adolescent Version. Therefore, SAD could be accurately
predicted by the CAT-SAD.

Conclusions: Exploratory factor analyses revealed that SAD was unidimensional. The
CAT-SAD, which has good reliability and validity and high sensitivity and specificity,
provides an efficient test for adolescents with SAD as compared to standard paper-
and-pencil tests. It can be used to diagnose varying degrees of SAD quickly and reliably
and ease the burden on adolescents. Potential applications for inexpensive, efficient,
and accurate screening of SAD are discussed.

Keywords: separation anxiety disorder, adolescent, computerized adaptive testing, item response theory, DSM-5

INTRODUCTION

Separation anxiety disorder (SAD) is one of the most common mental disorders among children
and adolescents—and its frequently reported symptoms are separation-related distress, avoidance
of being alone/without an adult, and distress when sleeping away from caregivers/home (Allen
et al., 2010)—as well as among some parents and patients undergoing psychotherapy. Currently,
SAD begins (on average) at age 8 years, and it may persist into mid-childhood or adolescence
(Last et al., 1992; Costello et al., 2003). SAD brings difficulties for both children and caregivers
including undue worry, sleep problems, stress in social and academic environments, and a variety
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of physical symptoms that lower quality of life (Brand et al.,
2011). Symptoms typically persist for more than 4 weeks,
significantly interfering with children’s daily learning, which
hinders their growth and development such as in interpersonal
communication and learning efficiency (Eisen and Schaefer,
2007; Chessa et al., 2012).

Recently, some studies (e.g., Kossowsky et al., 2012) tracked
the anxiety disorders of children and adolescents and showed that
SAD was persistent and patients deteriorated steadily. Moreover,
Lipsitz et al. (1994) suggested that early separation anxiety
may constitute a non-specific vulnerability to a wide range of
anxiety disorders in adulthood, including panic disorder. Some
separation anxiety is a normal part of development in children
aged 1–3 years. The lifetime prevalence is between 4 and 7.6%
(Kessler et al., 2005; Shear et al., 2006; Merikangas et al., 2010;
Milrod et al., 2014), and Manicavasaga et al. (1997) suggest
that it may be possible to identify adults whose SAD mirrors
the constellation of symptoms observed in childhood, even
though some of the specific features are modified by maturation.
Therefore, the early detection and intervention treatment of
separation anxiety among children and adolescents are vital.

The definition of SAD has undergone significant changes
in the Diagnostic and Statistical Manual of Mental Disorders,
Fifth Edition (DSM-5)—the most consequential being the
lifting of the age restriction (i.e., 18 years old) to assign a
diagnosis. Why do clinicians traditionally redefine applicable
ages? Because the construct of SAD has long been central to
developmental theories that exert a strong influence in guiding
clinical practice. In psychoanalytic and attachment theories,
SAD is regarded as representative of neurophysiological,
psychological, and behavioral responses designed to protect
children from danger by ensuring close relationships with
adult caregivers, typically mothers (Battaglia et al., 2009).
Within the development framework of attachment theory,
heightened expressions of SAD are regarded as indicating
disturbances in children’s working models or internal
representations of attachment figures, which are shaped
by past and ongoing bonding experiences with primary
caretakers (Bowlby, 1960).

According to the DSM-5 definition, separation anxiety refers
to individuals’ separation anxiety concerning their family and
the related developmental problems. Significant symptoms
such as physical symptoms (vomiting, stomachaches, etc.),
emotional symptoms (anxiety and fear), and social functioning
problems (declined learning efficiency) present themselves when
adolescents are separated from their caregivers. A description of
SAD symptoms in the DSM-5 is shown in Table 1. If individuals
meet any three symptoms of SAD, and they persist for at least
4 weeks, they are considered to have SAD. SAD comprises a
repertoire of neurophysiological, intrapsychic, and behavioral
responses. Therefore, experts hold different ideas about the
dimensions of SAD; for example, one study suggested that
separation anxiety was a multidimensional trait and that it should
be divided into six dimensions (Hahn et al., 2003). However, In-
Albon et al. (2013) suggested that a two-factor structure provided
an adequate fit for the Separation Anxiety Avoidance Inventory—
Child Version (SAAI-C). While an exploratory factor analysis

(EFA) of the structure of children’s separation anxiety revealed a
two-factor structure, a confirmatory factor analysis showed that
the correlation between the two factors was 0.62 in a school-
aged sample [standard error (SE) = 0.05, p = 0.01; In-Albon
et al., 2013]. In other words, these dimensions measure different
domains of SAD, and there is a significant correlation between
them; i.e., they measure different domains of the same trait.

This study considers the arguments in favor of and against
this definition change in the hope of stimulating debate and
research aimed at achieving a consensus. We aimed to show
that separation anxiety is unidimensional and provide a new
perspective to the cross-cultural study of SAD measurements by
using a Chinese sample. In fact, the scales that measure separation
anxiety in previous studies have been developed according to
Classical Test Theory. The purpose of the norm-referenced test is
to distinguish the degree of separation of anxiety by maximizing
the total score of the scale. At this point, how much more
appropriate is the difficulty of each item on the test, and is
the difficulty distribution of the item wider or narrower? A
computer adaptive test (CAT) based on item response theory
(IRT) may solve this problem. Furthermore, this study developed
an assessment instrument of SAD based on CAT (SAD-CAT) in
hopes of providing an effective instrument to measure SAD. CAT
is more than just effective, due to cost and time effectiveness,
less need for personnel to administer the test, and accurate and
efficient diagnosis.

Computer adaptive test is an effective and fast measurement
to evaluate participants’ individual latent traits (θ). CAT starts
with randomly selecting one item from the test database and then
selects the next item with lower or higher difficulty/threshold
according to the previous responses. The process will continue
when the uncertainty of the estimation capability does not
reach the set value, or it will stop when the number of
items reaches the predefined threshold. The paradigm shift
is to manage items of different lengths to provide limited
information to participants, depending on their specific level
of the latent trait. Concurrently, CAT allows researchers to
adaptively select a small set of items from a multi-item test based
on participants’ prior latent trait estimation. Although only a
small number of items are administered during this process, the
information is comparable to several items. Therefore, compared
with traditional tests of fixed length and topic, CAT has many
remarkable advantages: (a) the length and test items differ among
individuals; (b) it can effectively solve problems including long
testing times and ineffective information for participants; and (c)
it can present scores immediately after the test and has several
practical implications, including the American Graduate School
Humanities Test, the American Graduate School Admission
Test, the American Nurses’ License Test, the American Military
Occupational Direction Test, and so on.

Adolescents usually complete self-reports with the help
of computer technology; therefore, a computerized adaptive
application is advantageous for use with teenagers. In medical
diagnoses, mental disorders usually rely on patients’ self-reports
(or report to the diagnostician) to assess disorder presence and
severity. Therefore, it is important to help patients complete
self-reports effectively and accurately.
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TABLE 1 | The diagnostic criteria of separation anxiety disorder (SAD) in DSM-5
and the initial item bank structure.

Number of
items

(1) Developmentally inappropriate and excessive fear or anxiety
concerning separation from those to whom the individuals is
attached, as evidenced by at least three of the following:

(a) Recurrent excessive distress when anticipating or experiencing
separation from home or from major attachment figures.

11

(b) Persistent and excessive worry about losing major attachment
figures or about possible harm to them, such as illness, injury,
disasters, or death.

12

(c) Persistent and excessive worry about experiencing an untoward
event (e.g., getting lost, being kidnapped, having an accident,
becoming ill) that causes separation from a major attachment figure.

10

(d) Persistent reluctance or refusal to go out, away from home, to
school, to work, or elsewhere because of fear of separation.

11

(e) Persistent and excessive fear of or reluctance about being alone
or without major attachment figures at home or in other settings.

14

(f) Persistent reluctance or refusal to sleep away from home or to go
to sleep without being near a major attachment figure.

12

(g) Repeated nightmares involving the theme of separation. 12

(h) Repeated complaints of physical symptoms (e.g., headaches,
stomachaches, nausea, vomiting) when separation from major
attachment figures occurs or is anticipated.

11

(2) The fear, anxiety, or avoidance is persistent, lasting at least
4 weeks in children and adolescents and typically 6 months or more
in adults.

(3) The disturbance causes clinically significant distress or
impairment in social, academic, occupational, or other important
areas of functioning.

(4) The disturbance is not better explained by another mental
disorder, such as refusing to leave home because of excessive
resistance to change in autism spectrum disorder; delusions or
hallucinations concerning separation in psychotic disorders; refusal
to go outside without a trusted companion in agoraphobia; worries
about ill health or other harm befalling significant others in
generalized anxiety disorder; or concerns about having an illness in
illness anxiety disorder.

Further, CAT and IRT have been widely used in education
measurements and competency assessment; however, their use in
the field of personality and mental health needs to be expanded.
To the best of our knowledge, using CAT and IRT to effectively
assess SAD has not yet been formally discussed in the literature.
We wanted to use CAT to achieve the goal of developing
shorter and more effective tools to measure SAD and analyze
the characteristics of teenagers. Specifically, we aimed to develop
a new tool, an alternative to traditional paper-and-pencil (P&P)
testing, that measures SAD with CAT and to examine its accuracy,
reliability, and effectiveness.

METHOD

Sample
A total of 1,241 Chinese adolescents were recruited from
16 junior- and senior-high schools across nine cities in
China. All adolescents and their guardians provided informed
consent to participate, and their privacy was protected. Any

participant with language issues was assisted, and participants
completed the tests anonymously. The survey consisted of
basic demographic questions, SAD measurement items, and
exclusion criteria (see Table 1). To screen out individuals who
randomly responded, four lie-detection items were embedded
in the survey. For example, for an original item of the child
version of the Revised Child Anxiety and Depression Scale
(RCADS-C) such as “I am afraid of being alone at home,”
its corresponding lie-detection item was “I am not afraid of
being alone at home.” Participants who responded to any
one of the four paired items using the same answer were
eliminated from analyses.

Next, 1,161 respondents completed the P&P tests. Of those,
56 (5.60%) participants were eliminated owing to lie-detection
items, and 15 (1.4%) participants were excluded owing to meeting
any of the pre-established exclusion criteria: (1) adolescents had
inappropriate fear or anxiety that persisted for at least 4 weeks;
(2) clinically significant distress or impaired social, learning,
work, or other important functions caused this inappropriate
fear or anxiety; and (3) the inappropriate fear or anxiety was
better explained by other mental disorders, like infantile autism,
psychotic disorder, agoraphobia disorder, or generalized anxiety
disorder. In addition, there were 76 (5.6%) partial completers—
most of the missing values concerned gender, age, and region.
The MissMech R package (Jamshidian et al., 2014) was employed
to test the assumption that data were missing completely at
random (Rubin, 1976).

After eliminating missing values using the listwise deletion
method, the final sample comprised 1,014 (effective response
rate = 81.71%) participants. Participants’ ages ranged from 12
to 18 years (mean age = 15.42 ± 1.57 years). All participants
were of Chinese ethnicity, and 55.82% (n = 566) were male.
Moreover, 21.40% (n = 217) of the sample were from urban areas.
Participants’ demographics are shown in Table 2.

Measures
Initially, we reviewed the contents of six questionnaires that
are commonly used to measure SAD to develop an item
bank: the SAAI-C, the Multidimensional Anxiety Scale for
Children, the Separation Anxiety Assessment Scale—Child and
Adolescent Version (SAAS-C), the Separation Anxiety Symptom
Inventory (SASI), the Screen for Child Anxiety Related Disorders
(SCARED), and the Spence Children’s Anxiety Scale—Child and
Adolescent Version (SCAS-C).

TABLE 2 | Demographic characteristics (N = 1,014).

Variables Category Frequency Percent (%)

Gender Male 556 54.84

Female 458 45.16

Age Under 16 years 610 60.16

16 and above 405 39.94

Region Rural 797 78.56

Urban 217 21.4
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Separation Anxiety Avoidance Inventory—Child
Version
The SAAI-C (Schneider and In-Albon, 2005) is a 12-item self-
report scale that is rated on a five-point scale ranging from 0
(never) to 4 (always). According to In-Albon et al. (2013), the
internal consistency coefficients ranged from 0.81 to 0.84, and the
test–retest reliability was 0.80 (p < 0.01) in a school-aged sample.
Among a sample of 49 participants with SAD, the SAAI-C total
score correlated significantly with the separation anxiety subscale
of the SCAS (r = 0.49). In this study, Cronbach’s α was 0.86.

Separation Anxiety Assessment Scale—Child and
Adolescent Version
The SAAS-C (Hahn et al., 2003), which is suitable for children
aged 6–18 years, is a 34-item self-report scale. All items have
a four-point rating scale ranging from 1 (never) to 4 (all the
time). The SAAS-C has six subscales including fear of being
alone (five items), fear of abandonment (five items), fear of
physical illness (five items), being worried about calamitous
events (five items), frequency of calamitous events (five items),
and a safety signals index (nine items). The SAAS-C possesses
good internal consistency: αs = 0.91 and 0.85 in Hahn et al.
(2003), and in this study.

Separation Anxiety Symptom Inventory
The SASI (Silove et al., 1993) is a 22-item self-report scale, and all
items are rated on a four-point scale: always, often, occasionally,
and never. In Silove et al. (1993), the SASI construct validity
with symptoms of SAD was 0.79 (p < 0.00l). In this study, the
Cronbach’s α was 0.81.

Screen for Child Anxiety Related Disorders
The SCARED (Birmaher et al., 1999) is a 37-item self-report scale
that measures anxiety disorders among children and adolescents
aged 9–18 years. Each item is rated on a three-point scale ranging
from 0 (not true) to 2 (certainly true). In Birmaher et al. (1999),
the Cronbach’s α for the SCARED total score was 0.89, and its
subscale αs ranged from 0.43 to 0.77. In this study, the SAD
subscale Cronbach’s α was 0.73.

Spence Children’s Anxiety Scale—Child and
Adolescent Version
The SCAS-C (Spence, 1998) is a 44-item self-report scale that was
designed to assess children’s anxiety symptoms. Items are rated
on a four-point scale ranging from never to always. There are
six subscales reflecting six symptoms: social phobia (six items),
panic disorder and agoraphobia (nine items), generalized anxiety
disorder (six items), obsessive–compulsive disorder (six items),
SAD (six items), and fear of physical injury (five items). The
total score was summed to reflect overall anxiety symptoms. The
SCAS possessed good internal consistency (total scale > 0.90;
subscales = 0.60–0.90; Spence et al., 2003; Essau et al., 2011; Zhao
et al., 2012). In this study, Cronbach’s α was 0.75.

RCADS
The RCADS (Chorpita et al., 2000) is a 47-item child self-report
scale to assess anxiety and depression disorder symptoms. It is

rated on a four-point scale (0 = never to 3 = always). In addition
to a depression scale (10 items), the RCADS has five anxiety
scales: separation anxiety (7 items), generalized anxiety (6 items),
panic disorder (9 items), social phobia (9 items), and obsessive–
compulsive (6 items). Cronbach’s α for the total RCADS-C total
was 0.92, and Cronbach’s α for its subscales are as follows: 0.81
for separation anxiety, 0.82 for generalized anxiety, 0.89 for social
phobia, 0.76 for panic disorder, 0.68 for obsessive–compulsive,
0.71 for depression, and 0.91 for total anxiety (Chorpita et al.,
2000). In this study, Cronbach’s α was 0.86.

Procedure
First, according to the symptom criterion of SAD as defined
in the DSM-5, experts from Wuhan Mental Health Center
judged which symptoms were measured by each item of the
SAD scales, and items fitting at least one symptom criterion
were considered for selection. Moreover, to ensure there were
enough items measuring each symptom of SAD, according to
content balance guidelines, experts selected items from these
scales to form the initial item bank of the CAT-SAD. Second,
participants completed the initial item bank via P&P testing, and
their response data were used for later IRT analyses, construction
of the final item bank, and CAT simulation research.

Item Bank
We intended to keep the original scoring of all items to
verify the effectiveness of each scale in a cross-culture setting.
Ninety-three items of the above six measures met the criteria
and comprised our initial CAT-SAD item bank. As shown in
Table 1, each symptom was measured by at least 10 items, which
indicated that there were sufficient items to cover all symptoms
of SAD as defined in the DSM-5. Moreover, a series of analyses
under the framework of IRT were performed to choose the
acceptable items from the initial item bank, which embraced
the unidimensionality test, item fit test, and differential item
function detection.

Unidimensionality
Unidimensionality of the 93-item P&P version of the SAD from
the above six measures was first demonstrated using an EFA.
The ratio of the first eigenvalue to the second eigenvalue was
greater than 3 in EFA indicating unidimensionality (Lord, 1980;
Hattie, 1984), and the percentage of variance explained by the first
factors exceeded 20% (Reckase, 1979). According to Nunnally
(1978), who observed that factor loadings smaller than 0.30
should not be taken seriously and that ones smaller than 0.30
could easily be over-interpreted, we first eliminated items whose
factor loadings on the first factor were below 0.30 to confirm
acceptable unidimensionality of the dataset; then, the EFA was
conducted again to test unidimensionality.

IRT Model Selection
We considered IRT models with polytomous items including the
graded response model (GRM; Samejima, 1969), the nominal
response model (NRM; Bock, 1972), and the generalized partial
credit model (GPCM; Muraki, 1992). Akaike’s information
criterion (AIC; Akaike, 1974) and the Bayesian information
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criterion (BIC; Schwarz, 1978) of the three models were employed
to compare model fit. The smaller the value of the AIC or BIC, the
better the model fit; thus, the IRT model with the smallest AIC
and BIC value was chosen for the IRT analysis in this study.

Item Calibration
Item fit
Evaluating model fit generally requires an evaluation of both
test and item fit. Test fit was evaluated for whether the selected
model was consistent with the actual data at the test level; item
fit was evaluated as whether the model was consistent with the
actual data at the item level, which can be used to screen items
in the test. Item fit was evaluated as an absolute fit test, and this
kind of method calculates some statistics between the model to
be selected and the actual data. The S-X2 index (Orlando and
Thissen, 2000, 2003) tested item-level fit. Items with a p-value of
S-X2 less than 0.05 were considered to have poor item fit and were
deleted. The R package MIRT (version 1.29; Chalmers, 2012) was
utilized to evaluate item fit.

Discrimination parameter
According to the IRT, the item discrimination parameter defined
the degree to which an item distinguishes between individuals
with similar scores. An item with a high discrimination
parameter t is high quality and could more accurately estimate
the potential characteristics of the participants in the test. In
addition, item discrimination had an important impact on item
information, which was used to decide which item was selected in
the CAT environment; therefore, items with low discrimination
(i.e., less than 0.8) were excluded from the initial item bank (Tan
et al., 2018).

Differential item functioning
Measurement bias is an important indicator of the validity of a
questionnaire survey, and qualified items had no measurement
bias for different groups (region, gender, age, health condition).
This study used a differential item functioning (DIF) analysis
to evaluate the systematic error caused by group bias (Zumbo,
1999). We used ordinal logit regression analysis (Crane et al.,
2006) under the optimal model through R package Lordif
(version 0.3-3; Choi, 2015) based on test-level model fitting
checks. Items with changes in McFadden’s pseudo R2 < 0.2 were
deemed as DIF (Flens et al., 2017) and were deleted from the
initial item bank. DIF was independently evaluated by region
(rural, urban), gender (male, female), age (<16 years,≥16 years),
and health condition (SAD, normal) groups.

CAT-SAD Simulation Study
We performed a simulation study with the 1,014 adolescents
to investigate the properties of the developed item bank.
We examined four properties: reliability, validity, sensitivity,
and specificity.

We simulated a CAT in the item bank from the real responses
obtained from adolescents’ P&P data. At the beginning of the
CAT, we did not know prior information about the adolescents
(Kreitzberg and Jones, 1980). The first item that the CAT
simulation started on was randomly selected from the item
bank (Magis and Barrada, 2017). Then, base item parameters

and adolescents’ item responses estimated their SAD latent trait
(θ) and measurement precision. Here, the expected a posteriori
method (Bock and Mislevy, 1982) was used to update adolescents’
SAD latent trait (θ) based on their real P&P responses. The
maximum Fisher information criterion (Baker, 1992) selection
strategy was adopted to select the next question for adolescents
in the simulation of CAT-SAD, and three different stopping
rules were set: 0.3, 0.4, and 0.5, respectively. When measurement
accuracy or the pre-set test length (i.e., 20 items) was reached, the
program would terminate (Magis and Raiche, 2012).

CAT-SAD Properties
To evaluate CAT-SAD properties, three statistic criteria were
investigated to evaluate test estimation accuracy: the number of
items used, SE, and marginal reliability (Smits et al., 2011). The
number of items used was the number of items each adolescent
answered when completing the test. The SE for trait level can be
defined as the reciprocal of the square root of the value of the test
information function at that trait level (Magis and Raiche, 2012);
the formula is defined as follows:

SE(θ) =
1

√
I(θi)

, in which I(θi) is the test information at θi

The corresponding reliability rxx(θi) of each individual can
be derived via the following formula (Samajima, 1994) when the
mean and standard deviation (SD) of the score are fixed to 0 and
1, respectively:

rxx(θi) = 1−
1

I(θi)

Validity
Criterion-related validity refers to the degree to which the
measure is consistent with its measurement objectives. Taking
the total SAAS-C score as the criterion, the correlation between
separation anxiety level (θ), as estimated by the CAT-SAD,
and the criterion data calculated was regarded as the criterion-
related validity of the CAT-SAD. The high correlation indicated
that the CAT-SAD had good criterion-related validity. We also
investigated the content validity of the CAT-SAD by analyzing
whether the items in the final item bank adequately measured all
symptoms of SAD as defined in the DSM-5.

Sensitivity and Specificity
In medical diagnosis, sensitivity and specificity are usually used
as an important reference index for the accuracy of delimitation
scores. Sensitivity refers to the probability of a patient being
diagnosed with a disease, and specificity refers to the probability
that ordinary people will be diagnosed without the disease
(Smits et al., 2011). Here, sensitivity and specificity were used to
investigate the predictive utility of the CAT-SAD. In addition, the
Youden index (YI = sensitivity+ specificity – 1) was also used to
assess the effect of the diagnosis by CAT-SAD, which reflected the
difference between the rate of true positives and false positives.
The larger the value of YI, the better the diagnostic capacity
(Schisterman et al., 2005).

To calculate sensitivity and specificity, participants were
classified as SAD samples and non-SAD samples by the SAAS-C.
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Specifically, 40 participants with total SAAS-C scores ≥ 75 were
classified as the SAD sample, while the other 974 participants
with SAAS-C scores < 75 were classified as the non-SAD sample
(Eisen and Schaefer, 2007).

RESULTS

Item Bank
Unidimensionality
Results of unidimensionality showed that the factor loadings on
the first factor were less than 0.3. After excluding the 15 items,
the EFA was conducted to analyze unidimensionality with the
remaining items. The results indicated that the ratio between
the first eigenvalue of 25.08 and the second eigenvalue of 5.59
was 4.49, and the first factor accounted for 25.08% (more than
20%). The above results indicated that the remaining 78 items
met unidimensionality.

IRT Model Selection
The IRT model with the smallest value of AIC and BIC was
finally chosen and applied (see Table 3). The AIC and BIC values
in the GRM were the smallest compared with the GPCM and
NRM, which showed that the GRM fit the data better than the
others. Accordingly, the GRM was selected as the IRT analysis
for the CAT-SAD.

Item Fit and DIF
Results of the S-X2 suggested that two items (ps < 0.05) were
deleted from the item bank. Regarding DIF, there were no items
in the regional, sex, age, and health condition groups (all items’
McFadden’s pseudo R2 were less than 0.2). In addition, the
discrimination values of 15 items were less than 0.8; thus, they
were deleted from the item bank (Tan et al., 2018).

The remaining 68 items in the item bank met
unidimensionality, fit the GRM well, possessed high
discrimination, and had no DIF. Table 4 shows the estimated item
parameter values of GRM in the item bank. The discrimination
parameters showed considerable variation and similar patterns
for all scales, ranging from 0.83 (Item 2, “I feared that one of
my parents might come to harm when I was away from home”)
to 2.14 (Item 51, “I am afraid to be alone in the house”). The
threshold parameters showed considerable variation for all
scales; for example, all four Likert items ranged from −1.12
(Item 2, “I imagined that monsters or animals might attack me
when I was alone at night”) to 6.82 (Item 13, “I am afraid my

TABLE 3 | Fitting models.

Model AIC BIC

GRM 140,506 142,026.8

GPCM 141,084.2 142,605

NRM 140,832.7 143,106.5

GRM, graded response model; GPCM, generalized partial credit model; NRM,
nominal response model; AIC, Akaike’s information criterion; BIC, Bayesian
information criterion.

TABLE 4 | Location and discrimination parameter values and the descriptive
statistics of the responses of each item for the item bank.

Item
number

Item parameters Descriptive statistics

of the responses

a b1 b2 b3 b4 Mean SD Skewness Kurtosis

1 0.98 −0.32 2.04 3.04 0.79 0.87 1.06 0.58

2 0.83 −0.3 1.68 2.67 0.35 0.75 2.37 5.05

3 0.9 −0.82 1.01 2.12 1.11 1.06 0.57 −0.89

4 1.02 −0.16 1.79 2.54 0.8 0.95 1.09 0.25

5 1.23 0.42 1.64 2.33 0.66 0.96 1.34 0.64

6 0.88 −1.12 0.73 1.8 1.27 1.1 0.37 −1.17

7 0.92 1.75 3.52 4.38 0.31 0.61 2.32 5.9

8 1.36 0.93 2.48 3.61 0.36 0.65 1.96 3.74

9 1.27 0.83 2.48 3.59 0.4 0.69 1.84 3.21

10 1.08 0.6 2.58 3.5 0.49 0.75 1.65 2.45

11 1.17 −0.41 1.47 2.76 0.86 0.88 0.83 −0.03

12 1.05 −0.42 1.59 2.92 0.86 0.89 0.86 −0.01

13 1.85 0.34 1.46 2.1 0.61 0.88 1.42 1.15

14 1.4 −0.33 1.2 1.95 0.92 0.98 0.87 −0.26

15 0.88 0.18 2.13 3.18 0.71 0.92 1.21 0.55

16 1.32 −0.51 1.31 2.36 0.91 0.9 0.81 −0.05

17 1.04 0.93 2.75 3.96 0.41 0.71 1.85 3.14

18 1.61 0.51 1.53 2.15 0.58 0.91 1.52 1.26

19 1.64 −0.31 1.38 2.34 0.82 0.84 0.92 0.32

20 1.52 −0.4 1.42 2.53 0.82 0.83 0.87 0.3

21 1.02 0.6 2.55 3.6 0.51 0.77 1.59 2.11

22 1.61 −0.12 1.16 1.93 0.84 0.97 0.95 −0.13

23 1.56 0.67 2.13 2.99 0.42 0.71 1.79 3.03

24 1.82 0.14 1.75 2.62 0.59 0.75 1.26 1.37

25 1.63 0.25 1.8 2.86 0.56 0.75 1.31 1.34

26 1.5 −0.55 1.3 2.35 0.9 0.86 0.8 0.11

27 1.18 1.29 2.76 3.95 0.3 0.63 2.31 5.26

28 1.29 0.97 2.29 3.09 0.39 0.74 2.05 3.75

29 1.64 0.15 1.59 2.29 0.65 0.86 1.3 1.01

30 1.45 0.17 1.82 2.65 0.62 0.81 1.33 1.27

31 1.48 0.89 2.45 3.12 0.35 0.66 2.15 4.85

32 1.55 1 2.42 3.21 0.32 0.63 2.24 5.21

33 1.5 1.55 2.75 3.49 0.2 0.54 3.13 10.55

34 1.53 1.08 2.59 3.58 0.29 0.58 2.27 5.56

35 1.52 1.27 2.81 3.81 0.24 0.53 2.51 6.97

36 1.75 1.29 2.57 3.39 0.22 0.54 2.76 8.35

37 1.38 0.24 1.84 2.66 0.62 0.84 1.35 1.21

38 1.31 1.66 3.1 3.84 0.2 0.53 3.17 11.07

39 1.1 −0.01 3.01 0.56 0.6 0.56 −0.61

40 1.46 0.73 3.02 0.34 0.53 1.22 0.48

41 1.48 0.28 2.15 0.51 0.64 0.89 −0.28

42 1.7 −0.2 1.43 0.72 0.72 0.48 −0.95

43 1.1 −1 1.74 0.88 0.67 0.14 −0.77

44 1.53 0.14 1.84 0.58 0.68 0.76 −0.58

45 0.87 −0.49 2.32 0.74 0.7 0.4 −0.9

46 1.07 1.14 3.43 0.31 0.54 1.56 1.5

47 1.01 0.79 3.38 0.39 0.58 1.19 0.41

48 1 1.28 3.5 0.3 0.55 1.64 1.74

49 0.95 1.3 3.38 0.32 0.58 1.64 1.65

(Continued)
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TABLE 4 | Continued

Item
number

Item parameters Descriptive statistics

of the responses

a b1 b2 b3 b4 Mean SD Skewness Kurtosis

50 1.39 0.51 2.45 0.43 0.61 1.09 0.15
51 1.95 0.49 2 0.43 0.61 1.14 0.23
52 1.92 0.36 2.04 0.46 0.61 0.98 −0.07
53 1.27 0.41 3.01 0.44 0.57 0.86 −0.26
54 1.24 0.93 3.19 0.32 0.54 1.42 1.07
55 1.58 0.55 1.95 0.45 0.66 1.17 0.15
56 1.62 0.29 2.03 0.5 0.64 0.91 −0.26
57 1.82 0.05 1.65 0.6 0.68 0.7 −0.65
58 1.37 −0.6 1.8 0.78 0.66 0.26 −0.75
59 1.7 −0.11 1.52 0.68 0.71 0.55 −0.86
60 1.26 −0.6 0.71 2.12 3.02 1.13 1.09 0.79 −0.01
61 1.32 −0.67 0.36 1.32 2.24 1.38 1.29 0.58 −0.77
62 1.11 −0.11 1.06 2.27 3.34 0.96 1.13 1.03 0.2
63 0.89 0.03 1.6 3.22 4.32 0.83 1.03 1.24 0.98
64 1.07 0.18 1.3 2.38 3.04 0.87 1.17 1.3 0.78
65 0.97 −0.45 0.58 1.41 2.25 1.38 1.44 0.64 −0.98
66 1.55 0.14 0.92 1.74 2.29 0.92 1.22 1.19 0.35
67 1.38 −0.31 0.7 1.74 2.59 1.12 1.2 0.85 −0.23
68 1.38 −0.27 0.66 1.65 2.47 1.12 1.22 0.86 −0.29

a is the discrimination parameter; the bs are location parameters. Mean is the
mean of all the participants’ response in each item, SD is the standard deviation
of all the participants’ response in each items, skewness is the skewness of all
the participants’ response in each item, and kurtosis is the kurtosis of all the
participants’ response in each item.

family might abandon me”). Therefore, the final item bank of the
CAT-SAD included 68 items after 25 items were excluded for the
abovementioned psychometric reasons.

CAT-SAD Simulation Study
Properties of the CAT-SAD
A description of the termination rules and the results are
provided in Table 5. A CAT algorithm was run with no
termination rules (“none” in Table 5) to generate scores based
on administration of the full item bank for comparison. Table 5
reveals that the stop rule with the SE was less than 0.3 [i.e., SE
(θ) < 0.3], an average of 17.04 items per participant was required
with a marginal reliability of 0.89, and the correlation between
the 17-item average CAT severity score and the total 68-item
score was 0.953. In this study, seeking for a reliable and shorter
measure, we specified that when the SE < 0.3, the CAT simulation
terminated the latent trait estimate of an adolescent, and the
marginal reliability was 0.89 (Green et al., 1984). Table 5 also
indicated that, as the SE increased (i.e., less precise), the average
amount of items decreased. For example, when SE increased from
0.3 to 0.4, the number of items, on average, decreased from 17.04
to 10.89, and the marginal reliability also decreased.

The descriptive statistics of the responses to each item in the
final item bank are presented in Table 4. The mean score for four
Likert items ranged from 0.22 to 1.27 (SD ranged from 0.53 to
1.10), the mean score for three Likert items ranged from 0.30 to
0.88 (SD ranged from 0.32 to 1.88), and the mean score for five
Likert items ranged from 0.83 to 1.38 (SD ranged from 1.03 to

TABLE 5 | Characteristics of the computerized adaptive test (CAT) under
several stopping rules.

Stopping rule Number of
items used

Mean SE (θ) Marginal
reliability

Correlationb

Mean SD

None 68 0 0.19 0.96a 1.000

SE (θ) < 0.3 17.04 2.43 0.31 0.89 0.953

SE (θ) < 0.4 10.89 3.96 0.40 0.84 0.924

SE (θ) < 0.5 7.456 3.61 0.48 0.77 0.892

None = all of the item bank was used. aCoefficient alpha for the full test was 0.960.
bCorrelation between CATθ and complete test θ.

1.44). The skewness values were all greater than 0 (range 0.14 to
3.17; SD = 0.077), and the kurtosis values ranged from −1.17 to
11.07 (SD = 0.153); for example, Item 38 had the highest skewness
(3.17) and kurtosis (11.07).

Figure 1 displays the reliability and test information of the
final CAT-SAD item bank for the final estimate under stopping
rule SE (θ) < 0.3. Furthermore, the precision of test information
function was expounded, which measured adolescents’ latent
traits whose location given was estimated as well. Figure 1 shows
that the CAT-SAD provided ideal test information quantity on
the latent trait ranging from−2 to 4.

Validity
The Pearson correlations between the full-scale SAAS-C score
and the estimated score under different stopping rules (SE < 0.3,
SE < 0.4, and SE < 0.5) for the CAT-SAD were 0.705, 0.685,
and 0.650, respectively. These high or moderate significant
correlations indicated that the CAT-SAD had acceptable
criterion-related validity with the SAAS-C. In addition, the final
item bank with 68 items covered all symptoms of SAD, as
defined in the DSM-5, and each symptom was assessed by at
least seven items. Therefore, the CAT-SAD also had acceptable
content validity.

Sensitivity and Specificity
To make the scores more intuitive, the CAT-SAD scores,
which used an average of 17 adaptively administered items
[SE (θ) < 0.3], were strongly related to total SAAS-C scores
(r = 0.706, p < 0.001). This relationship is shown in Figure 2.
Figure 2 also displays the CAT-SAD score percentile ranking for
adolescents who were classified as having SAD by the SAAS-C.
For example, an adolescent with a CAT-SAD score of 1.78 had a
0.50 probability of meeting the SAD criteria—specifically, at the
upper 94th percentile of the CAT-SAD distribution. In contrast,
if an adolescent had a CAT-SAD score of −0.32, the probability
of meeting criteria for SAD was Close to 0, and would be at the
50th percentile for the sample of adolescent.

The results of the sensitivity and specificity for CAT-SAD
under different stopping rules are displayed in Table 5. The
CAT-SAD area under the curve (AUC) value, based on the
SAAS-C scale, was 0.958 under the “none” stopping rule
(sensitivity = 0.900, specificity = 0.925, YI = 0.825), 0.925
under the stopping rule SE (θ) < 0.3 (sensitivity = 0.850,
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FIGURE 1 | Test information and standard error (SE) curve of the CAT-SAD.

FIGURE 2 | Percentile rank among patients with separation anxiety disorder
and probability of separation anxiety disorder diagnosis for the range of scores
on the computerized adaptive testing–separation anxiety disorder.

specificity = 0.900, YI = 0.749), 0.921 under the stopping
rule SE (θ) < 0.4 (sensitivity = 0.850, specificity = 0.865,
YI = 0.714), and 0.912 under the stopping rule SE (θ) < 0.5
(sensitivity = 0.900, specificity = 0.815, YI = 0.715). Overall, the
sensitivity and specificity under different stopping rules were
acceptable. Taking CAT-SAD under the stopping rule of SE
(θ) < 0.3 as an example, the SAAS-C scale was regarded as the
classification criteria of SAD in which sensitivity was 0.850 and
specificity was 0.900.

DISCUSSION

In this study, the steps to establish an item bank in a Chinese
sample were unidimensionality, IRT model selection, item fit,
DIF, and discrimination; the development of the CAT-SAD
used a GRM to conduct simulation research. To obtain high-
quality CAT-SAD development, the item bank consisted of six
subscales to measure SAD, which comprehensively covered all
criteria for adolescents with SAD per the DSM-5. Then, the
most appropriate model could be selected from four common

IRT models based on real data when strict unidimensionality
was met. Results revealed that the final item bank included 68
items, the ratio between the first eigenvalue and the second
eigenvalue displayed strict unidimensionality, and each symptom
(which had eight criteria of separation anxiety per the DSM-5)
was assessed by at least seven items. Further, the S-X2 of the
68 items fit the GRM well, and the IRT discrimination of the
item bank exhibited that the final item bank of the CAT-SAD
was high quality.

Although the item bank contains eight symptoms of SAD,
which all measure the same latent factor (i.e., SAD), the
EFA demonstrated that the item bank formed six scales,
and thus, SAD was unidimensional. Consistently, the first
and second eigenvalues and first factor variance that was
accounted for conformed to the standards of unidimensionality
(Reckase, 1979).

The length of measurement can vary during the CAT
process; therefore, the number of items and items answered by
each participant differed. Further investigations presented that
(1) the CAT-SAD had an acceptable marginal reliability, (2)
the CAT-SAD had reasonable and acceptable criterion-related
validity with the SAAS-C, (3) the sensitivity and specificity
of the CAT-SAD were both acceptable under stopping rule
SE < 0.3, and (4) the ROC curves showed that the AUC had
an appropriate range under different stopping rules. Further,
the number of items managed under the CAT format has
been reduced by an average of 75% compared with P&P tests,
and the correlation between scores obtained from the CAT-
SAD and P&P tests was high and significant, which indicates
that there is no significant loss of information. Consequently,
the CAT-SAD is an effective and efficient measure to screen
for varying degrees of SAD among adolescents, even without
clinician assistance.

The scientific contribution of this study lies in the fact
that we discovered an efficient method to assess SAD among
adolescents that reduces the time and number of items to
complete as compared to earlier measures. The test results have
certain reference values for patients when they visit doctors; e.g.,
patients with mood disorders, who are difficult to assess over
the long-term, can benefit from the efficiency of the CAT-SAD.
Additionally, studies have shown that the suspension rule of
SE < 0.3 is feasible for using CAT with adolescents, which has
high validity, sensitivity, and specificity.

Of course, some limitations of this study are worth
mentioning. First, concerning participant distribution, the
number of abnormal participants obtained was very small,
and the sample coverage was not diverse enough. In future
studies, the sample distribution should be expanded to improve
the representation of adolescents in cross-cultural studies of
separation anxiety. Second, the title of the test bank targeted
all participants, which may generate systematic bias when using
CAT. Third, this research only notes CAT simulations; in the
future, researchers should thoroughly validate the efficiency of
the CAT-SAD in large-scale clinical trials; the simulated and
actual CAT administration may have different results because
there are many factors, such as answer time, individual emotion,
test environment, and so on, that can affect individual responses
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in actual situations (Smits et al., 2011). Fortunately, as Kocalevent
et al. (2009) showed that the simulated CAT and the actual
CAT results were consistent, this paper still has some practical
significance. However, the item bank can be used to construct
short forms in situations in which researchers lack the equipment
to complete a CAT, that is, to select a fixed set of items
for optimal measurement in future studies. Indeed, CAT is
supported for use in a special group (SAD) to investigate
its practicality. Lastly, although the results showed that a
test database established with the one-dimensional CAT can
effectively diagnose SAD among adolescents, we focused only
on diagnostic classification, which is of great help in clinical
treatments, but the cognitive process mechanism underlying SAD
remains unclear. In the future, the researchers, through cognitive
diagnosis, can explore the cognitive process mechanism of SAD.
SAD’s attributes are multidimensional, and it is difficult to
determine which attributes have caused the patient to suffer from
SAD. The CAT-SAD provides certain item bank information for
the cognitive diagnosis of SAD, which can diagnose attributes
for each patient quickly and also improve the efficiency and
help the treatment.

SAD is one of the most common mental disorders among
children and adolescents, and it may seriously affect their
growth, daily life, and learning. There are two ways to diagnose
SAD: clinical diagnosis based on doctors’ experience-based
assessment and measurement. Nevertheless, the feasibility of
clinical diagnosis has been questionable in some psychiatric
and mental health clinics. Thus, it was necessary to relieve the
pressure through measurement based on experience assessment.
Psychometric tools are effective ways to screen for mental
disorders in the field of clinical and mental health. This
article reported on the development of a CAT version of
SAD that involves shorter and more effective tools to measure
SAD and analyze teenagers’ characteristics. Self-report scales,
which require considerable time and personnel, have previously
been used for diagnosis. The CAT-SAD could be used as
a routine clinical assessment, to save clinicians’ time and
ease patients’ burden. At the same time, it can serve as a

tool for follow-up treatment and effective review. Moreover,
the CAT-SAD can measure SAD for all Chinese adolescents,
regardless of region, gender, age, or health condition. The
current research provides an efficient and accurate psychometric
tool for researchers and clinicians to measure SAD among
adolescents. At present, there is no research, other than this
paper, on the CAT version of SAD with Chinese adolescents.
Of course, this study used well-known international SAD;
therefore, the CAT-SAD may have some applicability to other
countries’ adolescents.
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The influence of Positive Affect (PA) on people’s well-being and happiness and the
related positive consequences on everyday life have been extensively described by
positive psychology in the past decades. This study shows an application of Latent
Growth Mixture Modeling (LGMM) to explore the existence of different trajectories of
variation of PA over time, corresponding to different groups of people, and to observe
the effect of emotion regulation strategies on these trajectories. We involved 108
undergraduates in a 1-week daily on-line survey, assessing their PA. We also measured
their emotion regulation strategies before the survey. We identified three trajectories of
PA over time: a constantly high PA profile, an increasing PA profile, and a decreasing PA
profile. Considering emotion regulation strategies as covariates, reappraisal showed an
effect on trajectories and class membership, whereas suppression regulation strategy
did not.

Keywords: latent growth mixture modeling, trajectories, positive affect, emotion regulation strategies,
longitudinal data

INTRODUCTION

Nowadays, the relevance of Positive Affect (PA) for many aspects of people’s life is well recognized,
mainly on the basis of the positive psychology approach. Positive affect seems to influence
people’s cognition and behaviors, to improve physical and mental health, and to promote good
social relationships, with many consequences also on the quality of life and life satisfaction (see
Lyubomirsky et al., 2005, for a review).

In this work, we focus on positive affect, defined as “the extent to which a person feels
enthusiastic, active, and alert. High positive affect is a state of high energy, full concentration,
and pleasurable engagement, whereas low positive affect is characterized by sadness and lethargy”
(Watson et al., 1988, p. 1065). We refer to the theoretical framework distinguishing positive affect
and negative affect (or activating and deactivating affect, according to more recent literature), being
them both the structural dimensions (Burro, 2016) of affect more frequently characterizing English
mood terms and the emotional dimensions underlying subjective well-being (Diener et al., 1985;
Watson et al., 1988, 1999).

Positive affect is connected with many positive outcomes, such as psychological growth (e.g.,
Sheldon and Houser-Marko, 2001), mental health (e.g., Taylor and Brown, 1988; Tugade and
Fredrickson, 2004), and physical health (e.g., Rasmussen et al., 2009). Positive affective states
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also contribute to an individual’s long term well-being, and
they broaden individuals’ perspective making them more
disposed to appreciate positive aspects in their lives, also
influencing life satisfaction (Bryant, 2003; Quoidbach et al., 2010;
Lyubomirsky and Layous, 2013; Farquharson and MacLeod,
2014; Douglass and Duffy, 2015).

In this paper, we focused on the study of changes of
positive affect over time through an application of Latent
Growth Mixture Modeling (LGMM), as a way to identify
unobserved groupings in a longitudinal dataset permitting to
capture temporal trends.

TRAJECTORIES OF AFFECT OVER TIME

Positive affect has been largely studied; however, only recently,
attention has been paid to the description of its trajectories
over time; this perspective should be more considered,
given the fact that, as a state, positive affect fluctuates
largely over time and across situations. Fluctuations in
daily mood in adolescents, for instance, have been studied
to identify distinct developmental trajectories, finding that
adolescents with an increasing mood variability trajectory
showed stable depressive and delinquency symptoms in early
to middle adolescence compared with adolescents with a
decreasing mood variability trajectory (Maciejewski et al.,
2019). Patterns of change and stability in positive emotions,
connected with physical education, assessed in secondary
school students were found, and these patterns of variations
were related with satisfaction of basic psychological needs
and quality of motivation (Løvoll et al., 2019). Cece et al.
(2019), using a three-wave design, found different emotional
trajectories in athletes.

Some researches looking at changes in emotions along time
are focused on weekly changes. Studies of variation of daily mood
found an increasing of mood on the weekend relative to Monday
through Thursday (Rossi and Rossi, 1977; Larsen and Kasimatis,
1990; Egloff et al., 1995; Reid et al., 2000; Reis et al., 2000; Helliwell
and Wang, 2014; Young and Lim, 2014).

These findings suggest to deeply explore weekly changes
in positive emotions, searching for different trajectories. We
use a longitudinal design, assessing positive affect at seven
time points, that is, seven days along one week, from
Monday to Sunday. Longitudinal research studies with panel
data are often applied to analyze processes of stability and
change in individuals or groups. Working on this kind of
data allows to explore individual differences and changes
of patterns in variables over time. On the basis of the
structural equation modeling methodology, it is possible to
analyze longitudinal data using the latent class methods
(Muthén, 2004; Green, 2014). This statistical approach models
heterogeneity by classifying individuals into groups with similar
patterns, called latent classes. In Growth Mixture Modeling
(GMM), repeated measurements of observed variables are
used as indicators of latent variables that describe specific
characteristics of individuals’ changes. A special type of
GMM is Latent Class Growth Analysis (LCGA) whereby all

individual growth trajectories within a class are assumed
to be homogeneous.

With this methodology, intercept and slope are considered
two latent variables (also called random coefficients), which,
respectively, represent the level of the studied variable when time
is equal to zero, and the rate of change in the same variable over
time. Given that few studies examined the trajectories of positive
emotions over a week, no specific hypotheses were advanced
regarding the number of trajectories, their characteristics (e.g.,
intercepts), or their evolution through time (e.g., linear and/or
quadratic slopes).

These models also allow the inclusion of covariates
(conditional model) as part of the same model of estimation of
the trajectories (Nagin, 1999; Roeder et al., 1999; Muthén, 2004),
evaluating the covariates’ impact on the longitudinal trajectory.
In the present study, the conditional model evaluated the impact
of emotion regulation strategies, assessed one week before the
one-week daily positive affect assessment, on the trajectories.

EMOTION REGULATION

Little is known about how emotion regulation strategies are
associated with changes in positive affect in daily life, even
if some emotion regulation strategies are shown to be related
with changes in positive and negative affect (Brans et al., 2013;
Gunaydin et al., 2016).

Emotion regulation strategies refer to the process through
which people modify how they feel or express emotions they
are experiencing (Gross, 1998, 2014, 2015; Gross and Thompson,
2007). This process can consist in the downregulation of negative
emotions (that is, decreasing them) or in the upregulation of
positive emotions (that is, increasing them) or in maintaining
stable one’s own emotions. Upregulation of positive emotions
has been shown to have a moderation effect on the relation
between daily positive events and momentary happy mood (Jose
et al., 2012). Furthermore, frequent use of positive upregulation
strategies also seems to be associated with higher levels of
happiness, life satisfaction, and positive emotions (Bryant, 2003;
Quoidbach et al., 2010).

In the present study, we examined the relations between
positive affect and emotion regulation strategies in terms
of reappraisal and suppression emotion regulation strategies.
Reappraisal is “a form of cognitive change that involves
construing a potentially emotion-eliciting situation in a way
that changes its emotional impact,” while suppression is “a
form of response modulation that involves inhibiting ongoing
emotion-expression behavior” (Gross and John, 2003, p. 349).
Reappraisal and suppression strategies play a key role within
the process of emotion regulation and are among the two
emotion regulation strategies that are more investigated in
the literature (Gross, 1998, 2014, 2015; Gross and Thompson,
2007). Taking as a framework Gross’ theoretical model, we
know that people use them, respectively, when focusing on
the antecedents of an emotion, for reappraisal, and when they
focus on ways to modulate their responses, for suppression.
These two strategies are particularly relevant in relation to
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positive affect, given empirical evidence documenting that people
who frequently use reappraisal emotion regulation strategy
experience more positive emotions, better relationships, a higher
quality of life, and higher levels of well-being, compared to
those who tend to prefer suppression (e.g., Kelley et al.,
2019). For this reason, we hypothesize that reappraisal could
affect positive emotion trajectories, whereas we expect that
suppression does not.

AIMS

The main aim of this study is to show an application of LGMM,
as a way to identify unobserved groupings in a longitudinal
dataset. This technique was applied to the exploration of different
trajectories of positive affect over a week, which corresponded to
different profiles. Furthermore, we aimed at verifying whether
the identified trajectories were affected by emotion regulation
strategies, such as reappraisal and suppression.

METHOD

Participants
The participants were 108 undergraduate students (mean age:
22.2 years, SD = 6.2, range: 18–52 years; 84% female, 16% male)
at the University of Verona, in Northern Italy, coming from a
wide range of socio-economic status. They all took part to a larger
micro-longitudinal study for which daily measures of students’
affect had been planned (e.g., Pasini et al., 2016; Raccanello
et al., 2017, 2018; Burro et al., 2018). Students’ participation was
voluntary, and all of them signed an informed consent form.
The research was approved by the Ethics Committee of the
Department of Human Sciences at University of Verona.

Procedure
The study included two questionnaires. The first questionnaire
was administered in group sessions in a pre-assessment phase,
which took place 1 week before the beginning of the daily
affect assessment. It included measures on emotion regulation
strategies, as well as some demographic characteristics. The
second questionnaire was administered through an on-line
survey; it was presented daily for 1 week from Monday to Sunday.
The participants received an e-mail message daily, at 10 a.m., in
which they were reminded to answer to the on-line questionnaire
between 6 p.m. and midnight. The on-line procedure permitted
participants to answer with different kinds of devices. The use
of different devices in psychological on-line research surveys has
been proved to be connected with a good measurement quality
and also with high participants’ compliance in a longitudinal
design, with a low level of sample attrition (Pasini et al., 2016).
This could be particularly true in affect assessment, because
of the possibility, in contrast to what happens in laboratory
studies, to record the construct of interest within the individual’s
environment, increasing ecological validity (Shiffman et al.,
2008). Furthermore, assessing affective states as they naturally
occur, permits to avoid some biases connected with retrospective

self-report methods, for instance, “peak,” and “recency” effects
(Kahneman, 1999).

Instruments
Daily Positive Affect
We used the 20-item Positive and Negative Affect Schedule
(PANAS, Watson et al., 1988; Italian adaptation by Terracciano
et al., 2003), considering only the subscale for the assessment
of positive affective states. It consists of 10 items (e.g., active,
enthusiastic, and excited), and participants rated on a 7-point
scale the extent to which they had experienced each affect term
(1 = not at all and 7 = very much), referring to the current day.
This instrument was administered daily for 1 week.

Emotion Regulation Strategies
To assess emotion regulation strategies, we used the 10-item
Emotion Regulation Questionnaire (ERQ, Gross and John, 2003;
Italian adaptation by Balzarotti et al., 2010). Items had to be
evaluated on a 7-point Likert scale (1 = I completely disagree
and 7 = I completely agree). This scale assesses two different
strategies: reappraisal (with six items, e.g., “I control my emotions
by changing the way I think about the situation I’m in”) and
expressive suppression (with four items, e.g., “I control my
emotions by not expressing them”). The ERQ was administered
in the pre-assessment group session.

Socio-Demographic Variables
We collected data on participants’ gender, age, and socio-
economic status during the pre-assessment group session.

Data Analyses
We carried out some preliminary analyses to assess the stability
of the psychometric properties of the Positive Affect scale. This is
an important preliminary step to properly conduct LCGA. First,
we used a Confirmatory Factor Analysis (CFA) to evaluate the
measurement model. The following combination of fit indices
was used to evaluate the models (Brown and Moore, 2012;
Kline, 2015): Chi-square degree of freedom ratio (χ2/df ), the
comparative fit index (CFI), the Tucker-Lewis index (TLI), the
root-mean-square error of approximation (RMSEA), and the
standardized root mean residual (SRMR), with χ2/df ≤ 2.0,
CFI and TLI ≥ 0.90, RMSEA ≤ 0.08, and SRMR ≤ 0.06 as
threshold values.

The second step concerned Measurement Invariance (MI),
investigated in order to check the stability of the measurement
model over the 7 days. Measurement Invariance (MI) analyses
examined hypotheses on the similarity of the covariance structure
over the 7 days, considering: (1) configural invariance, allowing
all the parameters to be freely estimated; (2) metric invariance,
requiring invariant factor loadings; (3) scalar invariance, also
requiring invariant intercepts; and (4) uniqueness invariance,
requiring invariant item uniqueness. Comparisons among
models were based on differences in CFI and RMSEA, sample size
independent; support for no changes in goodness of fit indexes
requires a change in CFI and RMSEA less or equal than 0.010
and 0.015, respectively (Chen, 2007).
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Then, we conducted LGMMs as a means of identifying growth
trajectories of PA over seven time points, that is the 7 days of the
on-line affect assessment, and to test predictors of the trajectories
and of membership in these classes, using maximum-likelihood
estimation to estimate class parameters (Muthén and Muthén,
2006). The analysis was performed in Mplus using the guidelines
of Jung and Wickrama (2007).

First, as a preliminary analysis, we ran a single class latent
growth curve model to define the best baseline model. We
compared two growth curves: a first curve with the PA measures
repeated on the 7 days as indicators and intercept and linear
slope as higher-order latent factors, and a second one adding a
quadratic parameter. Second, we specified a latent class model
without covariates (unconditional). We evaluated the best-fitting
model on the basis of the number of latent classes and the best-
fitting parameters (linear vs. linear and quadratic). In order to
compare the models, we used the information criteria and the fit
indices. In addition, we followed the recommendations from the
literature (e.g., Nylund et al., 2007), considering parsimony and
interpretability as relevant criteria. We evaluated the Bayesian
information criterion (BIC), and the Bootstrap Likelihood Ratio
Test (B-LRT). We also assessed entropy values, to compare the
degree of separation among the classes in the models, where
scores closer to 1 highlight better fit of the data; the proportions
for the latent classes (not less than 1% of total count in a class);
and the posterior latent class probabilities (near to 1.00). After
identifying the best unconditional model (free from covariates),
we added into the model the two emotion regulation strategies as
covariates (conditional model).

RESULTS

The Stability of the Psychometric
Properties of the Positive Affect Scale
Our results supported the goodness of fit of the hypothesized
model analyzed running a CFA for each of the 7 days (see
Supplementary Table S1). In the seven models, χ2/df ranged
from 1.77 to 2.36, CFI from 0.92 to 0.95, RMSEA ranged
from 0.087 to 0.114, and SRMR was always below 0.06, as
recommended. The standardized loadings were all statistically
significant at the 0.001 level. Therefore, our findings confirmed
that the psychometric properties of the positive affect measure
were acceptable across the 7 days.

MI analyses examined hypotheses on the similarity of the
covariance structure across the different days. When we tested
simultaneously the model over days, not imposing equality
constraints between them (configural invariance), the goodness
of fit of the models was confirmed. When all factor loadings were
constrained to be equal (metric invariance), the models resulted
invariant. When also the intercepts of the observed variables were
constrained to be equal over days (scalar invariance), the models
were invariant, as well as when factor loadings, intercepts, and
residuals were constrained to be equal (uniqueness invariance).
To sum up, the results of the sequence of gradually more
restrictive tests of MI supported all the steps of invariance,
confirming the stability of the measure of positive affect over the

7 days (fit indices of measurement invariance tests are reported
in Supplementary Table S2).

The Single Class Latent Growth Curve
Model
At first, we conducted the analysis only with the estimate of
the intercept. Then, we ran the model with the intercept and
the slope parameters, and finally the model with the addition
of the quadratic factor. The model with the estimation of the
quadratic parameter did not converge, and the linear model,
which considered intercept and slope, reported better fit indexes
than the one with intercept only (see Table 1). Furthermore,
examining the trajectories of the observed data, the linear
growth curve seemed the more appropriate, and so it was
retained. Moreover, estimates of variance related to the intercept
and slope were significant, which justified an examination of
interindividual differences in PA over time.

Determining the Number of Classes
In the next step, we conducted the analyses to determine
the number of latent classes. We compared progressive
unconditional models from one to four classes, examining them
on the basis of different elements. Model testing indicated that
some parameters’ variance needed to be fixed to zero for the
models to converge. We rejected the four-class model because
the B-LRT highlighted that the three-class model was favored
(p > 0.05). Even if for the two-class solution entropy was higher
and BIC was slightly lower, the three-class solution seemed the
more adequate on the basis of B-LRT (Table 2). Furthermore,
the exploration of the trajectories confirmed the goodness of
the three-class model, showing two trajectories with a constant
level of PA along time, one high and one medium, and a
decreasing PA trajectory.

Adding the Covariates
In the next step, the influence of covariates on trajectories and
class membership was analyzed. Figure 1 shows the three PA
trajectories along the week, from Monday (day 0) to Sunday (day
6) for the conditional model.

Table 3 shows the parameters’ estimates for the unconditional
model and for the conditional one with reappraisal and
suppression as covariates. Reappraisal regulation strategy showed
an effect on trajectories for Constant High PA and Increasing
PA trajectories, whereas suppression regulation strategy only
showed an effect on intercept for Decreasing PA trajectory. About
the effect on class membership, because the Constant High PA
group comprises the largest number of participant (49), we
decided to designate it as the reference class, and used logistic
regressions to assess the degree to which the probability of being
in the Constant High PA class was associated with each of the
two covariates. Compared to the Constant High PA group, the
coefficient of −0.74 (p = 0.037) for the Increasing PA class
indicated that subjects were 0.74 times less likely to be assigned
to the Increasing PA class. Relative to the Constant High PA class,
the probabilities of latent class membership were significantly
different by reappraisal regulation strategy. This means that
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TABLE 1 | Fit indexes, means, and variances of the parameters for the linear growth models (LGM).

Model χ2 (df) CFI RMSEA SRMR BIC M intercept Var intercept M slope Var slope

LGM (only intercept) 46.56 (26) 0.889 0.086 0.137 2074.72 3.75*** 0.47***

LGM (intercept, slope) 31.07 (23) 0.956 0.057 0.090 2073.28 3.87*** 0.47*** −0.04 0.02*

N = 108. df, degree of freedom; CFI, comparative fix index; RMSEA, root mean square error of approximation; SRMR, standardized root mean square residual; BIC,
Bayesian Information Criterion; M, mean; Var, variance. *p < 0.05, ***p < 0.001.

TABLE 2 | Information criteria and fit indexes for the unconditional GMM models.

Linear unconditional model (no covariates)

Number of profiles Parameters* BIC B-LRT p-value Entropy Number of subjects
(%) in each class

Posterior probability
estimate of class

membership

2 16 2069.88 <0.05 0.77 70 (65%), 38 (35%) 0.95, 0.91

3 15 2072.80 <0.001 0.71 39 (36%), 37 (34%), 32
(30%)

0.81, 0.90, 0.88

4 20 2085.39 1.00 0.65 24 (22%), 19 (18%), 31
(29%), 34 (31%)

0.81, 0.73, 0.92, 0.73

BIC, Bayesian Information Criterion; B-LRT, Bootstrap Likelihood Ratio Test. *Intercept and slope variance fixed to zero in some cases.

FIGURE 1 | The three trajectories of Positive Affect along the week, from Monday (0) to Sunday (6), identified by the conditional model (observed means).

Increasing PA class probability is lowered by high reappraisal
values, relative to Constant High PA class. On the contrary, this
regulation strategy did not show any effect on Decreasing PA class
membership. No effect was found for suppression.

DISCUSSION

In the past decades, a large corpus of literature has amply
documented how positive affect influences a variety of aspects
within people’s everyday life, in terms of cognitive, behavioral,
and also biological domains, in some cases identifying the

nature of underlying mechanisms (Lyubomirsky et al., 2005).
Positive psychology has shown its adaptive role for people’s
health, describing the links between positive affect and both
physical and psychological well-being in a variety of contexts
(e.g., Taylor and Brown, 1988; Sheldon and Houser-Marko,
2001; Bryant, 2003; Tugade and Fredrickson, 2004; Rasmussen
et al., 2009; Quoidbach et al., 2010; Lyubomirsky and Layous,
2013; Farquharson and MacLeod, 2014; Douglass and Duffy,
2015). However, only recently attention has been paid to the
study of changes of affect over time, a highly relevant issue in
light of the transient nature of affect, and of positive affect in
particular, as a state.
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TABLE 3 | Parameters’ estimates, information criteria, and fit indexes for the unconditional and conditional models.

Trajectories of positive affect over time

Unconditional LGMM Conditional LGMM1

Constant high PA Constant medium PA Decreasing PA Constant high PA Increasing PA Decreasing PA

Mean intercept 4.69*** 3.49*** 3.41*** 0.81 8.59*** 4.41***

Mean slope −0.02 0.04 −0.14* 0.28* −1.15* −0.45**

Intercept on reappraisal 0.79*** −0.47** −0.07

Slope on reappraisal −0.07* 0.37*** 0.06

Intercept on
suppression

−0.04 0.33 −0.21*

Slope on suppression 0.004 −0.03 0.03

Number of subjects (%)
in each class

37 (34) 39 (36) 32 (30) 49 (49) 10 (10) 41 (41)

Posterior probability of
class membership

0.91 0.81 0.88 0.90 0.92 0.90

Estimated parameters 15 32

BIC 2072.80 1950.09

B-LRT p-value <0.001 0.08

Entropy 0.71 0.78

1 In the conditional model, the variance of slope was constrained to 0. *p < 0.05, **p < 0.01, ***p < 0.001.

Therefore, in order to extend current literature, we focused on
the identification of trajectories of affect—specifically, of positive
affect—examining micro-longitudinal data gathered within a
larger project for which daily affect assessments had been planned
(Pasini et al., 2016; Raccanello et al., 2017, 2018; Burro et al.,
2018). We applied the LGMM analysis, a methodology that
permitted to better understand the phenomenon of positive affect
changes along a week, from Monday to Sunday. We identified
three different trajectories which characterized three profiles of
students: a profile with constant high levels of positive affect
(Constant High PA), a profile showing an increasing trend of
positive affect over the 7 days of assessment (Increasing PA), and
a profile showing a decreasing trend (Decreasing PA).

According to Ryan et al. (2010), activities along the week,
such as working or not working, as well as the weekday can
have an effect on mood. People generally experience a higher
level of positive emotions during weekends and non-working
times. Furthermore, Fritz et al. (2010) found that relaxing
activities carried on during the weekend, as well as the possibility
to spend more time with family and friends, lead to more
positive emotions. Our results seem to suggest that a deeper
understanding of this effect is needed. In fact, in addition to the
increasing PA profile, a constant high PA profile and a decreasing
PA profile emerged. Mood variations across days during the week
can result from many different factors, such as lifestyle, working
condition, and social relationships. This allows us to suppose
the stability of positive affect over time during a week for some
people, whereas for other people, with the approaching of the
weekend, the mood can change, improving in some cases, and
getting worse in other cases.

We also examined how these profiles were affected by two
among the most investigated emotion regulation strategies,
reappraisal and suppression (Gross and John, 2003). From a

theoretical perspective, this can shed some light on whether
emotion regulation strategies play a role as protective or risk
factors for people’s well-being (Diener, 2000). To do this,
we estimated a conditional model, adding these two emotion
regulation strategies as covariates. Results from the conditional
model showed that the addition of reappraisal strategies affected
the trajectories and, partially, the class membership, in particular
decreasing the probability to be assigned to Increasing PA class,
relative to the Constant High PA class. No effect was found
for with the addition of suppression. In other terms, emotion
regulation strategies played a role in characterizing the changes
of positive affect over time in a differentiated way for reappraisal
and suppression strategies. This result could be interpreted
speculating that, on the whole, reappraisal could be responsible
not only for feeling positively in a more intense way, but also for a
higher stability of positive affect over time. However, further data
should be considered to confirm this interpretation, considering
for example the relations between emotion regulation strategies
and profiles of negative affect over time.

Our study suffers from limitations related, for example, to
the nature of self-report data. Furthermore, given the problems
connected to the computational complexity and the reduced
sample size, our results must be carefully considered. More
research should be done to verify, for example, whether the
three identified profiles could be generalized to other samples.
Future researches should be also focused to check the stability
of these results, looking at more than 1 week, and comparing
the trajectories week by week. Despite these limitations, we
think that, on the whole, we exemplified how the LGMM
methodological approach could be used to identify and describe
different trajectories of affect changes over time, extending what
is currently known in the literature on positive affect. At an
applied level, knowledge on such changes can be helpful when
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devising interventions aiming at favoring people’s well-being
based on the awareness of their real inner states.
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Within the framework of item response theory, a new and flexible general three-parameter

logistic model with response time (G3PLT) is proposed. The advantage of this model is

that it can combine time effect, ability, and item difficulty to influence the correct-response

probability. In contrast to the traditional response time models used in educational

psychology, the new model incorporates the influence of the time effect on the

correct-response probability directly, rather than linking them through a hierarchical

method via latent and speed parameters as in van der Linden’s model. In addition,

the Metropolis–Hastings within Gibbs sampling algorithm is employed to estimate the

model parameters. Based on Markov chain Monte Carlo output, two Bayesian model

assessment methods are used to assess the goodness of fit between models. Finally,

two simulation studies and a real data analysis are performed to further illustrate the

advantages of the new model over the traditional three-parameter logistic model.

Keywords: Bayesian inference, deviance information criterion (DIC), item response theory (IRT), logarithm of the

pseudomarginal likelihood (LPML), Markov chain Monte Carlo (MCMC), three-parameter logistic model

1. INTRODUCTION AND MOTIVATION

Computerized assessment has become a widely accepted method of testing owing to the fact
that the results produced by examinees can be quickly and accurately evaluated by virtue of the
computational power that is now available. In addition, with the help of computer technology, the
response times of examinees are easier to collect than in the case of traditional paper-and-pencil
tests. The collected response times provide a valuable source of information on examinees and test
items. For example, response times can be used to improve the accuracy of ability estimates (van
der Linden, 2007; Klein Entink et al., 2009a; van der Linden and Glas, 2010; Wang et al., 2013,
2018a; Wang and Xu, 2015; Fox and Marianti, 2016; Bolsinova and Tijmstra, 2018; De Boeck and
Jeon, 2019), to detect rapid guessing and cheating behavior (van der Linden and Guo, 2008; van der
Linden, 2009; Wang and Xu, 2015; Pokropek, 2016; Qian et al., 2016; Skorupski and Wainer, 2017;
Wang et al., 2018a,b; Lu et al., 2019; Sinharay and Johnson, 2019; Zopluoglu, 2019), to evaluate the
speededness of tests (Schnipke and Scrams, 1997; van der Linden et al., 2007), and to design more
efficient tests (Bridgeman and Cline, 2004; Chang, 2004; Choe et al., 2018).

1.1. Advantages of Our Model Over Traditional Response Time
Models in Educational Psychology Research
Although response times in both educational and psychological research have been studied widely
and in depth, there are still some deficiencies in the existing literature. Here, we compare existing
response time models with our new model and analyze the advantages of our model from
multiple aspects.
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FIGURE 1 | The 3-D diagram of ability, time, and correct response probability.

Thissen (1983) proposed a joint model of response time
and accuracy to describe the speed-accuracy relationship. In
his model, the speed-accuracy trade-off is reflected by letting
response accuracy depend on the time devoted to an item:
spending more time on an item increases the probability of
a correct response. Thissen’s joint model can be expressed as
follows:

logTij = u+ ηi + ςj − ρ(ajθi − bj)+ εij,

where Tij is the response time of the ith examinee answering
the jth item, u is a general intercept parameter, ηi and ςj can
be interpreted, respectively as the speed of examinee i and the
amount of time required by item j, ρ is a regression parameter,
aj and bj are, respectively the item discrimination and difficulty
parameters, θi is the ability parameter for the ith examinee, and
εij ∼ N(0, σ 2). The speed–accuracy trade–off is represented
by the term ajθi − bj when ρ < 0. When ρ > 0, the
speed-accuracy relation is reversed. However, the way in which
this model incorporates personal-level and item-level parameters
means that it is unable to fully reflect the direct impact of
the response time on the correct-response probability. Our new
model solves this problem. The response time and the ability
and item difficulty parameters are combined in an item response
model that reflects the way in which the interactions among
the three factors influences the correct-response probability. To
provide an intuitive explanation, we use a three-dimensional
diagram (Figure 1) to illustrate the effect of the ability and
response time on the correct-response probability. A similar
modeling method was proposed by Verhelst et al. (1997).

Roskam (1987, 1997) proposed a Rasch response time model
integrating response time and correctness. According to this
model, the probability of a correct response for the ith examinee
answering the jth item can be written as

p(Yij = 1 | Tij, i, j) =
θiTij

θiTij + δj
=

exp(ξi + τij − κj)

1+ exp(ξi + τij − κj)
,

where Yij denotes the response of the ith examinee answering
the jth item, θi is the ability parameter for the ith examinee. δj
is the item difficulty parameter for the jth item, and ξi, τij, and
κj are the logarithms of θi, Tij, and δj, respectively. We can see
that when Tij goes to infinity, the correct-response probability
p(Yij = 1 | Tij, i, j) approaches 1, no matter how difficult the
item is. In fact, this type of model can only be applied to speeded
tests, because a basic characteristic of such tests is that test items
are quite easy, so, with unlimited time available, the answers are
almost always correct. However, our new model is designed for
a power test. This means that even if the examinees are given
enough time, they cannot be sure to answer an item correctly,
but rather they answer the item correctly with the probability of
a three-parameter logistic (3PL) model.

Although there is some similarity between our model and the
item response model proposed byWang and Hanson (2005) with
regard to the incorporation of response time into the traditional
3PL model, there are some major differences in concept and
construction. Wang and Hanson give the probability of a correct
response to item j by examinee i as

p(Yij = 1 | aj, bj, cj, dj, θi, ηi,Tij) = cj

+
1− cj

1+ exp[−1.7aj(θi − bj − ηidj/Tij)]
,

where aj, bj, and cj are, respectively the item discrimination,
difficulty, and guessing parameters for the jth item, as in the
regular 3PL model. θi and ηi are, respectively the ability and
slowness parameters for the ith examinee, and dj is the slowness
parameter for the jth item. The item and personal slowness
parameters determine the rate of increase in the probability of
a correct answer as a function of response time. We will now
analyze the differences between the two models.

From the perspective ofmodel construction, the response time
and the item and personal parameters are all incorporated into
the same exponential function in Wang and Hanson’s model,
namely, exp[−1.7aj(θi−bj−ηidj/Tij)], whereas in our model, the
parameters and time effect appear in two different exponential
functions (see the following section for a detailed description
of the model): exp[−1.7aj(θi − bj)] + exp(−t∗ij). Our model

considers not only the influence of the personal and item factors
on the correct-response probability, but also that of the time
effect. In Wang and Hanson’s model, two slowness parameters
associated with persons and items are introduced on the basis of
the traditional 3PL model, which increases the complexity of the
model. The model can be identified only by imposing stronger
constraints on the model parameters. The accuracy of parameter
estimation may be reduced owing to the increase in the number
of model parameters. However, in our model, no such additional
parameters related to items and persons are introduced, and
therefore the model is more concise and easy to understand.
In terms of model identifiability, our model is similar to the
traditional 3PLmodel in that no additional restrictions need to be
imposed.More importantly, parameter estimation becomesmore
accurate because of the addition of time information. Besides
the personal ability parameter, a personal slowness parameter
is included Wang and Hanson’s model. In fact, their model is
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a multidimensional item response theory model incorporating
response time. In their model, it is assumed that these two
personal parameters are independent, but this assumption may
not necessarily be true in practice. For example, the lower a
person’s ability, the slower is their response. That is to say,
there is a negative correlation between the ability parameter and
the slowness parameter. More research is needed to verify this.
Like other models based on the traditional 3PL model (see the
next subsection), Wang and Hanson’s model cannot distinguish
between different abilities under different time intensities when
examinees have the same response framework. However, our new
model can deal with this problem very well.

In addition, our model introduces the concept of a time
weight. Depending on the importance of a test (e.g., whether
it is a high-stakes or a low-stakes test), the effect of the time
constraint on the whole test is characterized by a time weight.
This is something that cannot be dealt with by Wang and
Hanson’s model.

van der Linden (2007) proposed a hierarchical framework
in which responses and response times are modeled separately
at the measurement model level, while at a higher level, the
ability and speed parameters are included in a population model
to account for the correlation between them. In his approach,
the latent speed parameter directly affects the response time,
while the speed parameters and ability parameters are linked
by the hierarchical model. It is known that in item response
theory models, ability has a direct impact on the correct-
response probability. Thus, we can see that the correct-response
probability is related to the response time via the personal
parameters (speed and ability). Van der Linden’s hierarchical
modeling method is unrealistic in that it includes the response
time and the ability parameters in the item response model,
whereas our model represents the relationships among response
time, ability, and correct-response probability more simply
and directly. Several other models have a similar structure to
van der Linden’s hierarchical model, including those of Fox
et al. (2007), Klein Entink et al. (2009a,b), van der Linden
and Glas (2010), Marianti et al. (2014), Wang and Xu (2015),
Wang et al. (2018a), Fox and Marianti (2016), and Lu et al.
(2019).

1.2. Advantages of Our Model Compared
With the Traditional 3PL Model
Item response theory (IRT) models have been extensively used
in educational testing and psychological measurement (Lord
and Novick, 1968; van der Linden and Hambleton, 1997;
Embretson and Reise, 2000; Baker and Kim, 2004). The most
popular IRT model that includes guessing is the 3PL model
(Birnbaum, 1968), which has been discussed in many papers
and books (see e.g., Hambleton et al., 1991; van der Linden
and Hambleton, 1997; Baker and Kim, 2004; von Davier, 2009;
Han, 2012). However, several studies have revealed that the 3PL
model has technical and theoretical limitations (Swaminathan
and Gifford, 1979; Zhu et al., 2018). In this paper, we focus
on another defect of the traditional 3PL model, namely, that
it cannot distinguish between different abilities under different

TABLE 1 | The setting of the true values of discrimination, difficulty, and guessing

parameters.

Item Discrimination Difficulty Guessing

1 0.8 −1 0

2 1 0 0.05

3 1.2 1 0.1

time intensities when the examinees have the same response
framework. Here, we give a simulation example to illustrate the
shortcomings of the traditional 3PL model and the advantages
of our model (which is a general three-parameter logistic model
with response time: G3PLT). We assume that 24 examinees
answer three items and that the examinees can be divided into
three groups of eight, with the examinees in each group having
response frameworks (1, 0, 0), (0, 1, 0), and (1, 1, 0), respectively.
Here, 0 indicates that the item is answered correctly and 1
indicating that it is answered incorrectly. The item parameters
of the three items are calibrated in advance and known. The
discrimination, difficulty, and guessing parameters are set as
in Table 1.

To consider the influence of different time effects on the
ability of the examinees, eight time transformation values are
considered: −0.2, 0.2, 0.5, 1, 2, 3, and 8. The specific settings
for the time transformation values can be found in section 2.
Table 2 shows the estimated ability values from the 3PL model
and from our model under different response frameworks, with
the maximum likelihood method being used to estimate the
ability parameter.

The following conclusions can be drawn from Table 2.

1. The estimated ability under the G3PLT model with the same
response framework will gradually increase as the transformed
time decreases from 8 to −0.2. This indicates that the
examinees may have different proficiencies in responding to
items. Less time is taken if the examinee has greater ability.
The time effect captures exactly the information that the
traditional 3PL model cannot provide. Specifically, the 3PL
model cannot distinguish between abilities when there are
different response times under the same response framework.

2. As an illustration, we consider the case where the transformed
time is −0.2. The ability estimates under the three response
frameworks (1, 0, 0), (0, 1, 0), and (1, 1, 0) are−0.8863, 0.1408,
and 1.3109, respectively. We find that the more difficult the
item and the greater the number of items answered correctly,
the higher are the ability estimates. Without considering the
time effect, the ability estimates based on the 3PLmodel under
the three response frameworks are −0.9339, −0.7207, and
0.6659, respectively.

3. Under the three response frameworks, the ability estimates
obtained from the G3PLT model and the 3PL model are
almost the same when the transformed time reaches 8. This
indicates that even if the examinees are allowed enough time,
they cannot be certain of answering an item correctly, but can
do so only with the correct-response probability given by the
3PL model.
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TABLE 2 | The comparisons of ability estimates under the frameworks of 3PL

model and G3PLT model.

Fitting Response Transformated Estimation of

Examinees model framework time t* ability

1 (1, 0, 0) −0.2 −0.8863

2 (1, 0, 0) 0 −0.8970

3 (1, 0, 0) 0.2 −0.9052

4 G3PLT (1, 0, 0) 0.5 −0.9142

5 (1, 0, 0) 1 −0.9232

6 (1, 0, 0) 2 −0.9305

7 (1, 0, 0) 3 −0.9327

8 (1, 0, 0) 8 −0.9339

− 3PL (1, 0, 0) − −0.9339

9 (0, 1, 0) −0.2 0.1408

10 (0, 1, 0) 0 0.0614

11 (0, 1, 0) 0.2 −0.0139

12 G3PLT (0, 1, 0) 0.5 −0.1233

13 (0, 1, 0) 1 −0.2945

14 (0, 1, 0) 2 −0.5397

15 (0, 1, 0) 3 −0.6515

16 (0, 1, 0) 8 −0.7202

− 3PL (0, 1, 0) − −0.7207

17 (1, 1, 0) −0.2 1.3109

18 (1, 1, 0) 0 1.0990

19 (1, 1, 0) 0.2 0.9791

20 G3PLT (1, 1, 0) 0.5 0.8706

21 (1, 1, 0) 1 0.7752

22 (1, 1, 0) 2 0.7016

23 (1, 1, 0) 3 0.6785

24 (1, 1, 0) 8 0.6660

− 3PL (1, 1, 0) − 0.6659

We now give another example to further explain the advantages
of the G3PLT model. Under the condition that the correct-
response probability is the same, we consider the response times
of examinees i and j when they answer the same item, and we
find that these are 1 and 2 min, respectively. In general, we think
that the examinee with shorter response times has a higher ability.
Thus, here the ability of examinee i should be higher than that
of examinee j. However, since the 3PL model does not consider
response time, the difference in ability cannot be distinguished.
This problem can be solved by using the G3PLT model. Because
this model takes into account the information provided by
response time, it can estimate the ability of examinees more
objectively and accurately. As shown in Figure 2, for the same
item, L1 represents the item characteristic curve corresponding to
the case where examinees need a long response time (t∗1 = 4.41),
and L2 represents the item characteristic curve corresponding to
the case where examinees need a short response time (t∗1 = 1.94).
When p = 0.86 is given as the correct-response probability, the
estimated ability under L1 is 0, while the estimated ability under
L2 is 0.88. Therefore, according to the evaluation results from
the G3PLT model, the examinees with shorter times should have

FIGURE 2 | The item characteristic curve based on different time intensities.

higher abilities, whereas the 3PL model is unable to distinguish
between the two cases. In addition, it can be seen from the figure
that when the ability is fixed at 0, the probabilities of a correct
response under the two characteristic curves L1 and L2 are 0.86
and 0.52, respectively. This indicates that under the same ability
condition, the correct-response probability of the examinees with
short response times is lower than that of the examinees with long
response times.

The remainder of this paper is organized as follows.
Section 2 presents a detailed introduction to the proposed
G3PLT model. Section 3 provides a computational strategy based
on a Metropolis–Hastings within Gibbs sampling algorithm
to meet computational challenges for the proposed model.
Two Bayesian model comparison criteria are also discussed
in section 3. In section 4, simulation studies are conducted
to examine the performance of parameter recovery using
the Bayesian algorithm and to assess model fit using the
deviance information criterion (DIC) and the logarithm of
the pseudomarginal likelihood (LPML). A real data analysis
based on the Program for International Student Assessment
(PISA) is presented in section 5. We conclude with a
brief discussion and suggestions for further research in
section 6.

2. THE MODEL AND ITS IDENTIFICATION

2.1. The General Three-Parameter Logistic
Model With Response Time (G3PLT)
Let the examinees be indexed by i = 1, 2, . . . ,N and the items
by j = 1, 2, . . . , J. Let θ denote the parameters representing the
effects of the abilities of the examinees, and let aj, bj, and cj denote
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the item effects, which are generally interpreted, respectively as
discrimination power, difficulty, and success probability in the
case of random guessing. If Yij denotes the response of the
ith examinee answering the jth item, then the corresponding
correct-response probability can be expressed as

pij = p(Yij = 1 | aj, bj, cj, θi, t∗ij)

= cj +
1− cj

1+ exp[−Daj(θi − bj)]+ exp(−t∗ij)
, (2.1)

whereD is a constant equal to 1.7. The influence of the time effect
on the probability is described by the term exp(−t∗ij).

2.2. Time Transformation Function
It is obvious that when the response time of each item is very
short, the correct-response probability of an item is reduced.
In addition, we know that it is impossible for an examinee to
answer an item 100% correctly even if they are given enough
time to think about the item, and this can be attributed to
limitations of the examinee’s ability. When examinees are given
enough time to answer each item, our model will reduce to the
traditional 3PL model, and each item is answered correctly with
the corresponding 3PL model correct-response probability. To
make the model fully represent the requirement that the correct-
response probability varies with time and to eliminate the effects
of different average response times for each item in different tests,
we consider the following time transformation:

t∗ij = f (tij) =
log tij − µt

σt
+W, (2.2)

where µt is the logarithm of the average time spent by all
examinees in answering all items, and σt is the corresponding
standard deviation.W denotes the time weight, which is equal to
zero or a positive integer. From the simulation study and real data
analysis, we find that the G3PLT model reduces to the traditional
3PL model when the time weight increases to 8, and therefore we
restrict the weight to values in the range 0–8. An increase in the
time weight indicates that the time factor of the test has a small
influence on the correct-response probability of the examinee.

Proposition 1. Suppose that the correct-response probability
p(Yij = 1 | aj, bj, cj, θi, t

∗
ij)is given by Equation (2.1). Then, we

have the following results:

1. As the transformed time t∗ij → +∞, the G3PLT model reduces

to the 3PL model. That is,

pij → cj +
1− cj

1+ exp[−Daj(θi − bj)]
. (2.3)

In other words, it is impossible for the examinee to answer the
item 100% correctly even if they are given enough time to think
about the item, which can be attributed to the limitations of the
examinee’s ability.

2. As the transformed time t∗ij → −∞ (the original time tij → 0),

the correct-response probability of the G3PLT model tends to
zero. That is,

pij = cj +
1− cj

1+ exp[−Daj(θi − bj)+ exp(−t∗ij)]
↓ 0. (2.4)

When there is not enough time to answer items (e.g., at the
end of the examination), any item answered by the examinee
must be one that requires only a very short time to finish.
As the response time continues to shorten, the correct-response
probability is reduced.

3. The G3PLT model can be reduced to a G2PLT model by
constraining the lower asymptote parameter cj to be zero, and
a G1PLT model can be obtained by further constraining aj to be
the same across all items.

2.3. Asymptotic Properties of the Model
Let pj be the correct-response rate for the jth item. When the
transformed time t∗ij → +∞, the model in Equation (2.1) can

be written as

lim
t∗ij→+∞

{
cj +

1− cj

1+ exp[−Daj(θi − bj)]+ exp(−t∗ij)

}

= cj +
1− cj

1+ exp[−Daj(θi − bj)]
= pj. (2.5)

The ability can be obtained as

θi = bj −
1

Daj
log

(
1− pj

pj − cj

)
. (2.6)

Next, we will use a specific example to explain the meaning of
Equations (2.5) and 2.6. Assuming that pj = 0.5, aj = 1.5, bj = 1,
and cj = 0.1, we obtain θi = 0.8 from Equation (2.6). This
result indicates that even if examinee i has sufficient response
time to finish item j, the examinee’s ability should be at least
0.8 (the intersection of the vertical asymptote and the x-axis
in Figure 3) if the correct response probability reaches 0.5;
otherwise, no matter how long a response time is allowed, the
examinee’s correct-response probability cannot reach 0.5. This is
like a primary school pupil attempting to solve a college math
problem, because the pupil’s ability is so low that no matter how
much time he is given, he cannot get a correct answer to item j
other than by guessing. Moreover, when the ability θi → +∞,
the model in Equation (2.1) can be written as

lim
θi→+∞

{
cj +

1− cj

1+ exp[−Daj(θi − bj)]+ exp(−t∗ij)

}

= cj +
1− cj

1+ exp(−t∗ij)
= pj. (2.7)

The transformed time t∗ij can be obtained as

t∗ij = − log

(
1− pj

pj − cj

)
. (2.8)
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FIGURE 3 | The equiprobability curve based on the ability and time.

We again assume that pj = 0.5, aj = 1.5, bj = 1,
and cj = 0.1. From (2.8), the transformed time t∗ij is about

−0.2. This result indicates that even if the examinee i has a
strong ability, the transformed time required to answer item j
should not be less than −0.2 (the intersection of the horizontal
asymptote and the y-axis in Figure 3) if the correct-response
probability reaches 0.5; otherwise, no matter how strong the
ability of the examinee, it is impossible to reach a correct-
response probability of 0.5. This is like a college student solving
a primary school math problem. Although the college student’s
ability is very strong, she cannot finish the item in a very
short time. In addition, the correct-response probability of the
examinees is the same for two points on the equiprobability
curve. For example, for the two examinees F1 and F2 with the
same correct-response probability 0.7 in Figure 3, the examinee
F1 with low ability (1) takes a long time (2.35), while the
response time (1.67) of the examinee F2 with high ability (2) is
short to obtain the same correct-response probability. Similarly,
the equiprobability curve based on item difficulty and time is
shown in Figure 4. The correct-response probability is the same
for two points on the equiprobability curve. The item with
high difficulty takes a long time, while the response time of
the item with low difficulty is short, giving the same correct-
response probability.

2.4. Model Identification
To ensure identification of the G3PLT model, either the scale of
latent traits or the scale of item parameters has to be restricted
(Birnbaum, 1968; Lord, 1980; van der Linden and Hambleton,
1997). In this paper, we set the mean and variance of the latent

FIGURE 4 | The equiprobability curve based on the item difficulty and time.

traits to zero and one, respectively (Bock and Aitkin, 1981). The
mean of the latent trait is fixed to remove the trade-off between
θi and bj in location, and the variance of the latent trait is fixed to
remove the trade-off among θi, bj, and aj in scale.

3. BAYESIAN INFERENCE

3.1. Prior and Posterior Distributions
In a Bayesian framework, the posterior distribution of the
model parameters is obtained based on the observed data
likelihood (sample information) and prior distributions (prior
information). In general, these two kinds of information have
an important influence on the posterior distribution. However,
in large-scale educational assessment, the number of examinees
is often very large. Therefore, the likelihood information plays a
dominant role, and the selection of different priors (informative
or non-informative) has no significant influence on the posterior
inference (van der Linden, 2007; Wang et al., 2018a). Based on
previous results (Wang et al., 2018a), we adopt the informative
prior distribution to analyze the following simulation studies
and real data. The specific settings are as follows. For the latent
ability, we assume a standardized normal prior, i.e., θi ∼ N(0, 1)
for i = 1, . . . ,N. The prior distribution for the discrimination
parameter aj is a lognormal distribution, i.e., aj ∼ logN(0, 1) for
j = 1, . . . , J. The prior distribution for the difficulty parameter
bj is a standardized normal distribution, i.e., bj ∼ N(0, 1) for
j = 1, . . . , J. For the guessing parameter, we assume a Beta
distribution, i.e., cj ∼ Beta(2, 10) for j = 1, . . . , J. Then, the
joint posterior distribution of the parameters given the data is as
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follows:

p(θ , a, b, c | Y ,T) ∝




N∏

i=1

J∏

j=1

p(Yij | θi, aj, bj, cj,Tij)




N∏

i=1

p(θi)

×
J∏

j=1

p(aj)p(b)p(cj). (3.1)

3.2. Bayesian Estimation
Bayesian methods have been widely applied to estimate
parameters in complex IRT models (see e.g., Albert, 1992; Patz
and Junker, 1999a,b; Béguin and Glas, 2001; Rupp et al., 2004).
In this study, the Metropolis-Hastings within Gibbs algorithm
(Metropolis et al., 1953; Hastings, 1970; Tierney, 1994; Chib and
Greenberg, 1995; Chen et al., 2000) is used to draw samples
from the full conditional posterior distributions because the
parameters of interest do not have conjugate priors within the
framework of the IRT model.

Detailed MCMC Sampling Process
Step 1: Sample the ability parameter θi for the ith examinee. We
independently draw θ∗i from the normal proposal distribution,

i.e., θ∗i ∼ N(θ
(r−1)
i , v2θ ). The prior of θi is assumed to follow a

normal distribution with mean µθ and variance σ 2
θ , i.e., θi ∼

N(µθ , σ
2
θ ). Therefore, the acceptance probability is given by

α(θ
(r−1)
i , θ∗i ) (3.2)

= min

{
1,

p(Y i | θ∗i , a
(r−1), b(r−1), c(r−1),Ti)pprior(θ

∗
i | µθ , σ

2
θ )

p(Y i | θ
(r−1)
i , a(r−1), b(r−1), c(r−1),Ti)pprior(θ

(r−1)
i | µθ , σ

2
θ )

}
.

Otherwise, the value of the preceding iteration is

retained, i.e., θi = θ
(r−1)
i . Here, Y i = (Yi1,Yti2, . . . ,YiJ),

Ti = (Yi1,Yti2, . . . ,YiJ), a = (a1, a2, . . . , aJ), b = (b1, b2, . . . , bJ),
and c = (c1, c2, . . . , cJ). In Equation (3.3), p(Y i | θi, a, b,Ti) =∏J

j=1(pij)
yij (1− pij)

1−yij , where pij is given in Equation (2.1).

Step 2: Sample the difficulty parameter bj for the jth item. We
independently draw b∗j from the normal proposal distribution,

i.e., b∗j ∼ N(b
(r−1)
j , v2j ). The prior of bj is assumed to follow a

normal distribution with mean µb and variance σ 2
b
, i.e., bj ∼

N(µb, σ
2
b
). The acceptance probability is given by

α(b
(r−1)
j , b∗j ) (3.3)

= min



1,

p(Y j | θ (r), a
(r−1)
j , b∗j , c

(r−1)
j ,Tj)pprior(b

∗
j | µb, σ

2
b
)

p(Y j | θ (r), a
(r−1)
j , b

(r−1)
j , c

(r−1)
j ,Tj)pprior(b

(r−1)
j | µb, σ

2
b
)



 .

Otherwise, the value of the preceding iteration is retained,

i.e., bj = b
(r−1)
j . Here, Y j = (Y1j,Y2j, . . . ,YNj),

Tj = (T1j,T2j, . . . ,TNj), and θ = (θ1, θ2, . . . , θN). In
Equation (3.3), p(Y j | θ , aj, bj, cj,Tj) =

∏n
i=1(pij)

yij (1− pij)
1−yij .

Step 3: Sample the discrimination parameter aj for the jth
item. We independently draw a∗j from the log-normal proposal

distribution, i.e., a∗j ∼ logN(log a
(r−1)
j , v2a). In addition, pprior(aj)

is a lognormal prior distribution, i.e., aj ∼ logN(µa, σ
2
a ). The

acceptance probability is given by

α(a
(r−1)
j , a∗j ) (3.4)

= min



1,

p(Y j | θ (r), a∗j , b
(r)
j , c

(r−1)
j ,Tj)pprior(a

∗
j | µa, σ

2
a )a

∗
j

p(Y j | θ (r), a
(r−1)
j , b

(r)
j , c

(r−1)
j ,Tj)pprior(a

(r−1)
j | µa, σ 2

a )a
(r−1)
j



 .

Otherwise, the value of the preceding iteration is retained,

i.e., aj = a
(r)
j . In Equation (3.4), (Y j | θ , aj, bj, cj,Tj) =∏n

i=1(pij)
yij (1− pij)

1−yij .

Step 4: Sample the guessing parameter cj for the jth item. We
independently draw c∗j from the uniform proposal distribution,

i.e., c∗j ∼ U(c
(r−1)
j −0.01, c

(r−1)
j +0.01). The prior of cj is assumed

to follow a Beta distribution, i.e., cj ∼ Beta(υ1, υ2). Therefore, the
acceptance probability is given by

α(c
(r−1)
j , c∗j ) (3.5)

= min



1,

p(Y j | θ (r), a
(r)
j , b

(r)
j , c∗j ,Tj)pprior(c

∗
j | υ1,υ2)

p(Y j | θ (r), a
(r)
j , b

(r)
j , c

(r−1)
j ,Tj)pprior(c

(r−1)
j | υ1,υ2)



 .

Otherwise, the value of the preceding iteration is retained,

i.e., cj = c
(r)
j . In Equation (3.5), p(Y j | θ , aj, bj, cj,Tj) =∏n

i=1(pij)
yij (1− pij)

1−yij .

3.3. Bayesian Model Assessment
Spiegelhalter et al. (2002) proposed the deviance information
criterion (DIC) for model comparison when the number of
parameters is not clearly defined. The DIC is an integrated
measure of model fit and complexity. It is defined as the sum of
a deviance measure and a penalty term for the effective number
of parameters based on a measure of model complexity. We
write � = (�ij, i = 1, . . . ,N, j = 1, . . . , J), where �ij =
(θi, aj, bj, cj)

′. Let {�(1), . . . ,�(R)}, where �(r) = (�
(r)
ij , i =

1, . . . ,N, j = 1, . . . , J), �
(r)
ij = (θ

(r)
i , a

(r)
j , b

(r)
j , c

(r)
j )′ for i =

1, . . . ,N, j = 1, . . . , J, and r = 1, . . . ,R, denote an Markov chain
Monte Carlo (MCMC) sample from the posterior distribution in
Equation (3.1). The joint likelihood function of the responses can
be written as

L(Y | �,T) =
N∏

i=1

J∏

j=1

f (yij | θi, aj, bj, cj, tij), (3.6)

where f (yij | θi, aj, bj, cj, tij) is the response probability of the
G3PLT model. The logarithm of the joint likelihood function in
Equation (3.6) evaluated at �(r) is given by

log L(Y | �(r),T) =
N∑

i=1

J∑

j=1

log f (yij | θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij).

(3.7)
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The joint log-likelihoods for the responses, log f (yij |
θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij), i = 1, . . . ,N and j = 1, . . . , J, are

readily available from MCMC sampling outputs, and therefore

log f (yij | θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij) in Equation (3.7) is easy to

compute. The effective number of parameters in the models is
defined by

pD = Dev(�)− Dev(�̂), (3.8)

where Dev(�) is a Monte Carlo estimate of the posterior
expectation of the deviance function Dev(�) = −2 log L(Y |
�,T), and the termDev(�̂) is computed by plugging the mean of
the simulated values of � into Dev(·), where �̂ =

∑R
r=1 �(r)/R.

More specifically,

Dev(�) = −
2

R

R∑

r=1

log L(Y | �(r)),

Dev(�̂) = −2 log L(Y | �̂).

(3.9)

The DIC can now be formulated as follows:

DIC = D̂ev(�)+2pD = D̂ev(�)+2
[
Dev(�)−D̂ev(�)

]
, (3.10)

A model with a smaller DIC value fits the data better.
Anothermethod is to use the logarithm of the pseudomarginal

likelihood (LPML) (Geisser and Eddy, 1979; Ibrahim et al., 2001)
to compare different models. This is also based on the log-
likelihood functions evaluated at the posterior samples of model
parameters. The detailed calculation process is as follows.

We letUij,max = max1≤r≤R[− log f (yij | θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij)],

and aMonte Carlo estimate of the conditional predictive ordinate
(CPO) (Gelfand et al., 1992; Chen et al., 2000) is then given by

log ̂(CPOij) = −Uij,max (3.11)

− log

{
1

R

R∑

r=1

exp[− log f (yij | θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij)− Uij,max]

}
.

Note that the maximum value adjustment used in log ̂(CPOij)
plays an important role in numerical stabilization in the

computation of exp[− log f (yij | θ
(r)
i , a

(r)
j , b

(r)
j , c

(r)
j , tij) − Uij,max]

in Equation (3.11). A summary statistic of the ĈPOij is the sum
of their logarithms, which is called the LPML and is given by

LPML =
N∑

i=1

J∑

j=1

log ̂(CPOij). (3.12)

A model with a larger LPML has a better fit to the data.

3.4. Accuracy Evaluation of Parameter
Estimation
To implement the MCMC sampling algorithm, chains of length
10,000 with an initial burn-in period 5,000 are chosen. In the
following simulation study, 200 replications are used. Five indices

are used to assess the accuracy of the parameter estimates. Let ϑ

be the parameter of interest. Assume that M = 200 data sets are
generated. Also, let ϑ̂ (m) and SD(m)(ϑ) denote the posterior mean
and the posterior standard deviation of ϑ obtained from themth
simulated data set form = 1, . . . ,M.

The bias for the parameter ϑ is defined as

Bias(ϑ) =
1

M

M∑

m=1

(ϑ̂ (m) − ϑ), (3.13)

and the mean squared error (MSE) for ϑ is defined as

MSE(ϑ) =
1

M

M∑

m=1

(ϑ̂ (m) − ϑ)2. (3.14)

The simulation SE is the square root of the sample variance of the
posterior estimates over different simulated data sets. It is defined
as

Simulation SE(ϑ) =

√√√√√ 1

M

M∑

m=1

(
ϑ̂ (m) −

1

M

M∑

ℓ=1

ϑ̂ (ℓ)

)2

, (3.15)

and the average of posterior standard deviation is defined as

SD(ϑ) =
1

M

M∑

m=1

SD(m)(ϑ). (3.16)

The coverage probability based on the 95% highest probability
density (HPD) intervals is defined as

CP(ϑ) (3.17)

=
# of 95% (HPD) intervals containing ϑ inM simulated data sets

M
.

4. SIMULATION STUDY

4.1. Simulation 1
We conduct a simulation study to evaluate the recovery
performance of the combined MCMC sampling algorithm based
on different simulation conditions.

Simulation Design
The following manipulated conditions are considered: (a) test
length J = 20 or 60 and (b) number of examinees N = 500,
1, 000, or 2, 000. Fully crossing different levels of these two factors
yields six conditions (two test lengths × three sample sizes).
Next, the true values of the parameters are given. True item
discrimination parameters aj are generated from a truncated
normal distribution, i.e., aj ∼ N(1, 0.2)I(aj > 0), j = 1, 2, . . . ,N,
where the indicator function I(A) takes a value of 1 if A is true
and a value of 0 if A is false. The item difficulty parameters bj
are generated from a standardized normal distribution. The item
guessing parameters cj are generated from a Beta distribution,
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i.e., cj ∼ Beta(2, 10). In addition, the ability parameters of the
examinees, θi, are also generated from a standardized normal
distribution. In each simulation condition, 200 replications
(replicas) are considered. Next, we generate the response time
data for each examinee based on the following facts:

1. The difficulty of each item has a direct impact on the response
time. That is to say, the time spent on simple items is shorter,
and the time spent on difficult items is longer.

2. In addition, the ability of each examinee also has a direct
impact on the response time. That is to say, examinees with
higher ability spend less time on an item.

3. Depending on the importance of the test (high-stakes test or
low-stakes test), the effect of the time constraint on the whole
test should be characterized by the time weighting.

In Wang and Xu (2015, p. 459), the average logarithms of the
response times for each item based on the solution behavior
follow a normal distribution. That is, log tj ∼ N(0.5, 0.25), j =
1, 2, . . . , J, where the average time tj spent on item j is about
1.64872 (= e0.5) min. We take the standardized transformation
t∗j = f (tj) = (log tj − 0.5)/0.5, so that t∗j ∼ N(0, 1), where

−∞ < t∗j < +∞.

Next, we consider the premise that the easier an item, the
shorter is the response time. The true values of the difficulty
parameter and the transformed time t∗j for each item are arranged

in order from small to large, i.e., b1 < b2 < · · · < bJ−1 < bJ
and t∗1 < t∗2 < · · · < t∗J−1 < t∗J . The corresponding item–time
pairs can be written as (b1, t

∗
1 ) < (b2, t

∗
2 ) < · · · < (bJ−1, t

∗
J−1) <

(bJ , t
∗
J ). The response time of each examinee is generated from

a normal distribution, i.e., t∗ij ∼ N(t∗j , 0.5), where j = 1, . . . , J.

Moreover, for a given item j, the premise that examinees with
higher ability spend less time on the item needs to be satisfied.
Therefore, we arrange θ1j > θ2j > · · · > θN−1,j > θN,j, and
t∗1j < t∗2j < · · · < t∗N−1,j < t∗N,j. The corresponding ability–

time pairs can be obtained by arranging the true values of the
ability parameter and the transformed time t∗ij , i.e., (θij, t

∗
ij). The

time weights range from 0 to 8. The higher the value of the
time weight, the weaker is the influence of the time factor of
the test on the correct-response probability of the examinee. In
this simulation study, we assume that the time factor of the test
has an important influence on the correct-response probability
of the examinee. Therefore, we set the time weight to 1 in this
simulation. Based on the true values of the parameters and the
response time data, the response data can be simulated using the
G3PLT model given by Equation (2.1).

Convergence Diagnostics
To evaluate the convergence of the parameter estimations, we
only consider convergence in the case of minimum sample sizes.
That is, the test length is fixed at 20, and the number of examinees
is 500. Two methods are used to check the convergence of our
algorithm. One is the “eyeball” method to monitor convergence
by visually inspecting the history plots of the generated sequences
(Zhang et al., 2007; Hung and Wang, 2012), and the other is the
Gelman–Rubin method (Gelman and Rubin, 1992; Brooks and
Gelman, 1998) for checking the convergence of the parameters.

The convergence of the Bayesian algorithm is checked by
monitoring the trace plots of the parameters for consecutive
sequences of 10,000 iterations. The trace plots show that all
parameter estimates stabilize after 5,000 iterations and then
converge quickly. Thus, we set the first 5,000 iterations as
the burn-in period. As an illustration, four chains started
at overdispersed starting values are run for each replication.
The trace plots of three randomly selected items are shown
in Figure 5. In addition, we find that the potential scale
reduction factor (PSRF) (Brooks and Gelman, 1998) values for
all parameters are less than 1.2, which ensures that all chains
converge as expected.

Recovery of Item Parameters
The average bias, MSE, SD, SE, and CP for discrimination,
difficulty, and guessing parameters based on six different
simulation conditions are shown in Table 3. The following
conclusions can be drawn.

1. Given the total test length, when the number of individuals
increases from 500 to 2,000, the average MSE, SD, and SE for
the discrimination, difficulty, and guessing parameters show
a decreasing trend. For example, for a total test length of
20 items, when the number of examinees increases from 500
to 2,000, the average MSE of all discrimination parameters
decreases from 0.0088 to 0.0072, the average SE of all
discrimination parameters decreases from 0.0022 to 0.0014,
and the average SD of all discrimination parameters decreases
from 0.0085 to 0.0066. The average MSE of all difficulty
parameters decreases from 0.0436 to 0.0213, the average SE
of all difficulty parameters decreases from 0.0272 to 0.0122,
and the average SD of all difficulty parameters decreases from
0.0362 to 0.0143. The average MSE of all guessing parameters
decreases from 0.0019 to 0.0013, the average SE of all guessing
parameters decreases from 0.0007 to 0.0006, and the average
SD of all guessing parameters decreases from 0.0013 to 0.0008.

2. The average SDs of the item parameters are larger than
their average SEs. This indicates that the fluctuations of
the posterior means of item parameters between different
replications are small compared with their fluctuations within
each replication.

3. Under the six simulated conditions, the average CPs of the
discrimination, difficulty, and guessing parameters are about
0.950.

4. When the number of examinees is held fixed but the number
of items increases from 20 to 40, the average MSE, SD, and SE
show that the recovery results for the discrimination, difficulty
and guessing parameters do not change much, which indicates
that the Bayesian algorithm is stable and there is no reduction
in accuracy due to an increase in the number of items.

In summary, the Bayesian algorithm provides accurate estimates
of the item parameters for various numbers of examinees and
items. Therefore, it can be used as a guide to practice.

Recovery of Ability Parameters
Next, we evaluate the recovery of latent ability from the plots of
the true values and the estimates in Figure 6. For a fixed number

Frontiers in Psychology | www.frontiersin.org 9 August 2020 | Volume 11 | Article 1791404

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Zhang et al. General Three Parameter Logistic Model

FIGURE 5 | The trace plots of three randomly selected items for the simulation study 1.

of examinees (500 or 1,000), when the number of items increases
from 20 to 60, the ability estimates become more accurate, with
the true values and the estimates basically lying on the diagonal
line. Note that the estimated abilities are the average of 200
replication estimates. Because of the increase in the number of
items, the probability of the situation in which all items are
answered correctly by the high-ability examinees and incorrectly
by the low-ability examinees, leading to a large deviation of the
ability estimators, is reduced. Therefore, the estimated values and
the true values of the ability at the end of the curve are closer

to the diagonal line when the number of items is 60. In summary,
the Bayesian sampling algorithm also provides accurate estimates
of the ability parameters in term of the plots of the true values and
the estimates.

4.2. Simulation 2
In this simulation study, we use the DIC and LPML model
assessment criteria to evaluate model fitting. Two issues need
further study. The first is whether the two criteria can accurately
identify the true model that generates data from numerous fitting
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models. The second concerns the influence of different time
weights in the G3PLT model on model fitting.

Simulation Design
In this simulation, the number of examinees is N = 1, 000 and
the test length is fixed at 20. Six item response models will be
considered: the traditional 3PLmodel and the G3PLTmodel with
time weights W = 0, 2, 4, 6, and 8. Thus, we evaluate the model
fitting in the following five cases:

• Case 1. Truemodel: G3PLTmodel with timeweight 0 vs. Fitted
model: 3PL model, G3PLT model with time weight 0.

• Case 2. Truemodel: G3PLTmodel with timeweight 2 vs. Fitted
model: 3PL model, G3PLT model with time weight 2.

• Case 3. Truemodel: G3PLTmodel with timeweight 4 vs. Fitted
model: 3PL model, G3PLT model with time weight 4.

• Case 4. Truemodel: G3PLTmodel with timeweight 6 vs. Fitted
model: 3PL model, G3PLT model with time weight 6.

• Case 5. Truemodel: G3PLTmodel with timeweight 8 vs. Fitted
model: 3PL model, G3PLT model with time weight 8.

The true values and prior distributions for the parameters are
the same as in Simulation 1. To implement the MCMC sampling
algorithm, chains of length 10,000 with an initial burn-in period
5,000 are chosen. The results of Bayesian model assessment based
on the 200 replications are shown in Table 4. Note that the
following results for DIC and LPML are based on the average of
200 replications.

From Table 4, we find that when the G3PLT model with time
weight 0 (G3PLT0) is the true model, the G3PLT0 model is
chosen as the better-fitting model according to the results for
DIC and LPML, which is what we expect to see. The medians of
DIC and LPML are respectively 25 324.43 and −13231.77. The
differences between the G3PLT0 model and 3PL model in the
medians of DIC and LPML are −33.72 and 199.23, respectively.
Similarly, when the G3PLT model with time weight 2 (G3PLT2)
is the true model, the G3PLT2 model is also chosen as the
better-fitting model according to the results for DIC and LPML.
The medians of DIC and LPML are respectively 22 777.38 and
−12221.93. The differences between the G3PLT2 model and 3PL
model in the medians of DIC and LPML are −74.07 and 21.75,
respectively. However, when the time weight increases from 4 to
8, the medians of DIC for the 3PL model and G3PLT model are
basically the same. This shows that the 3PL model is basically the
same as the G3PLT model with time weights 4, 6, and 8, which
is attributed to the fact that the G3PLT model reduces to the
traditional 3PL model when the time weight increases from 4 to
8. Based on the results for LPML, we find that the power of LPML
to distinguish between the true G3PLT4 (6, 8) model and the 3PL
model is stronger than that of DIC, because the LPMLs of the
twomodels differ greatly. For example, the difference between the
G3PLT8 model and 3PL model in the median of LPML is 46.45.

In summary, the two Bayesian model assessment criteria
can accurately identify the true model that generates data. In
addition, the process of transformation of the G3PLT model into
the traditional 3PL model is also reflected by the differences in
DIC and LPML. Therefore, the two Bayesian model assessment
criteria are effective and robust and can guide practice.
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FIGURE 6 | The comparisons between ability estimates and true values in different sample sizes. (A) The comparisons between ability estimates and true values

based on 500 examinees and 20 items. (B) The comparisons between ability estimates and true values based on 500 examinees and 60 items. (C) The comparisons

between ability estimates and true values based on 1,000 examinees and 20 items. (D) The comparisons between ability estimates and true values based on 1,000

examinees and 60 items.

5. REAL DATA

5.1. Data Description
In this example, the 2015 computer-based Program for
International Student Assessment (PISA) science data are
used. From among the many countries that have participated
in the computer-based assessment of the sciences, we choose
the students from the USA as the object of analysis. Students
with Not Reached (original code 6) or Not Response (original
code 9) are removed in this study, where Not Reached
and Not Response (omitted) are treated as missing data.
The final 548 students are used to answer 16 items, and

the corresponding response times are recorded. All 16
items are scored using a dichotomous scale. The 16 items
are respectively CR083Q01S, CR083Q02S, CR083Q03S,
CR083Q04S, DR442Q02C, DR442Q03C, DR442Q05C,
DR442Q06C, CR442Q07S, CR245Q01S, CR245Q02S,
CR101Q01S, CR101Q02S, CR101Q03S, CR101Q04S, and
CR101Q05S. The frequency histogram of logarithmic response
times and the correct rate for each item are shown in Figure 7.

5.2. Bayesian Model Assessment
To evaluate the impact of different time weights on the PISA data
and to analyze the differences between the G3PLT model and
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TABLE 4 | The results of Bayesian model assessment in Simulation 2.

Fitted model 3PL G3PLT0 G3PLT2 G3PLT4 G3PLT6 G3PLT8

Q1 25297.63 25270.07 – – – –

DIC Median 25358.15 25324.43 – – – –

Q3 25412.52 25379.70 – – – –

IQR 114.88 109.63 – – – –

G3PLT0 Q1 −13456.37 −13251.64 – – – –

LPML Median −13431.01 −13231.77 – – – –

Q3 −13406.19 −13218.86 – – – –

IQR 50.17 32.77 – – – –

Q1 22742.44 – 22677.65 – – –

DIC Median 22851.46 – 22777.38 – – –

Q3 22953.34 – 22890.79 – – –

G3PLT2 IQR 210.89 – 213.14 – – –

Q1 −12274.46 – −12246.10 – – –

LPML Median −12243.68 – −12221.93 – – –

Q3 −12221.43 – −12200.33 – – –

IQR 53.02 – 45.76 – – –

Q1 20529.71 – – 20522.24 – –

DIC Median 20614.41 – – 20613.60 – –

Q3 20711.15 – – 20708.31 – –

True IQR 181.44 – – 186.06 – –

Model G3PLT4 Q1 −11322.69 – – −11263.87 – –

LPML Median −11300.75 – – −11239.84 – –

Q3 −11273.01 – – −11219.60 – –

IQR 49.67 – – 44.26 – –

Q1 20210.35 – – – 20206.43 –

DIC Median 20295.34 – – – 20294.27 –

Q3 20386.09 – – – 20384.67 –

IQR 175.73 – – – 178.23 –

G3PLT6 Q1 −11102.84 – – – −11144.73 –

LPML Median −11079.08 – – – −11121.81 –

Q3 −11052.10 – – – −11098.77 –

IQR 50.74 – – – 45.96 –

Q1 20014.40 – – – – 20013.64

DIC Median 20111.34 – – – – 20112.86

Q3 20191.08 – – – – 20189.52

IQR 176.68 – – – – 175.87

G3PLT8 Q1 −11083.24 – – – – −11032.39

LPML Median −11053.93 – – – – −11007.48

Q3 −11026.44 – – – – −10981.35

IQR 56.79 – – – – 51.03

Note that the 3PL denotes three parameter logistic model, and the G3PLTw denotes the general three parameter logistic model with time weight w, where w = 0, 2, 4, 6, 8.

the traditional 3PL model in fitting the data, both models are
used to fit the data. G3PLT models with different time weights
W = 0, 1, 2, 3, 4, 5, 6, 7, and 8 are considered. In the estimation
procedure, the setting of the prior distributions is the same as in
Simulation 1. In all of the Bayesian computations, we use 10,000
MCMC samples after a burn-in of 5,000 iterations for eachmodel
to compute all posterior estimates.

Table 5 shows the results for DIC and LPML under the
3PL model and the G3PLT model with different time weights.
According to DIC and LPML, we find that the G3PLT model

with time weight 6 is the best-fitting model, with DIC and LPML
values of 8389.316 and −4196.672, respectively. The G3PLT
model with time weight 0 is the worst-fitting model, with DIC
and LPML values of 9708.940 and −4792.301, respectively. That
the G3PLT model with time weight 0 is the worst fitting model
can be attributed to the fact that the influence of the time effect
on the correct-response probability is relatively weak for the PISA
data. This is consistent with the the evaluation purpose of the
PISA test, which is a nonselective and low-stakes test. Examinees
lack motivation to answer each item carefully, and therefore the
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FIGURE 7 | The frequency histogram of logarithmic response times and the correct rate for each item in the real data.

time effect cannot be reflected. However, when the time weight
of the G3PLT model increases from 5 to 8, the DIC and LPML
values are basically the same as those in the case of the 3PL
model. Themodel fitting results once again verify that our G3PLT
model reduces to the traditional 3PLmodel when the time weight
increases to a certain value. Next, we will analyze the PISA data
based on the G3PLT model with time weight 6.

5.3. Analysis of Item Parameters
The estimated results for the item parameters are shown in
Table 6. We can see that the expected a posteriori (EAP)
estimates of the nine item discrimination parameters are greater
than one. This indicates that these items can distinguish well
between different abilities. In addition, the EAP estimates of the
11 difficulty parameters are less than zero, which indicates that
10 items are slightly easier than the other six. The three most
difficult items are items 8 (DR442Q06C), 7 (DR442Q05C), and
9 (CR442Q07S). The EAP estimates of the difficulty parameters
for these three items are, respectively 1.085, 0.900, and 0.839.
The corresponding correct rates for the three items in Figure 7

are 0.231, 0.257, and 0.285. The most difficult three items
have the lowest correct rates, which is consistent with our
intuition. The six EAP estimates of the guessing parameters
are larger than 0.1. The three items that the examinees are
most likely to answer correctly by guessing are items 11
(CR245Q02S), 12 (CR101Q01S), and 10 (CR245Q01S). The
EAP estimates of the guessing parameters for these three items
are respectively 0.132, 0.128, and 0.117. Among the 16 items,
item 7 is the best design item owing to the fact that it has
high discrimination and difficulty estimates, and the guessing
parameter has the lowest estimate in all of the items. Next,
we use the posterior standard deviation (SD) to evaluate the
degree of deviation from the EAP estimate. The average SD
of all discrimination parameters is about 0.005, the average

SD of all difficulty parameters is about 0.010, and the average
SD of all guessing parameters is about 0.001. We can see
that the average SD values of the three parameters are very
small, indicating that the estimated values fluctuate near the
posterior mean.

5.4. Analysis of Personal Parameters
Next, we analyze the differences between the estimated abilities
of examinees in the 3PL model and in the G3PLT model under
the same response framework, together with the reasons for these
differences. We consider four examinees with same response
framework for the 16 items, (1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1).
They are examinee 60, examinee 313, examinee 498, and
examinee 210, and the corresponding response times for these
examinees to answer the 16 items are 25.80, 29.36, 35.48, and
41.44 min. Under the framework of the 3PL model, the estimated
abilities of the four examinees are the same, 1.45. However,
taking into account the time factors for the four examinees, the
estimated abilities are different according to the G3PLT model
with time weight 6. The estimated abilities are 1.46, 1.42, 1.41,
and 1.38, respectively. We find that under the same response
framework, as the response times of the examinees increase from
25.80 to 41.44 min, the estimated abilities of the examinees
show a decreasing trend. This indicates that examinees with
short response times are more proficient in answering these
items than examinees with long response times. Therefore, the
ability of examinees with short response times to answer 15
items correctly should be higher than that of examinees with
long times. This once again shows that our G3PLT model
is reasonable. By incorporating the time effect into the IRT
model, the interpretation of the latent construct essentially shifts:
before we were measuring whether students could answer items
correctly, now we are measuring whether students can answer
items correctly and quickly.
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TABLE 5 | The results of Bayesian model assessment in real data analysis.

3PL G3PLT0 G3PLT1 G3PLT2 G3PLT3

DIC 8392.374 9708.940 9217.431 8825.986 8561.295

LPML −4197.832 −4792.301 −4565.769 −4395.082 −4275.351

G3PLT4 G3PLT5 G3PLT6 G3PLT7 G3PLT8

DIC 8441.556 8398.835 8389.316 8391.581 8390.254

LPML −4221.003 −4200.857 −4196.672 −4197.678 −4197.906

TABLE 6 | The results of item parameter estimation in real data analysis.

Parameter EAP SD HPDI Parameter EAP SD HPDI

a1 0.980 0.003 [0.873, 1.120] a9 1.199 0.003 [1.116, 1.312]

a2 0.927 0.003 [0.824, 1.025] a10 0.821 0.004 [0.688, 0.946]

a3 0.986 0.004 [0.857, 1.114] a11 1.059 0.006 [0.890, 1.200]

a4 1.034 0.003 [0.928, 1.139] a12 1.004 0.007 [0.874, 1.195]

a5 0.893 0.007 [0.723, 1.047] a13 1.037 0.006 [0.899, 1.198]

a6 1.084 0.005 [0.965, 1.211] a14 1.011 0.005 [0.883, 1.137]

a7 1.216 0.005 [1.062, 1.336] a15 0.986 0.006 [0.848, 1.190]

a8 1.087 0.004 [0.974, 1.203] a16 0.803 0.002 [0.715, 0.917]

b1 −0.065 0.009 [−0.240, 0.111] b9 0.839 0.007 [0.670, 0.995]

b2 −1.405 0.014 [−1.617,−1.170] b10 0.065 0.020 [−0.186, 0.391]

b3 −0.921 0.010 [−1.085,−0.693] b11 −0.147 0.016 [−0.374, 0.114]

b4 −0.519 0.009 [−0.700,−0.321] b12 0.530 0.014 [0.324, 0.795]

b5 −1.187 0.021 [−1.430,−0.849] b13 −1.608 0.015 [−1.846,−1.369]

b6 −0.920 0.011 [−1.124,−0.730] b14 −0.083 0.012 [−0.280, 0.149]

b7 0.900 0.007 [0.726, 1.069] b15 −1.145 0.016 [−1.429,−0.933]

b8 1.085 0.007 [0.876, 1.236] b16 0.272 0.016 [0.062, 0.547]

c1 0.065 0.000 [0.018, 0.120] c9 0.042 0.000 [0.016, 0.069]

c2 0.098 0.001 [0.026, 0.189] c10 0.117 0.001 [0.029, 0.192]

c3 0.079 0.001 [0.017, 0.156] c11 0.132 0.001 [0.056, 0.216]

c4 0.079 0.001 [0.015, 0.143] c12 0.128 0.001 [0.071, 0.190]

c5 0.107 0.002 [0.028, 0.199] c13 0.093 0.001 [0.028, 0.176]

c6 0.092 0.001 [0.019, 0.158] c14 0.115 0.001 [0.034, 0.177]

c7 0.026 0.000 [0.006, 0.045] c15 0.097 0.002 [0.022, 0.185]

c8 0.032 0.000 [0.009, 0.056] c16 0.103 0.001 [0.035, 0.165]

6. CONCLUDING REMARKS

In this paper, we propose a new and flexible general three-
parameter logistic model with response time (G3PLT), which
is different from previous response time models, such as the
hierarchical model framework proposed by van der Linden
(2007), in which the response and the response time are
considered in different measurement models, while a high-
level model represents the correlation between latent ability
and speed through a population distribution. However, our
model integrates latent ability, time, and item difficulty into a
item response model to comprehensively consider the impact
on the probability of correct response. This approach to
modeling is simpler and more intuitive. In addition, time
weights are introduced in our model to investigate the

influence of time intensity limited by different tests on the
correct-response probability. When the time weight reaches
8, our model reduces to the traditional 3PL model, which
indicates that the time factor has little influence on the
correct-response probability. The examinees then answer each
item correctly with the response probability given by the
3PL model.

However, the computational burden of the Bayesian algorithm
becomes excessive when large numbers of examinees or items
are considered or a large MCMC sample size is used. Therefore,
it is desirable to develop a standalone R package associated
with C++ or Fortran software for more extensive large-scale
assessment programs.

Other issues should be investigated in the future. First of
these is whether the G3PLT model can be combined with a
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multilevel structure model to analyze the influence of covariates
on the latent ability at different levels, for example, to explore
the influence of the time effect, gender, and socioeconomic
status on latent ability. Second, although we have found that
for different examinees with the same response framework,
the ability estimates from the 3PL model is the same, those
from the G3PLT model differ greatly. Examinees who take
less time should be more proficient in answering items, and
their ability should be higher than that of examinees who take
longer. “Proficiency” is a latent skill that is not the same as
latent ability. Whether we can connect proficiency and latent
ability through a multidimensional 3PLT model to analyze their
relationship is also an important topic for our future research.
Third, our newmodel can also be used to detect various abnormal
response behaviors, such as rapid guessing and cheating, with
the aim of eliminating deviations in ability estimates caused by
such behaviors.
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A fundamental assumption underlying latent class analysis (LCA) is that class indicators
are conditionally independent of each other, given latent class membership. Bayesian
LCA enables researchers to detect and accommodate violations of this assumption by
estimating any number of correlations among indicators with proper prior distributions.
However, little is known about how the choice of prior may affect the performance of
Bayesian LCA. This article presents a Monte Carlo simulation study that investigates
(1) the utility of priors in a range of prior variances (i.e., strongly non-informative to
strongly informative priors) in terms of Type I error and power for detecting conditional
dependence and (2) the influence of imposing approximate independence on model fit
of Bayesian LCA. Simulation results favored the use of a weakly informative prior with
large variance–model fit (posterior predictive p–value) was always satisfactory when the
class indicators were either independent or dependent. Based on the current findings
and the additional literature, this article offers methodological guidelines and suggestions
for applied researchers.

Keywords: conditional dependence, Bayesian latent class analysis, approximate independence, prior variance,
model fit

INTRODUCTION

Latent class analysis (LCA; Lazarsfeld and Henry, 1968) is a probability model–based tool that
analyzes categorically scored data by introducing a latent variable. As the name suggests, the latent
variable (usually) consists of a small number of levels, called “latent classes” that characterize
the categories of a theoretical construct. The primary aim of LCA is to identify class members
that are homogenous within the same class but distinct between different classes in terms of
responses to a set of observed variables (i.e., latent class indicators). Once identified, the latent
classes are compared with each other for auxiliary variables such as covariates and distal outcomes
presumed to be antecedents or consequences of the classification (Asparouhov and Muthén, 2014;
Vermunt, 2010).

LCA has been extended to accommodate various types of observed data–for example, latent
profile analysis with continuous indicators, multilevel mixture models for clustered data, growth
mixture models and latent transition models for longitudinal observations, and survival mixture
models with time–censored indicators. Owing to such flexibility in data distribution that can
be modeled, LCA and other mixture approaches recently have been increasingly adopted in a
variety of disciplines, including cognitive diagnostic testing (Rupp et al., 2010) health and medicine
(Schlattmann, 2010) genetics (McLachlan et al., 2004) machine learning (Yang and Ahuja, 2001)
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and economics (Geweke and Amisano, 2011). More recently,
methodological advances have made it feasible to estimate LCA
models within the Bayesian framework; see Li et al. (2018) and
Asparouhov and Muthén (2010).

Assumption of Conditional
Independence in LCA
Another key advantage of using LCA is that it does not require the
rigid assumptions of traditional classification methods (Muthén,
2002; Muthén and Shedden, 1999; Magidson and Vermunt,
2004). Still, LCA assumes that class indicators are conditionally
independent of each other, given class membership–i.e., class
indicators are uncorrelated within each class. This implies that
the associations among the indicators are accounted for only
by the latent classes and there are no other latent variables
influencing the indicators. A violation of this local independence
assumption (i.e., conditional dependence) can lead to severe
bias in estimating LCA parameters that include classification
error, class probabilities, and posterior classification probabilities
(Vacek, 1985; Torrance-Rynard and Walter, 1998; Albert and
Dodd, 2004). An additional drawback that is common with
conditional dependence is model misfit. That is, unmodeled
dependence among indicators can induce poor model fit and
incorrect values of information criteria [e.g., Akaike information
criterion (AIC), Bayesian information criterion (BIC)], resulting
in spurious latent classes (usually with an overestimated
number of classes).

Current Methods for Handling
Conditional Dependence
When conditional dependence is suspected, a viable option
is to model the dependence “directly” (Uebersax, 1999;
Hagenaars, 1988). The correlation between each pair of
indicators is freely estimated; and a significant improvement
in model fit supports relaxing the conditional independence
assumption on locally dependent indicator pairs. Still, there is
a caveat to this approach. Freeing the constrained parameters
(correlations) often makes the model non–identifiable or results
in highly unstable parameter estimates, because the dependencies
captured by the latent classes are difficult to separate from
nuisance local dependencies. An alternative option to deal
with conditional dependence is employing a latent variable(s).
Factor mixture modeling, for example, models conditional
dependence by allowing for the indicators to be loaded on
a continuous latent variable in addition to their loading on
the discrete latent variable representing/forming classes (Lubke
and Muthén, 2007). This approach is yet limited because in
many applications indicators do not necessarily represent an
interrelated dimension(s) of a generic construct and thus models
can suffer from estimation challenges. Other applications of
modeling conditional dependence can be found in Qu et al.
(1996), Wang and Wilson (2005), Im (2017), Hansen et al. (2016),
and Zhan et al. (2018).

Beyond handling conditional dependence, researchers may
want to monitor and detect the sources of conditional
dependence. Magidson and Vermunt (2004) proposed bivariate

residual (BVR)–a high value of BVR for a pair of indicators
reveals model misfit due to (residual) conditional dependence
between the indicators. A drawback of BVR is that its distribution
is unknown. Oberski et al. (2013) recommended using BVR
with a bootstrapping procedure which approximates a chi–square
distribution. They also showed that Lagrange multiplier test,
also called modification index, performs well in identifying the
sources of conditional dependence, showing adequate power and
controlled Type I error.

New Method: Assumption of Conditional
Independence in Bayesian LCA
In Bayesian statistics, the researcher’s belief about the value of
a parameter is formulated into a distribution, which is called
prior distribution (often simply called prior). Data also inform
about the parameter value, yielding a conditional distribution
of the data given the parameter, which is called likelihood.
The likelihood modifies the prior distribution into a posterior
distribution (often simply called posterior). Finally, a parameter
estimate is inferred through a sampling of ‘plausible’ values
from the posterior.

A prior having small variance (i.e., a narrow prior distribution)
represents the researcher’s small uncertainty about the parameter
value. This small–variance (“informative”) prior makes relatively
more contribution to constructing the posterior than does the
likelihood. On the other hand, a prior having a large variance
(i.e., a wide prior distribution) represents large uncertainty about
the parameter value, and the large–variance (“non–informative”)
prior yields relatively less influence on the formation of the
posterior than does the likelihood (Muthén and Asparouhov,
2012; MacCallum et al., 2012). Thus, the model would fit the data
very closely if non–informative priors were specified for all model
parameters, but the parameter estimates might be scientifically
untenable (Gelman, 2002).

Recent methodological advances have made it possible to
incorporate latent variable modeling in the framework of
Bayesian statistics (O’sullivan, 2013; Silva and Ghahramani,
2009). Bayesian estimation in latent variable modeling is
advocated particularly for avoiding the likely problem of a
non–identifiable model or an improper solution in maximum–
likelihood estimation. For instance, the researcher may replace
the parameter specification of “exact zeros” with “approximate
zeros” by imposing informative priors on the parameters that
would have been fixed to 0 for hypothesis testing or scale
setting in ML estimation (Muthén and Asparouhov, 2012).
In Muthén and Asparouhov (2012) illustration of Bayesian
structural equation modeling (BSEM), priors for factor loadings
are specified to be normal with zero mean and infinity variance
(i.e., non–informative priors), while priors for cross–loadings are
specified to follow a normal distribution having zero mean and
0.01 variance (i.e., informative priors)–95% of the cross–loading
values are between –0.2 and 0.2 in the prior distribution. A few
real–data applications and Monte Carlo simulations showed
that the “approximate zeros” strategy performs well for both
measurement and structural models that involve cross–loadings,
residual correlations, or latent regressions with respect to model
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fit testing, coverage for key parameters, and power to detect
model misspecifications (Muthén and Asparouhov, 2012).

The idea of this “approximate zeros” approach is applicable
for detecting and accommodating violations of the conditional
independence assumption in LCA. Rather than fixing to 0, the
researcher may freely estimate all or some tetrachoric (for binary
class indicators) or polychoric (for polytomous class indicators)
correlations among the indicators using informative priors with
zero mean and small variance (i.e., approximate independence;
Asparouhov and Muthén, 2011). Asparouhov and Muthén (2010,
2011) suggested Bayesian LCA that relaxes the conditional
independence assumption to an assumption of approximate
independence. This flexible Bayesian LCA can avoid a false
class formation that is often caused by ignoring conditional
dependence, or equivalently, neglecting (i.e., fixing) nonzero
correlations among indicators.

To illustrate this method, a model was fitted to the data
from Midlife in the United States (MIDUS), 2004—-2006, a
national survey of 4,963 Americans aged 35 to 86. The class
indicators were 10 binary items (yes/no) asking the main reasons
for discrimination respondents experienced: age, gender, race,
ethnicity or nationality, religion, height or weight, some other
aspect of appearance, physical disability, sexual orientation, and
some other reason (B1SP3A–B1SP3J). The model specified two
classes and approximate independence between each pair of the
indicators by imposing a prior on the tetrachoric correlation. The
model fit was adequate, and the classification quality was excellent
with an entropy value of 1 (35% of the sample in the first class and
65% in the second class). More important, the correlations among
the indicators deviated from zero ranging from –0.28 to 0.42 and
they were higher in the first class (M = 0.19, SD = 0.14) than in the
second class (M = –0.05, SD = 0.15). These results suggest that the
model of approximate independence could detect and properly
model the fair amounts of conditional dependence. The Mplus
input for this analysis is shown in Appendix (B1SP3A-B1SP3J are
renamed to U1-U10 for illustrative purpose).

More research is warranted to investigate the performance
of this method as a tool for detecting conditional dependence
and acknowledge potential consequences of incorporating
approximate independence into LCA models. Another scientific
inquiry is evaluating model fit of Bayesian LCA under the
assumption of approximate independence. Asparouhov and
Muthén (2011) argued that posterior predictive checking is
needed to evaluate the fit of flexible Bayesian LCA models. In
Bayesian statistics, one possible measure of model-data fit is
posterior predictive p-value (PPP). The process of deriving PPP
is quite technical (Gelman et al., 1996) but the key application
is simple-a PPP around 0.50 suggests an excellent fit. Although
there is no theoretical cutoff of alarming poor fit, Muthén and
Asparouhov (2012) suggested that a PPP around 0.10, 0.05, or
0.01 would indicate a significantly ill-fitting model.

Purpose of Study
Although the literature has suggested flexible Bayesian LCA as
an alternative approach to detect and accommodate conditional
dependence between indicators, there is no specific guideline
about to what degree a prior should be informative to properly

model the conditional dependence (Ulbricht et al., 2018). To
the authors’ knowledge, only a strongly informative prior was
empirically studied under limited conditions (Asparouhov and
Muthén, 2011). Thus, this article presents a simulation study
of which aim is to examine (1) the utility of priors in flexible
Bayesian LCA with a wide range of variances (i.e., strongly non-
informative to strongly informative priors) in terms of Type
I error and power for detecting conditional dependence; and
(2) the influence of imposing approximate independence on fit
(PPP) of Bayesian LCA. The current investigation focuses on
the simple case of binary indicators measured in cross-sectional
research-that is, flexible Bayesian LCA as a beginning attempt
to understand the performance of LCA under the assumption of
approximate independence.

MATERIALS AND METHODS

This section illustrates the model specifications of LCA; and
describes the simulated conditions and Monte Carlo procedure
utilized to examine the performance of Bayesian LCA under the
approximate independence assumption.

Bayesian LCA Models
Let Y be a full response vector for a set of J indicators, where
j = 1,. . ., J; and let X be a discrete latent variable consisting of M
latent classes. A particular class is denoted by m. The probability
of a particular response pattern on J indicators can be defined as
follows:

P(Y) =

M∑
m=1

P(X = m)f (Y|X = m) (1)

Let yj denote a response on indicator j; then conditional density
for indicator j (f (yj|X = m)) is statistically independent of
each other, given latent class membership m. Therefore, the
conditional independence assumption can be represented as

P(Y) =

M∑
m=1

P(X = m)

J∏
j=1

f (yj|X = m) (2)

The conditional density f (yj|X = m)depends on the assumed
distribution of responses. Suppose the response vector Y =
(y1, y2, . . . , yJ)Tconsists of J binary variables. Then themth latent
class density is given by f (yj|X = m) = ρ

yj
mj(1− ρmj)

1−yj , where
ρmj denotes the probability of endorsing item j for given latent
class membership m (f (yj = 1|X = m)).

This standard LCA model can be formulated in terms of
a multivariate probit model with a continuous latent response
variable y∗j for indicator j:

y∗j |X ∼ N(µjm, 1), (3)

whereyj = 0, theny∗j < 0; thus ρmj = 0, then P(y∗j < 0|X = m) =

8(µjm). A multivariate form of this model can be expressed as

y∗j |X ∼ N(µjm, 1), (4)
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where Y∗ = (y∗1, y
∗
2, . . . , y

∗
J )

T , µm = (µ1m, µ2m, . . . ,µJm)T and
I is a correlation matrix that all the off-diagonal elements are
equal to 0. The conditional dependence model with correlated
indicators is to replace Eq. 4 with

Y∗|X ∼ N(µm, 6m), (5)

where 6m represents an unrestricted correlation matrix. The
off-diagonal elements in 6m are called a tetrachoric correlation
for binary indicators that can be varied across classes. When
indicators have more than two categories, the correlation is called
a polychoric correlation. These correlations can be estimated
by maximizing the log-likelihood of the multivariate normal
distribution. The parameters of the conditional dependence
LCA model can be estimated using the Markov chain
Monte Carlo (MCMC) algorithm. The details about MCMC
estimation with prior information on each parameter are
provided by Asparouhov and Muthén (2011).

Population Model (Data Generation)
Two classes (Class 1 and Class 2) of equal size were simulated
in the population model with 10 binary class indicators. The
simulation conditions examined by Asparouhov and Muthén
(2011) were included in the current study for the sake of
comparability, along with some additional conditions. To vary
the level of conditional dependence among the indicators, data
were generated such that the tetrachoric correlation matrix in
Class 1 had all zero values (no dependence); or three nonzero
values ρ1,12 = ρ1,39 = ρ1,57 = 0.20, 0.50, or 0.80 (small, medium,
and large, respectively) and zero values for all other elements.
Here, ρm,jk is the correlation between indicator j and indicator
k in class m. The tetrachoric correlation matrix in Class 2 had
all zero values; or all zero values except for ρ2,46 = 0.20, 0.50,
or 0.80. The size of the nonzero correlations, if present, were
matched to be equal between the two classes. In addition, the
indicator thresholds µm,k were set to be equal within each class
but opposite in sign between the two classes-µ1,k = 1.00 and
µ2,k = −1.00, which yields a reasonable class separation at two
standard deviations (Lubke and Muthén, 2007). Sample size was
also simulated as N = 50, 75, 100, 500 in increments of 25, and
N = 1,000.

Analysis Model
The analysis model specified a weakly informative prior for
the indicator thresholds µm,k (∼ N [0, 5]) and for the class
threshold qm (∼ Dirichlet distribution D [10, 10]). They are
the default priors in Mplus 8 and not the focus of the current
study. Another default prior, inverse Wishart distribution IW
(I, f ), where I is identity matrix and f is degrees of freedom
(df ), was specified for the tetrachoric correlations among the
class indicators. To vary the variance of the priors, f was set
to be 11, 52, 108, 408, or 4,000. In this way, the correlations
were modeled as following a symmetric beta distribution on
the interval [–1, 1] with mean zero and variance of 0.33, 0.02,
0.01, 0.003, or 0.00003-consequently, 95% confidence limits of
the correlations approximately equal to ±1.13, ±0.30, ±0.20,
±0.10, or ±0.01, respectively (Barnard et al., 2000; Gill, 2008;

Asparouhov and Muthén, 2011). The prior having the largest
variance (0.33) was strongly non-informative because it indeed
corresponds to a uniform distribution on the interval [–1, 1]. The
prior having the second largest variance (0.02) was considered
weakly non-informative, and the other three priors with relatively
small variance were considered strongly informative (0.00003),
informative (0.003), and weakly informative (0.01).

Monte Carlo Specifications
Two hundred samples were drawn from each of 400 simulation
conditions (20 sample sizes × 4 levels of correlations among
the indicators × 5 prior variances), yielding a total of 80,000
replications. In Bayesian estimation, two independent Markov
chains created approximations to the posterior distributions,
with a maximum of 50,000 iterations for each chain. The first
half of each chain was discarded as being part of the burn-
in phase. Convergence was assessed for each parameter using
the Gelman-Rubin criterion (Gelman and Rubin, 1992) the
convergence rate was 100% in all simulated conditions. The
medians of the posterior distributions were reported as Bayesian
point estimates, which is the default setting in Mplus 8. Model
fit (PPP) was calculated based on the chi-square discrepancy
function (Scheines et al., 1999; Asparouhov and Muthén, 2010).

RESULTS

This section presents the results of the simulation study regarding
(1) the effects of the condition factors (sample size, correlation
size, prior variance) on Type I error and power of flexible
Bayesian LCA for detecting conditional dependence; (2) the
effects of the condition factors on fit (PPP) of the model; and (3)
bias in Bayesian estimates of indicator correlations.

Type I Error and Power for Testing
Conditional Dependence
Figure 1 depicts how often (zero or nonzero) correlations were
detected to be significantly different from zero at the nominal
alpha level of 0.05-“% significant.” It should be noted that this
figure summarizes the outcomes on a particular pair of indicators
(the first and second indicators at Class 1), but the results are
almost identical to those from other indicator pairs. Type I error,
false positive on a true zero correlation, was well controlled in the
flexible Bayesian LCA model. In fact, the average % significant,
represented by the blue lines in Figure 1, was below 5% for any
prior variance and for any sample size (see the bottom panel).

Power for detecting a nonzero correlation increased with the
use of less informative priors (see the top three panels). As
would be anticipated, a true nonzero correlation (ρ1,12 = 0.20,
0.50, or 0.80) was seldom estimated to be significantly different
from zero if the strongly informative prior was imposed on this
parameter. Also, power for detecting a true small correlation
(ρ1,12 = 0.20) was always less than satisfactory (i.e., <80%)
regardless of prior variance (see the bottom second panel).
When the correlation was moderate (ρ1,12 = 0.50), a (either
weakly or strongly) non-informative prior and a sample size of
at least 500 were required to yield acceptable power. For the
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FIGURE 1 | Accuracy of testing zero and nonzero correlations by correlation size, sample size, and prior variance. The blue dots represent average % significant and
the blue line represents smoothed conditional means of % significant. The green line indicates % significant of 0.80, a satisfactory power to detect a true nonzero
correlation (top three panels). Note that the conditional means greater than 1 are not plausible values and merely indicate prediction artifact.

prior that allows for 95% of estimates to be within +0.10 and –
0.10 (i.e., an informative prior), power was adequate (≥80%)
when and only when a true large correlation (ρ1,12 = 0.80) was
estimated from a sample greater than N = 500. For the priors
having larger variance (weakly informative, non-informative, and
strongly non-informative priors), power for detecting a true large
correlation (ρ1,12 = 0.80) was satisfactory if the sample size
was at least 300.

Model Fit of Flexible Bayesian LCA
Analysis of variance was conducted to identify which condition
factors considerably influenced PPP. The estimated effect sizes
(η2) of the three condition factors and their interactions are
provided in Table 1. Sample size had a negligible effect on
PPP (η2 = 0.020), which is similar to the findings for Bayesian
confirmatory factor analysis in Muthén and Asparouhov (2012).
PPP was largely influenced by the size of correlations (i.e., the
magnitude of conditional dependence) among the indicators
(η2 = 0.388), as well as by the choice of prior variance for
these parameters (η2 = 0.104). Small to moderate effects were
observed for the interactions between the condition factors
(η2 = 0.014–0.057).

TABLE 1 | Effects of simulation condition factors on posterior predictive P-value.

Condition factor η2

Sample size (N) 0.020

Correlation size (C) 0.388

Prior variance (P) 0.104

N × C 0.042

N × P 0.022

C × P 0.057

N × C × P 0.014

Figure 2 describes the (large) effects of correlation size
and prior variance in a series of plots, in which the y-axis
represents PPP and the x-axis represents sample size. Recall
that the tetrachoric correlations between the indicators were
simulated to be 0, 0.20, 0.50, or 0.80-no, small, medium, and
large, respectively (in Figure 2, from the bottom to top panels).
Also, recall that the prior (symmetric beta) distributions for
these parameters were specified to have mean zero and variance
of 0.00003, 0.003, 0.01, 0.02, or 0.33-strongly informative,
informative, weakly informative, weakly non-informative, and
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FIGURE 2 | Posterior predictive P-value by sample size, correlation size, and prior variance. The gray dots represent estimated PPP and the blue line represents
smoothed conditional means of PPP. The green line indicates PPP of 0.50, an excellent fit.

strongly non-informative, respectively (in Figure 2, the panels
from left to right). The average PPP, represented by the blue
lines in Figure 2, was close to its expected value of 0.50 when
the actual value of the correlations was zero-that is, when the
indicators were conditionally independent within each class-
regardless of different choices for prior variance. Deviations
from 0.50 appeared with the use of less informative priors (i.e.,
larger prior variances), though the discrepancy was negligible
(see the bottom panel). Similar results were found in the case of
small correlations, or equivalently, small conditional dependence
(ρm,jk = 0.20; see the second bottom panel). In contrast, the
average PPP decreased farther from 0.50 with the correlations
greater than small (ρm,jk = 0.50–0.80; see the top two panels),
and more quickly when a more informative prior was chosen
for the correlations-that is, interaction between correlation size
and prior variance. Still, model fit was good if the strongly
non-informative prior was specified for moderate and large
correlations (in fact, correlations in any size).

The interactions of sample size with correlation size and prior
variance are also exhibited in Figure 2. When the correlations
between the indicators were less than moderate (ρm,jk = 0–0.20;
see the bottom two panels), sample size had no impact on
model fit. When the correlations were rather moderate or large

(ρm,jk = 0.50–0.80; see the top two panels), PPP decreased as
sample size increased; such deterioration in model fit became
greater as the prior was more informative. In general, PPP was
less variable as compared to the findings for Bayesian CFA
(Muthén and Asparouhov, 2012).

Bias in Bayesian Estimates Due to the
Presence of Conditional Dependence
Table 2 shows the Bayesian estimates of indicator correlations
in Class 1 from the fitted flexible Bayesian LCA models. Recall
that the correlation between the first and second indicators was
simulated to beρ1,12 = 0, 0.20, 0.50, or 0.80, while the correlations
between the first and third indicators and between the third and
eighth indicators were always zero in the population (ρ1,13 =

ρ1,38 = 0). These three indicators were purposefully selected to
scrutinize the influence of conditional dependence on estimating
correlations among other pairs of indicators. Similar to the
findings for cross-loadings in Bayesian CFA (Asparouhov and
Muthén, 2011) the estimate of a true zero correlation (i.e.,
conditional independence) was negatively biased by the presence
of a true nonzero correlation(s) (i.e., conditional dependence).
For example, both ρ̂1,13 and ρ̂1,38 deviated farther from their
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TABLE 2 | Bayesian estimates of true zero correlations between class indicators.

ρ1,12 Prior ρ̂1,12 ρ̂1,13 ρ̂1,38

0.20 Strongly informative 0.0002 0.0000 0.0000

Informative 0.0134 −0.0006 0.0008

Weakly informative 0.0385 −0.0022 0.0019

Weakly non-informative 0.0594 −0.0036 0.0027

Strongly non-informative 0.1012 −0.0077 0.0052

0.50 Strongly informative 0.0004 0.0000 0.0000

Informative 0.0370 −0.0006 0.0000

Weakly informative 0.1023 −0.0024 −0.0002

Weakly non-informative 0.1544 −0.0040 −0.0008

Strongly non-informative 0.2543 −0.0073 −0.0023

0.80 Strongly informative 0.0009 0.0000 0.0000

Informative 0.0711 −0.0025 −0.0009

Weakly informative 0.1892 −0.0083 −0.0034

Weakly non-informative 0.2769 −0.0139 −0.0061

Strongly non-informative 0.4361 −0.0233 −0.0116

population value (0) in the negative direction as ρ1,12 increased.
Such bias became greater (i) when a less informative prior was
specified for these parameters and (ii) when one (or both) of the
two indicators had a nonzero correlation with other indicator(s)
within the same class. Still, Type I error was well controlled-a true
zero correlation (ρ1,13 = ρ1,38 = 0) was estimated as significantly
different from zero in less than 5% of chances.

DISCUSSION

The central assumption of LCA is the conditional independence
of indicators, given latent class membership. The current
literature has shown that Bayesian LCA under the assumption
of approximate independence provides an accessible alternative
way of detecting violations of the conditional independence
assumption (Asparouhov and Muthén, 2011). Unfortunately,
little is known about how the performance of Bayesian LCA
would be changed by a different choice of prior, even though
the prior is the key element of Bayesian analysis. The current
study, therefore, explores the utility of priors in a range of prior
variances in terms of Type I error and power for detecting
conditional dependence, model fit (PPP), and parameter bias.
In doing so, the authors believe this article contributes to the
methodology and applied communities by offering modeling
guidance to be considered when researchers choose Bayesian
LCA as a tool for analyzing highly correlated data.

Summary of Findings and Implications
The findings of the current simulation study show that Bayesian
LCA could adequately control for the Type I error of falsely
finding a true zero correlation as significantly different from
zero. In fact, it is a somewhat rigorous test with Type I error
smaller than 5% for all conditions examined. Power for detecting
a nonzero correlation increased if a non-informative, rather than
informative, prior was chosen. If the researcher secured a sample
that included 300 or more, power for testing a large correlation

would be satisfactory with any choice from weakly informative
to strongly non-informative priors. For all priors examined, a
true small correlation (i.e., 0.20) was significant in less than
half of the replications. This finding implies that even when a
correlation is estimated to have a positive value, the modeling
may not produce enough power to establish significance for
that correlation. Thus, a non-significant correlation should not
be automatically discounted as being zero. Instead, the size of
the estimated value should also be taken into account (Ulbricht
et al., 2018). Unfortunately, another layer of complexity is
that the Bayesian estimate may be biased downwardly by the
presence of other nonzero correlations among the indicators, as
observed in the current simulation. In many research settings,
the true distribution of parameters is usually unknown and
thus, researchers should be cautious about choosing extremely
informative priors in either direction.

This study also found that model fit (PPP) of Bayesian LCA
is susceptible to the magnitude of conditional dependence and
the prior variance specified for the corresponding parameters
(correlations). It is not surprising that in our simulation,
approximate independence models fit well when the actual
value of indicator correlations was equal to the prior mean
(0). Rather, it is interesting that when the actual correlation
value was different from the prior mean, model fit decreased
as a more informative prior (i.e., smaller prior variance) was
imposed on the correlations. A smaller variance may not let
correlations escape from their zero prior mean, producing a
worse PPP value. In a similar vein, model fit was acceptable when
a non-informative prior was specified with a large prior variance
regardless of the degree of dependence.

One should determine priors ahead of data collection in
accordance with his/her substantive theory and/or previous
findings from similar populations. In the context of cluster
analysis, the researcher may consider either informative or
non-informative priors when conditional independence has
been confirmed a priori so that indicator correlations are
nuisance parameters. More often, the nature of cluster analysis
is rather exploratory (Lanza and Cooper, 2016) looking for
or testing for correlated indicators. In such a case, the
researcher may begin with non-informative priors reflecting
large uncertainty on the parameter values. Otherwise, a range
of priors will be equally inspired. Nevertheless, our simulation
suggests that less informative priors, even strongly non-
informative priors, would be a promising choice for running
flexible Bayesian LCA.

Limitations and Future Research
Although a few important findings and implications were
discussed in this article, the current simulation study has
two notable limitations that need to be addressed in future
research. First, one must assess the validity of the findings
because any variation in Bayesian application may affect
the trustworthiness of the simulation results. For instance,
other BSEM fit measures-e.g., deviance information criteria
(Spiegelhalter et al., 2002) widely applicable information criterion
(Watanabe, 2010) and leave-one-out cross-validation statistics
(Gelfand, 1996) and available significance tests for conditional
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independence (Andrade et al., 2014) should be considered to
confirm the performance of flexible Bayesian LCA.

Second, caution should be paid to generalizing the findings
beyond the conditions included in the study. The simulation
considered only two latent classes and a relatively small number
(10) of binary indicators. The number of latent classes and the
number of their indicators are not expected to considerably
affect Type I error and power of the analysis and bias in
parameter estimation but may have an impact on model fit
(PPP). In addition, only the default priors set by Mplus 8 were
analyzed in this study. Asymmetric, rather than symmetric,
binomial distribution may be a better prior for correlations
among class indicators because correlations are bounded by two
values (–1 and 1). Mode or mean of posterior distribution, rather
than median, can serve as a better point estimate for correlations
particularly when the distribution is not normal. Because the

exact distribution of a posterior is typically not known, it is
recommended to plot the posterior distribution and choose the
measure that best represents the sample. Taken together, further
simulation work is encouraged to continue to increase the utility
of Bayesian LCA for various models and data environments.
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APPENDIX

TITLE: Bayesian latent class analysis model of approximate independence

DATA: FILE = example.dat;
!Names data set.

VARIABLE: NAMES = u1-u10;
!Assigns names to the variables in the data set
CATEGORICAL = u1-u10;
!Specifies which dependent variables are treated as binary or ordered categorical variables in the model and its estimation. In this example,
all dependent variables are binary.
MISSING = .;
!Specifies the values or symbols in the data set that are treated as missing or invalid. In this example, dot (.) is the missing value flag.
CLASSES = C(2);!Assigns names to the categorical latent variables in the model and specifies the number of latent classes for each
categorical latent variable. In this example, the latent variable C has two classes.

ANALYSIS: ESTIMATOR = BAYES;
!Activates the Bayesian estimator.
CHAINS = 2;
!Specifies using two Markov Chains for conducting the analysis.
PROCESSORS = 2;
!For use in multi-core systems, assigns two processors with one per chain;
TYPE = MIXTURE;
!Carries out a mixture analysis.

MODEL: %OVERALL%
%C#1%
!In the first class,
[u1$1-u10$1*1]; !Specifies starting values (in this example, 1) for the thresholds of the dependent variables
u1-u10 WITH u1-u10*0 (p1-p45);
!Assigns labels to the correlations among the dependent variables
%C#2%
[u1$1-u10$1*1];
u1-u10 WITH u1-u10*0 (p46-p90);

MODEL PRIORS: p1-p90 ∼ IW(0, 11);
!Assigns priors (in this example, inverse Wishart distributions) to the correlations among the dependent variables.
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Although several screening tests for recognizing early signs of reading and spelling
difficulties have been developed, brief and methodologically grounded tools for teachers
are very limited. The present study aimed to lay the foundation for a new screening tool
for teachers: the Checklist for early Indicators of risk Factors in Reading Ability (CI-FRA).
The proposed checklist consists of 20 items, based on a 7-point Likert scale, and it
investigates five domains: reading, writing, attention, and motor skills. Six hundred sixty-
seven children were evaluated by 40 teachers during the first year of primary school
and, longitudinally, in the second year. Exploratory factor analysis and confirmatory
factor analysis (CFA) were applied to verify structural validity. Concurrent validity was
assessed by Spearman correlation to analyze the link between CI-FRA and reading and
spelling standardized tests and cognitive tests. Reliability was assessed by Cronbach α

and interclass correlation coefficient. The CFA reported a three-factor structure as the
optimal solution, including language (reading and writing), visuospatial attention, and fine
motor skills subscales. Good reliability, good internal consistency, and acceptable test–
retest indices were found. Concurrent validity was confirmed by significant correlations
between CI-FRA total score and standardized reading and spelling test, as well as
by correlations between CI-FRA subscales and neuropsychological standardized test
scores. Preliminary evaluation of sensitivity by receiver operating characteristic curves
showed that the CI-FRA score has particularly high sensitivity and specificity for word
reading speed deficit. In conclusion, the results confirm that CI-FRA is a theoretically
grounded and statistically valid tool that could help the teachers to screen for early
signs of reading and spelling difficulties.
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INTRODUCTION

Several studies show that early intervention is crucial to correct
some of the adverse effects of reading difficulties (Torgesen
et al., 2001; Poskiparta et al., 2003; Elbro and Scarborough,
2004; Torgesen, 2005). For this reason, the identification of
early signs characterizing children with reading and spelling
difficulties is essential.

Although many standardized tests are available for clinicians
to assess learning disorders, little effort has been done in literature
in terms of tools dedicated to teachers. Teachers are the first
adults evaluating the daily signs of progress in children, therefore
having the highest chance to recognize learning disorders at an
early stage. The behavioral checklists currently available (Mash
and Wolfe, 2002; Wagner, 2003) are global or broad-spectrum
rating scales based on parent and teachers’ ratings about the
frequency and intensity of a wide range of behaviors. To our
knowledge, none of these focuses on both precursors and current
learning abilities as evaluated by the teacher. Furthermore, the
need for new instruments dedicated to teachers has been largely
demonstrated by the absence of theoretically grounded and
statistically validated tools (Snowling, 2013; Catts et al., 2015).
Indeed, screening tests for specific learning disorders have often
proved to be inaccurate (Catts et al., 2009; Johnson et al., 2009;
Compton et al., 2010). For example, longitudinal studies have
shown how tests evaluating early predictors of reading difficulties
resulted in high percentages of false-positive and false-negatives
(Catts et al., 2015; Poulsen et al., 2017). Poulsen et al. (2017)
stated that there is a methodological “dilemma”: on the one
hand, preschool screening would allow early intervention, but
measures to detect reading difficulties are inaccurate; on the other
hand, a school-based screening test would be more accurate but
would delay the intervention. In line with Poulsen et al. (2017),
the present study aimed to create a fast screening tool based
on different domains of evaluation and including both early
indicators of learning disorders and a measure of current reading
and spelling abilities.

Learning disorders are related to a complex
neuropsychological profile where multiple difficulties are
traced within different cognitive domains (Pennington, 2006).
The multifactorial theory suggests that the etiology of learning
disorders is multifactorial; i.e., it involves the interaction of
multiple risks and environmental factors that impact on multiple
cognitive domains (Menghini et al., 2010). According to this
model, both phonological and non-phonological abilities could
be impaired in subjects having reading and spelling disorders;
therefore, careful early evaluation of a wide range of cognitive
abilities appears to be necessary for early detection of future
reading and spelling disorders.

Language-related visual abilities (such as letter knowledge,
phonological awareness, and rapid automatized naming) are
regarded by some authors as one of the main precursors of future
reading ability (Kirby et al., 2003; Elbro and Scarborough, 2004;
Landerl and Wimmer, 2008; Puolakanaho et al., 2008; Catts et al.,
2009; Lervåg et al., 2009; Landerl et al., 2013; Poulsen et al., 2015),
arguing that the inconsistencies among studies are related to the
differences among the orthographies investigated in each study

(Ziegler et al., 2010). Yet, a study by Moll et al. (2014) including a
large cohort of students from five European countries ordered by
grapheme-phoneme consistency (from the lowest, i.e., English, to
the highest consistency, i.e., Finnish) found comparable results
for different orthographies. Phonological processing and rapid
automatizing naming (RAN) were both reported as important
indicators for reading and spelling development. RAN was the
best reading speed indicator, whereas phonological processing
was the best predictor of reading accuracy and spelling. The
lower the consistency of the language, the better these indices
worked as predictors. Indeed, English orthography, being the
less consistent one, shows a stronger predictive effect of RAN
and phonological processing than all other orthographies.
Italian is instead characterized by high grapheme–phoneme
consistency (transparent orthography) with no irregular words,
no non-homographic homophones, and no alternative acceptable
phonological ways of spelling words (Zoccolotti et al., 1999).
Considering phonological abilities, a recent study demonstrated
that phonological awareness is a strong predictor for word
reading in Italian language (Holopainen et al., 2020).

Although there is general agreement on the role of
phonological abilities as an early indicator of reading and
spelling disorders, the role of other predictive factors is more
controversial. A group of studies pointed out that visuospatial
attention could be considered a general precursor of reading
difficulties both in Italian and French cohorts (Facoetti and
Molteni, 2001; Valdois et al., 2004; Bosse et al., 2007; Bosse and
Valdois, 2009; Facoetti et al., 2010). Indeed, visuospatial attention
was found to predict irregular word reading independently from
phoneme awareness. However, recent studies found a double
dissociation between dyslexia and visuospatial attention, thus
opposing the importance of attention in predicting reading
disorders (Lukov et al., 2015).

Further controversy is related to the predictive role of motor
skills for children’s school readiness (e.g., Grissmer et al., 2010),
showing a link with intellectual skills. In particular, Grissmer et al.
(2010) showed that both attention and fine motor skills measured
at kindergarten are important developmental predictors of later
academic achievement. Cameron et al. (2016) also emphasized
how motor skills are implicated in children’s self-regulation and
their future reading, spelling, and numeracy. In a study by
Roebers and Jäger (2014), fine motor skills were found to have a
noticeable predictive power for school achievement and literacy,
but strictly associated with executive functions. Other studies
(e.g., Viholainen et al., 2002) confirmed that motor and language
problems are often interconnected. Moreover, fine motor skills
have been found to be associated to executive functions (Roebers
and Jäger, 2014), and some studies demonstrated that they are
predictors of written expression achievement (Carlson et al.,
2013). Besides, some studies demonstrated that, in preschool
and early elementary classrooms, motor coordination, executive
functions, and visuospatial processes are combined with other
skills to form the basis for children’s successful learning (Pagani
and Messier, 2012; Cameron et al., 2016).

Taken together, this evidence suggests that early evaluation
of language, visuospatial attention, and fine motor skills
should be considered for the early identification of children
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at risk of learning disorders (Gabrieli and Norton, 2012;
Cameron et al., 2016).

Moving from this evidence and the multifactorial theory
(Menghini et al., 2010), we aimed to lay the foundation for a
new screening tool for teachers: the Checklist for early Indicators
of risk Factors in Reading Ability (CI-FRA). This checklist is
based on the evaluation of early precursors and current state
of reading and spelling difficulties through the analysis of five
domains (language, reading, spelling, attention, and motor skills).

Reading and spelling difficulties are knowingly overlapping
in learning disorders. At least three plausible theoretical models
can explain the heterogeneity of early signs of reading and
spelling difficulties along a continuum of specificity. In line
with the multifactorial theory, a first model includes altogether
the learning difficulties evaluated as explained by a general
factor expressing the severity of the learning disorder (minimum
specificity); a second model distinguishes the specificity of
each specific domain investigated with factors explaining the
variability of each domain (maximum specificity); and a third
model accomplishes the possible overlapping as well as the
specificity of the domains investigated and includes a number
of factors that are inferior to the number of domains, i.e.,
macrodimension (intermediate specificity).

Because no previous study validated such a theoretical model,
a confirmatory factor analysis (CFA) was used to test the
dimensionality of early signs of reading and spelling difficulties.
Moreover, the validity, sensitivity, and reliability of the CI-FRA
were statistically tested.

MATERIALS AND METHODS

Participants and Procedure
Participants were recruited through contact and direct agreement
with the school managers of the 23 primary schools located
in the province of Forlì-Cesena, in the Emilia Romagna region
(North of Italy). Italian education is based on a state school
system and follows the same rules and the same educational
curriculum for all the regions. The primary school is the first
compulsory school, and it is commonly preceded by 3 years of
kindergarten. The primary school lasts 5 years, and the first year
starts at 6 years. During the first 3 months of the first year, the
pupils learn reading and spelling, and at the end of grade 2,
they are expected to be proficient. All the data were collected
between the end of February 2017 and June 2017 (after 5–
6 months from the beginning of the academic year). A total of 667
children (310 females) attending grade 1 of the primary school
[mean age is 6.64 years, standard deviation (SD) = 0.28 years]
participated in the study.

Institutional review boards approved the study, and both
parents gave written informed consent. In the case of single
parent, we asked the responsible parent for the informed consent.

The exclusion criteria adopted were those recommended
by the Consensus Conference on Specific Learning Disorders
promoted by the Italian National Institute of Health (Lorusso
et al., 2014) for diagnosis of developmental dyslexia. Participants
with an IQ lower than 70 and having referred sensory disability
were excluded from the study. In order to evaluate the predictive,

concurrent validity, and sensitivity of CI-FRA, we selected from
the total sample a subsample of 106 children (males = 64; mean
age = 6.6 years, SD = 0.28 years) recruited from two schools who
agreed to participate in the follow-up evaluation. This subsample
was assessed in regard to specific cognitive measures (general
cognitive functioning, visual attention, phonological skills)
simultaneously with CI-FRA administration during the first
grade and at the end of the second grade (i.e., September 2018)
reevaluated for reading and spelling abilities with standardized
tests. A group of expert psychologists was responsible for the
assessment and the relationships with the teachers and parents.
The standardized cognitive tests were chosen because they are
considered the main indicators for Italian reading and spelling
acquisition. These indications have been published in official
public documents promoted by the Italian National Institute
of Health as the Consensus Conference on Specific Learning
Disorders for diagnosis of developmental dyslexia (Istituto
Superiore di Sanità, 2011). Within the subsample, 86 children
(males = 51; mean age = 6.6 years, SD = 0.29 years) had a
second evaluation by their teachers at CI-FRA (first at the end
of February 2017 and a second time at the end of May 2017) to
measure test–retest reliability.

No significant differences were found between the total
sample and the two subsamples for demographics characteristics
or gender. As Table 1 shows, no differences were found for
maternal education level or for paternal ones between the three
samples. The percentages of mothers and fathers who had school
difficulties in the past were not significantly different between the
three subsamples, as well as no differences were found for gender
distribution (Table 1).

According to the Italian school general population, it is
common to have a high percentage of bilingual pupils; therefore,
we decided to include in the whole sample also the bilinguals
and ask the teachers to have additional information about their
exposure to the Italian language. In the total sample, 81.5% of
the pupils were monolingual and used Italian as their language,
whereas 18.5% of the total sample were bilingual. Within the
bilinguals, 46.4% had the Italian language as L1, and 54.6%
as L2. The languages more common after Italian were Arabic
and Albanian (16.7 and 13.8%, respectively), whereas the most
common languages as L2 after Italian were Arabic, Albanian,
and Romanian (7.4, 9.5, and 9.3%). The 8.7% of bilinguals had
been in Italy for over 3 years, and the 4.8% (only five children)
had been in Italy for less than 3 years; all the others were born
in Italy. Teachers reported that 87.8% of the total sample had
a good oral comprehension ability, 11.7% showed a sufficient
ability, whereas the 0.5% had difficulties (all those children are
bilinguals). Most of the parents’ participants (71%) had finished
high school, college, or university, and 95.3% declared that they
did not have difficulty at school. Finally, 87.3% stated that no one
in the family presented specific learning disorders.

Instruments
CI-FRA Checklist
The CI-FRA checklist was created by a team of psychologists and
speech therapists who worked in two different research teams and
jointly collaborated to the project.
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TABLE 1 | Demographic characteristics of the three samples used in the study.

Entire sample Cognitive measures sample Test–retest sample χ2

Maternal Education (%) Primary and secondary school 102 (25.0%) 14 (23.7%) 14 (23.7%) 0.079

Variables High school and university 306 (75.0%) 45 (76.3%) 45 (76.3%)

School difficulties (%) Yes 19 (4.7%) 1 (1.7%) 2 (3.4%) 1.23

No 387 (95.3%) 58 (98.3%) 56 (96.6%)

Paternal Education (%) Primary and secondary school 132 (33.1%) 15 (25.4%) 16 (27.6%) 1.88

Variables High school and university 267 (66.9%) 44 (74.6%) 42 (72.4%)

School difficulties (%) Yes 19 (4.7%) 4 (6.9%) 4 (6.9%) 0.85

No 382 (95.3%) 54 (93.1%) 54 (93.1%)

Children Gender Males 357 (53.5%) 64 (60.4%) 51 (59.3%) 2.47

variables females 310 (46.5%) 42 (39.6)% 35 (40.7%)

Three steps were settled for the development of the final
version of the checklist. In a first step, three psychologists
and one speech therapist, two are coauthors in the present
articles, prepared a list of possible items on the basis of
multifactorial model of dyslexia (Pennington, 2006; Menghini
et al., 2010; Ziegler et al., 2019). According to the multifactorial
model of dyslexia, the phonological memory and phonological
awareness, as well as visual attention functions and motor
skills, were considered important predictive factors of reading
and spelling difficulties. Therefore, for each one of these
cognitive domains, we included a specific set of items. In a
second step, three additional psychologists and one speech
therapist revised the set of items by selecting the most
relevant items for each one of the cognitive domains by
ordering them for their importance. In the last step, a
group of 60 teachers evaluated the adequacy of the checklist
by excluding some items because of their redundancy and
by ameliorating the terms used in some others items (the
specialistic language used in some cases was not sufficiently clear
for the teachers).

The final version of the CI-FRA checklist comprises 20 items
that measure the student’s learning disorders, as referred by
the teacher’s teaching experience (Table 2). The teacher (or the
team of teachers) is asked to evaluate each student’s difficulties
in the different domains by comparing him/her to an ideal
reference “average student” based on his/her teaching experience.
The frequency of occurrence of each problematic behavior is
measured using a seven-point Likert scale ranging from 1 (never
observed) to 7 (often observed). The checklist has to be compiled
by the teacher; as a first administration point, it is recommended
to administer the CI-FRA 3 to 4 months after the beginning of the
Academic year, then it can be used every 5 months to monitor the
developmental changes.

The checklist has been developed to measure five dimensions
or subscales (phonological awareness and verbal memory,
reading, spelling, motor skills, attention): language and verbal
memory subscale includes items 1 to 3 and item 20; reading
subscale includes the items 4 to 8, fine motor skills is
composed of items 9 to 12, spelling dimension includes items
13 to 15, and the last dimension regards attention abilities
and is composed of items 16 to 19. The scores of the
subscales are obtained as the mean of the items included

in each subscale. The total score is obtained as the sum
of all the items.

Moreover, the CI-FRA is accompanied with an interview in
which the teacher is asked to specify the presence of bilingualism
and the familiarity for learning disorders (e.g., the parental
education levels and possible relatives with learning disorders).

The CI-FRA is not only available as a paper-and-pencil tool
but is also in digital format that includes the formula to calculate
the scores for each student and to show the changes in each
area graphically. Moreover, the teacher could have a graphical
representation of the entire class.

Standardized Cognitive Tests
Raven’s colored progressive matrices (CPM)
The test evaluates the non-verbal intellectual abilities, such as
logical ability, visuospatial components, and the ability to analyze
abstract images according to similarity, dissimilarity, numerical
progression, and size (Raven, 1994). The test consists of 36 items,
and the subject is required to look at an incomplete figure and
identify the missing piece between 4 and 8 alternatives. The
subject total performance represents the subject total score.

Digit span (Wechsler intelligence scale for children-IV
subtest)
This subtest measures short-term auditory memory and working
memory’s ability (Wechsler, 2005). The subject’s task is to listen
and repeat a sequence of numbers. The sequence increases in
length at each trial. Forward and backward digit span abilities
are tested. In the backward task, the participant has to recall
the sequence in reverse order (working memory). Subject’s
total score is obtained by summing forward and backward
correct responses.

RAN colors
The task measures automatization naming ability that is a
competence related to language abilities (De Luca et al., 2005).
“Colors” condition is composed of a sequence of colored dots,
and the subject’s task is to name the colors as fast as possible.
Total time and total correct answers represent the subject’s scores
in speed and accuracy.
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TABLE 2 | CI-FRA checklist.

Italian version English version

Item 1 L’alunno fatica ad esprimersi oralmente (le difficoltà possono
riguardare gli aspetti fonologici, articolatori e/o la produzione
morfosintattica)

The student has difficulty in oral expression (difficulties can concern
phonological and articulatory aspects and/or morphosyntactic production).

Item 2 L’alunno per esprimersi utilizza poche parole e sempre le stesse
(ampiezza del vocabolario limitata)

In oral communication, the student uses a limited number of words and
tends to use always the same words (restricted vocabulary).

Item 3 L’alunno fatica a costruire una parola dai singoli fonemi (sintesi
fonemica) o a individuare i fonemi che compongono la parola
(segmentazione fonemica)

The student struggles to create a word starting from separated phonemes
(phonemic synthesis) or to identify the phonemes that compose the word
(phonemic segmentation).

Item 4 L’alunno legge più lentamente rispetto ai coetanei The student has a lower reading speed compared to peers.

Item 5 L’alunno, quando legge, commette molti errori When reading, the student makes many mistakes.

Item 6 L’alunno, quando legge, commette errori di confusione tra lettere
che hanno un suono simile (es. p-b, c-g, f-v) o che sono
visivamente simili (es. m-n, b-d, a-e)

When reading, the student makes confusion errors between letters that
have a similar sound (e.g., p-b, c-g, f-v) or that are visually similar (e.g., m-n,
b-d, a-e).

Item 7 L’alunno mostra difficoltà nella lettura delle parole bisillabiche piane The student struggles in reading simple disyllabic words.

Item 8 L’alunno, quando legge, si affatica facilmente When reading, the student gets tired quickly.

Item 9 La grafia dell’alunno risulta poco leggibile The student’s handwriting is difficult to read.

Item 10 L’alunno impugna la matita/penna con difficoltà o in modo
inadeguato

The student holds the pencil/pen having difficulty or inadequately.

Item 11 L’alunno mostra difficoltà nella gestione del foglio (rispetto delle
righe, dei quadretti, i margini)

The student shows difficulties in managing spaces in the paper (poor
awareness of lines, squares, margins of the paper).

Item 12 L’alunno mostra difficoltà nella motricità fine (es. usare le forbici,
allacciare bottoni)

The student shows difficulties in fine motor skills (e.g., using scissors,
fastening buttons).

Item 13 L’alunno, quando scrive, commette errori di confusione tra lettere
che hanno un suono simile (es. p-b, c-g, f-v) o che sono
visivamente simili (es. m-n, b-d, a-e)

When writing, the student confuses letters that have a similar sound (e.g.,
p-b, c-g, f-v) or that are visually similar (e.g., m-n, b-d, a-e).

Item 14 L’alunno, quando scrive, tende ad invertire le lettere, ad esempio gli
capita di scrivere “la” invece che “al”

When writing, the student tends to reverse the letters (e.g., he writes “fo”
instead of “of”).

Item 15 L’alunno mostra difficoltà nella scrittura delle parole bisillabiche
piane

The student has difficulties in writing simple disyllabic words.

Item 16 L’alunno si distrae facilmente The student is easily distracted.

Item 17 L’alunno si affatica facilmente The student gets tired easily.

Item 18 L’alunno si muove molto sulla sedia mentre deve eseguire i compiti,
giocherella con gli oggetti presenti sul tavolo, ecc. . .

The student moves a lot on the chair while doing homework, plays with the
objects on the table, etc.

Item 19 L’alunno impiega molto più tempo degli altri per portare a termine le
attività in classe

The student takes much longer than others to complete classroom
activities.

Item 20 L’alunno fatica nei compiti che riguardano la memoria (esempio
poesie, mesi, filastrocche)

The student has difficulties in memory tasks (poems, nursery rhymes,
months).

Visual search (VS) objects
The task is used to evaluate visual attention ability (De Luca et al.,
2005). “Objects” condition is composed of matrices of different
figures (stars, pears, cows, trains, and hands) painted in a paper,
and the subject’s task is to identify and mark with a pen the target
figure (star) as quickly as possible. Total time and total correct
answers represent the subject’s score in speed and accuracy.

Metaphonological skills (CMF)
This test allows for evaluating the development of
metaphonological skills in children from 5 to 11 years
(Marotta et al., 2008). Metaphonological abilities represent
important prerequisites for adequate learning and development
of reading and spelling abilities and are related to language
competences. In this study, to evaluate the different types and
levels of phonological awareness, we used the following subtests:
segmentation test, in which it is required to say, in the correct
sequence, the segmental units (syllables), which constitute
the different words (segmentation); phonemic synthesis test,

in which the word resulting from the fusion of a series of
phonemes pronounced by the examiner in the correct sequence
(synthesis); deletion of the initial syllable test, in which it is
required to pronounce a word without the initial syllable
(manipulation); FAS test (verbal fluency test with phonemic
facilitation), in which it is required to say as many words as
possible starting with the same letter/sound (classification).
The sum of correct answers in each subtest represents the
subject’s scores.

Non-word repetition (NWR)
This task involves different processes, including phonological
memory and speech production and evaluates the ability to
listen and repeat unusual sound patterns (non-word) (Subtest
of PROMEA test; Vicari, 2007). This test consists of 40 non-
words, and non-words can have high or low resemblance
according to the number of changed letters compared to an
existing Italian word. The sum of correct answers represents the
subject’s score.
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Reading and Spelling Standardized Tests
Standardized batteries for Italian reading and spelling ability
(DDE-2, Sartori et al., 2007; MT, Cornoldi et al., 2018) were
used to test the presence of specific reading disability and specific
spelling disability. Within the battery, accuracy and speed in
reading were evaluated by using a written text (MT, Cornoldi
et al., 2018). Spelling abilities were tested as the accuracy in
a test (DDE-2, Sartori et al., 2007) that requires the child to
write non-words list. Fine motor skills were tested by a test for
evaluating the speed and fluidity of handwriting in which the
child is asked to produce specific graphemes (lelele) as much
as he can and as quickly as possible (BVSCO, Tressoldi et al.,
2013). Raw scores were transformed into z standardized scores
according to normative data. For each test, the children having
a score equal to or less than 1.5 SDs are considered as having
a deficit in the specific learning domain (reading, spelling, or
fine motor skills).

Statistical Analysis
To assess the CI-FRA structural validity, exploratory factor
analyses (EFA) and CFA were conducted on two randomly
created subsamples. The sample size was established a priori as
to have a subject to an item ratio of 10:1 in the EFA (Nunnally,
1978) and at least 10 observations for each freely estimated model
parameter in the CFA (Kline, 1998).

Exploratory factor analyses with principal axis factoring (PAF)
and Promax rotation was performed on the first subsample
(n = 200). PAF is an extraction method generally used when
testing a theoretical model method (Tabachnick and Fidell, 2001)
as in this study where we expected a model-structure fitting
the multifactorial model theory (Pennington, 2006; Menghini
et al., 2010). Kaiser–Meyer–Olkin (KMO) measure of sampling
adequacy test and Bartlett test of sphericity were used to check
whether the data were adequate to apply factor analysis. Factors
were extracted based on Kaiser’s criterion Kaiser (1960) of
eigenvalue higher than 1. Items with loadings greater than
0.40 and cross-loadings less than 0.10 were considered for
inclusion in a factor.

Confirmatory factor analysis was performed on the second
subsample (n = 467) to test the factor model that resulted
from EFA. Model parameters were estimated using the robust
maximum likelihood method. The closeness of the hypothesized
model to the empirical data was evaluated through the
following goodness-of-fit indices: χ2, Satorra–Bentler scaled χ2

statistic (S-B χ2); root mean square error of approximation
[RMSEA, cutoff < 0.10, upper bound of the 90% confidence
interval (CI) ≤ 0.10]; standardized root mean square residual
(cutoff < 0.10); and comparative fit index (CFI, cutoff > 0.90)
(Weston and Gore, 2006).

Aiming to evaluate possible alternative models explaining
specificity or overlapping between the investigated domains, the
three-factor model obtained by EFA and confirmed by CFA was
compared to a one-factor model solution and to a five-factor
model solution by CFA.

The predictive validity and the concurrent validity were
verified by correlation analysis between the CI-FRA and
standardized measures of reading and spelling abilities, and
between CI-FRA and standardized measures general cognitive

functioning and phonological skills that served as prerequisites
for reading–spelling in a subsample of 106 participants.
Expecting correlations with a moderate effect size, this sample
size was considered adequate to have approximately 95% power
(α = 0.05, two-tailed) to reject the null hypothesis.

On the same subsample, test sensitivity was evaluated by
receiver operating characteristic (ROC) curves applied for each
learning disorder (reading and spelling), using as state variable
the qualitative results of the standardized test for reading
and spelling. For each learning disorder, different standardized
clinical tests were used. Children scoring equal to or less than
the clinical cutoff score at the specific reading and spelling tests
(1 SD for reading text, 2 SD for word lists) were registered as
“below the norms” score, and these subjects were considered in
the “clinical group.” The category clinical group was used as
a reference category in the state variable, whereas the CI-FRA
subscale scores were the test variables.

Internal consistency reliability was assessed by calculating
Cronbach α (cutoff ≥ 0.70; Nunnally, 1978) and corrected item-
total correlations (cutoff ≥ 0.30; Streiner and Norman, 2008).
Test–retest reliability over a 3-month period was assessed in
a subsample of 86 participants by calculating the intraclass
correlation coefficient (ICC) with a two-way random-effects
(absolute agreement) model (cutoff ≥ 0.70; Streiner and Norman,
2008). This sample size was established a priori to detect an
expected large effect size with a power of 0.85 or greater and
α = 0.05 (two-tailed).

Interpretation of results was based on both statistical
significance (significant level set at p < 0.05) and measures
of effect size, with Spearman ρ of 0.10 considered small, 0.30
medium, and 0.50 large, and Cohen d of 0.20 considered small,
0.50 medium, and 0.80 large (Cohen, 1988). Sample sizes were
calculated a priori with the statistical software G∗Power 3 (Faul
et al., 2007). CFA was performed using LISREL 8.80 (Scientific
Software International, Lincolnwood, IL, United States); all other
analyses were performed with IBM SPSS 25 (SPSS Inc., Chicago,
IL, United States).

RESULTS

Structural Validity
The EFA run on the first sample (n = 200) yielded three factors
explaining 74.41% of the variance (Table 3). The KMO measure
of sampling adequacy proved to be extremely good (KMO = 0.92;
Hutcheson and Sofroniou, 1999), and Bartlett test of sphericity
proved to be highly significant (p < 0.001). According to Kaiser
criterion Kaiser (1960), three factors had an eigenvalue >1 and
explained 74.4% of the total variance. All the items respect the
inclusion criteria in a factor (item’s loadings greater than 0.40 and
a cross-loading less than 0.10). Table 3 shows the items’ loading
for the 3-factor solution.

The first factor extracted is composed of 12 items and
includes the items representing behaviors related to phonological
abilities (1, 2, and 3), reading (4, 5, 6, 7, and 8), and
spelling ability difficulties (13, 14, and 15). In addition, item
20 (created to be representative of behaviors related to verbal
memory difficulties) was included in Factor 1. The second
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TABLE 3 | EFA factor loadings (n = 200), and CFA goodness-of-fit indices (n = 467).

Item content Mean ± SD F1 F2 F3

7. The student struggles in reading simple disyllabic words. 1.21 ± 1.62 0.98 −0.02 −0.09

5. When reading, the student makes many mistakes. 1.55 ± 1.77 0.98 0.03 −0.07

6. When reading, the student makes confusion errors
between letters that have a similar sound (e.g., p-b, c-g, f-v)
or that are visually similar (e.g., m-n, b-d, a-e).

1.46 ± 1.70 0.97 0.03 −0.06

15. The student has difficulties in writing simple disyllabic
words.

1.29 ± 1.70 0.96 −0.04 −0.06

4. The student has a lower reading speed compared to
peers.

1.81 ± 1.90 0.90 0.13 −0.08

3. The student struggles to create a word starting from
separated phonemes (phonemic synthesis) or to identify the
phonemes that compose the word (phonemic
segmentation).

1.35 ± 1.75 0.87 −0.18 0.20

13. When writing, the student confuses letters that have a
similar sound (e.g., p-b, c-g, f-v) or that are visually similar
(e.g., m-n, b-d, a-e).

1.68 ± 1.71 0.86 0.00 0.08

20. The student has difficulties in memory tasks (poems,
nursery rhymes, months).

1.37 ± 1.70 0.74 0.14 0.00

1. The student has difficulty in oral expression (difficulties
can concern phonological and articulatory aspects and/or
morphosyntactic production)

1.42 ± 1.85 0.65 −0.21 0.39

8. When reading, the student gets tired quickly. 1.36 ± 1.77 0.63 0.34 −0.03

2. In oral communication, the student uses a limited
number of words and tends to use always the same words
(restricted vocabulary).

1.54 ± 1.89 0.62 −0.13 0.32

14. When writing, the student tends to reverse the letters
(e.g., he writes “fo” instead of “of”).

1.27 ± 1.58 0.59 0.08 0.11

16. The student is easily distracted. 2.43 ± 1.93 −0.08 0.88 0.12

17. The student gets tired easily. 1.78 ± 1.86 0.17 0.81 −0.02

18. The student moves a lot on the chair while doing
homework, plays with the objects on the table, etc.

2.18 ± 1.94 −0.24 0.80 0.24

19. The student takes much longer than others to complete
classroom activities.

2.05 ± 2.12 0.33 0.67 −0.10

11. The student shows difficulties in managing spaces in
the paper (poor awareness of lines, squares, margins of the
paper).

1.39 ± 1.71 0.05 0.12 0.79

12. The student shows difficulties in fine motor skills (e.g.,
using scissors, fastening buttons).

1.32 ± 1.68 0.01 0.17 0.79

9. The student’s handwriting is difficult to read. 1.02 ± 1.42 0.04 0.15 0.71

10. The student holds the pencil/pen having difficulty or
inadequately.

0.92 ± 1.39 0.04 0.01 0.57

Eigenvalues 11.98 2.02 0.88

Eigenvalues after Promax rotation 11.11 7.3 7.6

Cronbach α 0.97 0.91 0.89

Fit indices χ2 (167) S-B χ2 (167) RMSEA [90% CI] CFI

1,534.07* 881.143* 0.096 [0.090, 0.10] 0.98

*p < 0.001. In bold the highest items’ loading for the 3-factor solution. S-B X2, Satorra-Bentler scaled X2; RMSEA, Root Mean Square Error of Approximation;
CFI, Comparative Fit Index.

factor included the four items describing behaviors typically
related to attention difficulties (16, 17, 18, and 19). Finally,
the third factor included four items (9, 10, 11, and 12)
representing potential fine motor skills difficulties. Skewness
and kurtosis computed on the three-factor scores indicated
approximately normal univariate distributions, being lower than
|2| (Tabachnick and Fidell, 2006); skewness (SE = 0.17) was

between 0.58 and 1.27, and kurtosis (SE = 0.34) between
−0.11 and 0.95.

This three-factor model was tested on the second sample
(n = 467) using CFA. Results indicated an acceptable fit to the
data, with all indices close to the expected value (Table 3). Each
item loaded highly (>0.70) and significantly (p < 0.001) on its
designated factor, with factor loadings in the 0.71–0.97 range and
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FIGURE 1 | Measurement model with standardized parameters (n = 467).

error variances in the 0.06–0.50 range (Figure 1). Latent variables
were positively, strongly correlated (p < 0.001).

In order to evaluate possible alternative models explaining
specificity or overlapping between the investigated domains, the
three-factor model confirmed by CFA was compared to the one-
factor model solution (representing unique general factor as
an expression of the severity of the difficulty) and to a five-
factor model solution (representing the specificity of each specific
domain investigated) by CFA (Table 4).

All the models have shown significant χ2 indices, suggesting
that no good model fits. However, as suggested by many authors,
the χ2 test is widely recognized to be problematic (Jöreskog,
1969; Kim and Mueller, 1978; Bentler, 1990). It is sensitive to
sample size, and it becomes more difficult to obtain a non-
significant test as the number of cases increases. Analyzing the
difference between the CFI in the three models, it is possible
to see as the three- and five-factor models have very similar
CFIs, and in both cases, CFI that resulted above the cutoff
generally indicated a sign of good model fit (>0.95; Hu and
Bentler, 1999). The CFI of the one-factor model is lower than
the threshold of 0.95 and is significantly lower than those found
for the three- and five-factor models. RMSEA indices resulted
above the threshold of 0.06 commonly used to indicate a good

model fit (Hu and Bentler, 1999) in all three models. However,
according to the criteria suggested by MacCallum et al. (1996),
a RMSEA of less than 0.10 can be considered as an indicator of
a mediocre fit of the model as in the case of the three- and five-
factor models, whereas, also using this criterion, the RMSEA for
the one-factor model suggested a non-adequate fit model (with
a RMSEA equal to 0.19). As regards Expected Cross-Validation
Index (ECVI), no specific parameters for model acceptance or
rejection exist for ECVI values; instead, this statistic assesses
the likelihood that a model cross-validates across similar sized
samples from the same population. In other words, the ECVI
is used to compare competing models, with smaller values
suggestive of greater generalizability (Byrne, 1998). When a
model has a lower ECVI value, and when the ECVI value for
a competing model is above the upper 90% confidence limit of
the first model, it can be concluded with greater confidence that
the first is the better of the two competing models (O’Rourke
and Hatcher, 2013). In this case, the ECVI of the one-factor
model was above both of the upper 90% CI of the three-
factor model and the upper 90% CI of five-factor model; these
results suggested preferring the three- and five-factor models to
the one-factor one. As regards the parsimony fit indices, it is
possible to note as the three-factor model showed the lowest
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TABLE 4 | CFA goodness-of-fit indices (n = 467) for the one-factor model, the three-factor model, and the five-factor model.

Model n. par χ2 (df) CFI RMSEA (CI) ECVI (CI) AIC CAIC BIC

One-factor 40 3,203.63* (170) 0.752 0.196 (0.190, 0.202) 7.046 (6.660 7.449) 3,283.63 3,489.48 3,449.48

Three-factor 63 1,534.07* (167) 0.981 0.096 (0.090, 0.10) 2.161 (1.927; 2.326) 1,007.14 1,331.36 1,268.36

Five-factor 70 1,444.53* (160) 0.981 0.100 (0.093, 0.105) 2.228 (1.990; 2.395) 1,038.07 1,398.31 1,328.31

N. par, number of parameters estimated; CFI, Comparative Fit Index; RMSEA, Root Mean Square Error of Approximation; ECVI, Expected Cross-Validation Index; AIC,
Akaike Information Criterion; CAIC, consistent Akaike Information Criterion; BIC, Bayesian Information Criterion. *p < 0.05.

values for Akaike Information Criterion, Bayesian Information
Criterion, and consistent Akaike Information Criterion, whereas
the five-factor solution showed the highest but similar values,
the one-factor model presented significantly highest values for
all the indices. These results suggested preferring the three-factor
model. Observing the number of estimated parameters, the most
parsimonious model was the one-factor model, with 40 estimated
parameters, followed by the three-factor model (63) and by the
five-factor model (70).

Summarizing all the information on the model fit indices, both
for the three-factor model and for the five-factor model, the fit to
the data was acceptable; in fact, both the three- and five-factor
models showed fit indices close to the expected value. The one-
factor model showed the worst fit indices and resulted to be the
model that less fit the data. Despite that the three- and five-factor
models resulted to be very alike, obtaining very similar fit indices,
the evaluation of the information criteria indices suggested to
prefer the three-factor model to the five-factor model.

Finally, following the parsimony principle (essential because
it helps discriminate the signal from the noise, allowing better
prediction and generalization to new data; Vandekerckhove et al.,
2015) and bearing in mind that the one-factor model has shown
the worst fit indices with respect to the three- and five-factor
models, the three-factor model, showing the best fit indices and
having 63 parameters estimated (against the 70 of the five-factor
model), turned out to be the model that fits the data better and
that better explains the dimensionality of the analyzed data.

However, because latent variables in the three-factor model
were highly correlated, a higher-order model with one second-
order general factor and three first-order factors was also
estimated. Such a second-order model was statistically equivalent
to the model with three correlated factors, thus yielding exactly
the same number of estimated parameters, fitted residuals and
model fit statistics. The second-order factor loadings associated
with the general factor were 0.82 for F1, 0.85 for F2, and 0.90 for
F3 (p < 0.001). The unique first-order factor residual variances
were all positive and significant, being 0.33 for F1, 0.27 for F2, and
0.19 for F3 (p < 0.001). Because the amount of variance associated
with a first-order factor’s residual decreases as the first-order
factor loading onto the general factor increases, a statistically
significant residual variance indicates that a dimension is, at
least partly, unique or separable (Gignac and Kretzschmar,
2017). Altogether, results support the plausibility of both a
general CI-FRA factor and three unique first-order factors,
corresponding to phonological, reading and spelling abilities,
attention competences, and fine motor skills. The three first-
order factor scores provide information about teacher-assessed

abilities in specific domains, whereas the global (second-order)
CI-FRA score provides summary information on students’
learning disorders as referred by the teacher.

Reliability
Reliability estimates were adequate. In the first (n = 220) and
second (n = 467) subsamples, Cronbach α’s were 0.97 and 0.98 for
Factor 1, 0.89 and 0.92 for Factor 2, and 0.91 and 0.92 for Factor
3, respectively. All corrected item-total correlations were >0.50,
being in the 0.74–0.94 range for Factor 1, 0.57–0.87 for Factor 2,
and 0.74–0.89 for Factor 3. Test–retest reliability estimate over a
3-month period (n = 68) was acceptable for all the three factors.
ICC of 0.73 (95% CI [0.66, 0.79]) was found for Factor 1, ICC of
0.69 (95% CI [0.61, 0.76]) for Factor 2, and an ICC of 0.67 (95%
CI [0.59, 0.74]) for Factor 3.

Predictive and Concurrent Validity and
Sensitivity
Spearman ρ correlation analysis evidenced significant positive
correlations between CI-FRA and accuracy and speed in
standardized reading test and between CI-FRA scores and
accuracy in spelling (Table 5).

Spearman ρ correlation analysis between CI-FRA subscales
and total score and the different cognitive measures showed
significant correlation with phonological awareness scales
(CMF), NWR, digit span, naming colors (RAN), VS, and
Raven scale (CPM). As Table 5 shows, all the CI-FRA
subscales and the total CI-FRA score were correlated with
the phonological awareness scale (CMF) subtests [phonemic
synthesis, deletion, segmentation and verbal fluency test with
phonemic facilitation (FAS)]. Significant positive correlations
were found also between CI-FRA and Non-Word Repetition,
as well as for CI-FRA and Digit Span test. Speed in naming
colors (RAN) was significantly correlated with all the CI-FRA
subtests and the CI-FRA total score except for language subscale,
whereas the accuracy of RAN was not correlated with CI-
FRA subscales and total score as well as visual search (VS)
speed and accuracy. Raven score (CPM) was correlated with all
the CI-FRA subscales and total score. Overall, the significant
correlation index varied from 0.21 to 0.70, indicating small to
moderate correlations between CI-FRA and the aforementioned
cognitive measures.

The sensitivity and specificity of CI-FRA were analyzed by
means of ROC curves. In the ROC curve, the state variable
was created on the basis of standardized clinical measures for
each specific learning disorder: those children scoring equal
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TABLE 5 | Spearman ρ correlation analysis results to evaluate concurrent validity between CI-FRA subscales and total score and the different cognitive measures.

CI-FRA

Language Reading Spelling Motor skills Visuospatial attention Total score

Cognitive measures CMF_synthesis 0.500** 0.617** 0.551** 0.388** 0.550** 0.590**

CMF_deletion 0.491** 0.567** 0.473** 0.369** 0.492** 0.534**

CMF_segmentation 0.461** 0.540** 0.497** 0.402** 0.455** 0.534**

CMF_FAS 0.609** 0.701** 0.550** 0.550** 0.637** 0.671**

NWR 0.470** 0.535** 0.493** 0.254** 0.446** 0.496**

Digit Span 0.377** 0.449** 0.460** 0.257** 0.482** 0.475**

RAN_speed 0.173 0.289** 0.287** 0.208* 0.270** 0.293**

RAN_accuracy 0.052 0.010 0.024 0.030 0.066 0.041

VS_speed 0.137 0.084 0.085 0.027 0.039 0.095

VS_accuracy 0.090 0.119 0.089 0.162 0.111 0.116

CPM 0.443** 0.461** 0.429** 0.360** 0.371** 0.469**

Text reading_speed 0.333** 0.511** 0.437** 0.324** 0.388** 0.444**

Text reading_accuracy 0.494** 0.580** 0.573** 0.474** 0.520** 0.574**

Words reading_speed 0.336** 0.544** 0.447** 0.363** 0.442** 0.478**

Words reading_accuracy 0.487** 0.562** 0.561** 0.345** 0.574** 0.570**

Spelling_accuracy 0.411** 0.467** 0.444** 0.263** 0.434** 0.460**

Handwriting_fluidity 0.280* 0.416** 0.264* 0.332** 0.399** 0.383**

CMF_synthesis, Metaphonological skills_Phonemic Synthesis; CMF_deletion, Metaphonological skills_Deletion of the initial syllable; CMF_segmentation,
Metaphonological skills_Segmentation test; CMF_FAS, Metaphonological skills_Verbal fluency test with phonemic facilitation; Digit Span, Digit Span, WISC-IV subtest;
VS_speed, Visual Search Objects_speed; VS_accuracy, Visual Search Objects_accuracy; RAN_speed, Rapid Automatization Naming Colors_speed; RAN_accuracy,
Rapid Automatization Naming Colors_accuracy; NWR, Non-Word Repetition; CPM, Raven’s Colored Progressive Matrices; Text reading_speed, speed in reading a
written text (MT, Cornoldi et al., 2018); Text reading_accuracy, accuracy in reading a written text (MT, Cornoldi et al., 2018); Words reading_speed, speed in reading a
words list (DDE-2, Sartori et al., 2007); Words reading_accuracy, accuracy in reading a words list (DDE-2, Sartori et al., 2007); Spelling_accuracy, accuracy in writing
non-words list (DDE-2, Sartori et al., 2007); Handwriting_fluidity, fluidity in handwrite productions (BVSCO, Tressoldi et al., 2013). **p < 0.01, *p < 0.05.

to or less than the clinical cutoff score at the specific reading
and spelling tests (1 SD for reading text, 2 SD for word
lists) were considered as having learning disorders. This clinical
assessment was collected by clinicians at the end of second grade.
Considering the reading abilities; we used two gold standard tests
for the reading and spelling disorder diagnosis: word list test
and text reading test (including both accuracy and speed). The
standardized tests evidenced that the 4% of children (4/102) had
deficit in word reading speed, and the 5% (5/100) had spelling
deficit in non-word spelling test. In details, the ROC curves’ areas
were all significant (Word List Reading Speed Area under the
ROC curves = 0.97; p = 0.001; word list reading accuracy area
under the ROC curves = 0.89; p = 0.001; text reading speed area
under the ROC curves = 0.77; p = 0.001; text reading accuracy
area under the ROC curves = 0.88; p < 0.001; spelling area
under the ROC curves = 0.80; p = 0.020), indicating a promising
applicability of CI-FRA as screening test for reading and spelling
disorders. However, the highest sensitivity and specificity were
obtained for the speed in word reading test (Figure 2). This result,
even if preliminary, suggested using as a possible cutoff for speed
in reading words a value at CI-FRA total score greater than 75
(having sensitivity = 0.99, and specificity = 0.95).

DISCUSSION

The main aim of the present study was to propose and test
a new screening tool for teachers able to detect early signs of

reading and spelling difficulties. To this aim, the dimensionality,
validity, sensitivity, and reliability of the CI-FRA checklist
were analyzed. The relation between the CI-FRA scores and

FIGURE 2 | ROC curves representing sensitivity and specificity of CI-FRA total
score in predicting the speed in standardized word list reading test.
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the results obtained by standardized Italian tests used to
assess learning and general cognitive abilities were studied
to check for concurrent validity. Preliminary results were
obtained with ROC curves to confirm the sensitivity and
specificity of the CI-FRA. Findings indicated that CI-FRA
shows good internal validity, according to the multifactorial
model of reading and spelling disorders. Moreover, high
predictive validity, good test–retest reliability, acceptable
concurrent validity, and overall adequate psychometric
properties were reported.

Exploratory factor analyses provided a three-factor solution
representing the dimension of language, phonological awareness,
and reading–spelling competences (1), attention (2), and fine
motor skills (3), which was confirmed as adequate with CFA.
A comparison between the three theoretical models shown as
the three-factor model is the one that best represents and
fits the original data having all estimated indices close to
the expected values. This result suggests that the difficulties
emerging in the early stages of reading and spelling acquisition
pertain to three different domains. In particular, the three-
factor model accomplishes the possible overlapping of specific
abilities (phonological domain: reading, spelling, phonological
abilities), as well as other important skills investigated (attention
and fine motor skills). The model, showing an intermediate
specificity along this continuum, could explain the frequent
overlapping of different cognitive difficulties in reading and
spelling disorders.

The first factor included items related to early reading
and spelling abilities (items 4–8 and items 13–15), language
and phonological competences (items 1–3), and one item
related to short-term verbal ability (item 20). Taken together,
these items converge in the dimension of phonological
awareness. It is well known that in an early phase, inadequate
development of reading, spelling, and language abilities
is the principal aspect of the evolution of learning skills.
Moreover, verbal memory is strongly linked to linguistic
and phonological skills (Adams and Gathercole, 2000)
and relates to the difficulty in learning poems, nursery
rhymes, and months.

The second factor included items concerning attentional
difficulties, mainly related to the tendency to distraction and
slight hyperactive attitude (items 16 to 19). Many studies
demonstrated the relevant relation existing between attentional
problems (in particular visuospatial attention) and learning
disorders. Some authors stated that visuospatial attention is
decisive in the initial processing of raw visual information that
is a process necessary for the elaboration, synthesis, and reading
of graphemes, and then a process necessary for the development
of reading abilities (Facoetti and Molteni, 2001; Facoetti et al.,
2010). Moreover, given the high frequency of visual attention
span disorder in dyslexic children, visual attention deficit could
be considered as a predictor of future reading difficulties (Valdois
et al., 2004; Bosse et al., 2007; Bosse and Valdois, 2009).

The third factor included items related to fine motor
skills abilities, specifically regarding difficulties in managing
the space in the paper, in fine motricity, and handwriting
ability (items 9–12). The predictive role of fine motor skills

for the future development of learning abilities (i.e., reading
and spelling) has been demonstrated by many studies (Grissmer
et al., 2010; Roebers and Jäger, 2014; Cameron et al., 2016)
showing that motor skills and language difficulties are often
interconnected (Viholainen et al., 2002). Indeed, although motor
skills impairment can overlap with executive function deficits
(Roebers and Jäger, 2014), an early evaluation of these aspects
may still represent a useful indicator of future reading and
spelling disorders.

Significant correlations between the CI-FRA scales and scores
obtained from standardized tests commonly used to evaluate
developmental reading and spelling abilities (measured in the
second grade) demonstrated good predictive validity. Moreover,
CI-FRA total score and subscale scores correlated with scores
obtained from standardized neuropsychological tests. In detail,
abilities commonly considered as predictive factors of reading
and spelling acquisition (metaphonological and phonological
awareness, working memory, phonological memory, speech
production) were significantly correlated with all CI-FRA
subscales and total score. This confirmed that the CI-FRA scores
are in line with those obtained with standardized tests. Even
if the correlation analysis results showed moderate effect sizes,
these results are in line with former literature investigating the
link between different phonological abilities and reading ability
(Moll et al., 2014). It is important to mention that, especially in
the first 2 years of alphabetization, pupils are highly diverse in
the development of reading and spelling abilities. It is therefore
not surprising to find high variability in data collected from a
primary school sample. Overall, the CI-FRA showed correlations
both with domain-specific abilities (i.e., reading and spelling) and
with other cognitive abilities (i.e., non-verbal intellectual abilities
and motor skills).

Furthermore, even if the sample size was small, the ROC
curves showed promising results. Crucially, the CI-FRA total
score is highly sensitive for predicting the presence of word
reading speed deficit, which is the most important parameter
for distinguishing the reading deficit in Italian orthography
(Zoccolotti et al., 1999).

LIMITATIONS OF THE STUDY

The present preliminary results indicate a promising value of the
CI-FRA checklist for primary school teachers. Nevertheless, some
limitations should be taken into account. The first limitation
relates to the small sample size. The ROC curves are referred to a
very small sample of 5 to 10 cases with specific reading or spelling
disorder. A larger sample size is therefore required to confirm
the sensitivity and specificity here reported. Moreover, a larger
clinical sample will allow verifying the consistency of the CI-FRA
cutoff score. A second limitation concerns the geographic origin
of the sample. All the schools involved in the present study were
from the Emilia-Romagna region, located in the north of Italy.
Even if the representativeness of the sample compared to the
general Italian school population is ensured (see Barbiero et al.,
2019), samples from other Italian regions should be included to
endure the representativeness of the sample.
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CONCLUSION

The CI-FRA checklist is conceived as a brief screening tool for
teachers for the evaluation of the early signs of reading and
spelling disorders. The challenge of a fast tool is to be not only as
simple as possible, but also methodologically well-founded. The
preliminary evaluation of the psychometric properties of the CI-
FRA confirmed that it could be considered a good screening tool
for reading and spelling disorders. The CI-FRA includes a general
score that could be used as a good indicator of reading and
spelling difficulties, as well as specific subscales corresponding to
more general abilities (i.e., attention, fine motor, and executive
skills) that allow defining the profile of each pupil. The simplicity
of the checklist and the reliability allow using the CI-FRA also
for the evaluation of the evolution of the pupil’s profile and of
the overall class’ composition. The accordance between CI-FRA
and cognitive tests highlights the possibility to recognize not
only a general fragility in the prerequisites of learning but also
the specific early signs for reading and spelling developmental
process (Catts et al., 2015).

Importantly, the results of the present research could be
considered as preliminary evidence for the development of other
checklists for the early screening of learning disorders. Such tools
could help teachers to plan early intervention and eventually
inform families and clinicians about the possible need for an
in-depth evaluation. Crucially, such a tool could represent a
significant advantage also for the National Health Service.
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An extension to a rating system for tracking the evolution of parameters over time using

continuous variables is introduced. The proposed rating system assumes a distribution

for the continuous responses, which is agnostic to the origin of the continuous scores

and thus can be used for applications as varied as continuous scores obtained from

language testing to scores derived from accuracy and response time from elementary

arithmetic learning systems. Large-scale, high-stakes, online, anywhere anytime learning

and testing inherently comes with a number of unique problems that require new

psychometric solutions. These include (1) the cold start problem, (2) problem of change,

and (3) the problem of personalization and adaptation. We outline how our proposed

method addresses each of these problems. Three simulations are carried out to

demonstrate the utility of the proposed rating system.

Keywords: Rasch model, longitudinal data analysis, rating system, item response theory (IRT), learning and

assessment system, continuous response measurement

1. INTRODUCTION

Large-scale, high-stakes, online, anywhere anytime learning and testing inherently comes with a
number of unique problems that require new psychometric solutions. First, there is the cold start
problem: the system needs to start without data. The traditional solution is to start with a large
item bank calibrated to an appropriate Item Response Theory (IRT) model, which is expensive and
challenging as it requires large numbers of representative test takers to respond to items under
realistic testing conditions. Second, there is the problem of change: learner and item properties
change as a cohort of learners progresses through its education. While such changes are intended,
they are not easily handled by traditional psychometrics developed to assess student’s ability at
a single time point. Finally, there is the problem of personalization and adaptation: to optimally
support learning, each learner follows her own path at her own pace. This will give rise to sparse,
incomplete data that are not easily analyzed using likelihood-based methods. Moreover, online
learning systems, such as Duolingo, for foreign languages, and Math Garden, for elementary
arithmetic, generate large data sets with large number of item responses per learner as learners
practice with many items over extended periods of time.

The urnings rating system was introduced by Bolsinova et al. (2020) to address these challenges,
but its usefulness is limited by the fact that it assumes a Rasch model (or its generalization for
polytomous data) and is tied to discrete item responses. In this paper, we extend the urnings
rating system to continuous responses and illustrate its relevance for online learning systems using
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simulated data. Throughout, the Duolingo English Test (DET;
Wagner and Kunnan, 2015; LaFlair and Settles, 2019; Maris,
2020), and Math Garden (Klinkenberg et al., 2011) will serve as
motivating examples.

2. THE CONTINUOUS RASCH MODEL

Continuous responses can be obtained from awide variety of data
and functions of data. In the DET, item responses are continuous
numbers between zero and one. In Math Garden, continuous
responses come from a combination of accuracy and time. Other
learning and assessment systems may ask users to provide their
perceived certainty that the chosen response is correct (Finetti,
1965; Dirkzwager, 2003). In this paragraph, we consider a general
measurement model for continuous responses. For expository
purposes, we consider the responses to be between zero and one.

The model we consider is the direct extension of the Rasch
model to continuous responses and we will refer it as the
continuous Rasch (CR) model. Suppressing the person index, the
CR model is defined by the following response probabilities:

f (x|θ) =
∏

i

f (xi|θ) (1)

=
∏

i

exp(xi(θ − δi))∫ 1
0 exp(s(θ − δi))ds

(2)

=
∏

i

(θ − δi) exp(xi(θ − δi))

exp(θ − δi)− 1
, (3)

where θ represents learner ability and δi item difficulty. This is
an exponential family IRT model where the sum x+ =

∑
i xi

is the sufficient statistic for ability. Note that the CR model is
not new as it is equivalent1 to the Signed Residual Time (SRT)
model proposed by Maris and van der Maas (2012) and the
Rasch model for continuous responses found in Verhelst (2019).
The key insight is that the model can be used for any type of
continuous responses. For illustration, Figure 1 shows plots of
the probability density, cumulative distribution, and expectation
functions under the CR model.

For our present purpose, we will not analyze the continuous
responses directly but a limited number of binary responses
derived from them. We now explain how this works. If we define
two new variables as follows

yi1 = (xi > 0.5) (4)

xi1 =

{
xi − 0.5 if yi1 = 1

xi if yi1 = 0
(5)

we obtain conditionally independent sources of information on
ability fromwhich the original observations can be reconstructed;
that is, Yi1⊥⊥Xi1|θ . Moreover, it is readily found that the implied
measurement model for Yi1 is the Rasch model:

p(Yi1 = 1|θ) = p(Xi > 0.5|θ) =
exp(0.5(θ − δi))

1+ exp(0.5(θ − δi))
(6)

1After re-scaling, if X ∼ SRT(η) then Y = 1
2 (X − 1) ∼ CR(2η).

where the discrimination is equal to a half. The other variable,
Xi1, is continuous with the following distribution over the
interval 0 to 1/2:

f (xi1|θ) =
(θ − δi) exp(xi1(θ − δi))

exp(0.5(θ − δi))− 1
(7)

The distribution of Xi1 and Xi thus belong to the same family,
but with a different range for the values of the random variable.
We can now continue to split up Xi1 into two new variables
and recursively transform the continuous response to a set
of conditionally independent Rasch response variables with
discriminations that halve in every step of the recursion.

If we denote the binary response variable obtained in
the j-th step of the recursion by Yij, we obtain the (non-
terminating) dyadic expansion (see e.g., Billingsley, 2013) of the
continuous response variables into conditionally independent
binary response variables, as depicted in Figure 2. Since the
discriminations halve in every step, most of the statistical
information about ability contained in the continuous response
is recovered by a limited number of binary variables. If the CR
model fits, then at the point where θ = δi the information in the
continuous response is 4

3 times the information contained in Yi1

alone2.
Other models have been developed for continuous responses.

Notably the extensions by Samejima to the graded response
models (Samejima, 1973, 1974), Müller’s extension to Andrich’s
rating formulation (Müller, 1987), and more recently, a
generalization of the SRT model (van Rijn and Ali, 2017).
Estimation procedures developed for these models have all been
likelihood based and quite infeasible in a learning setting where
there are many people and items, and each person answers a
different subset of items. For the CRmodel, we will therefore turn
to estimation via the use of rating systems.

3. METHODS: THE URNINGS RATING
SYSTEM

3.1. Classic Urnings
Adaptive online tests produce data sets with both a large number
of test takers and a large number of items. Even when we analyze
binary response variables, direct likelihood-based inference will
not scale-up to handle these large amounts of data. We will
therefore use a rating system. A rating system is a method to
assess a player’s strength in games of skill and track its evolution
over time. Here, learners solving items are considered players
competing against each other and the ratings represent the skill
of the learner and the difficulty of the item.

Rating systems, such as the Elo rating system (Elo, 1978;
Klinkenberg et al., 2011), originally developed for tracking ability
in chess, are highly scalable but come with their own set of
problems. Elo ratings, in particular, are known to have an
inflated variance, and their statistical properties are not very well-
understood (e.g., Brinkhuis and Maris, 2009). The urnings rating
system overcomes both issues while it is still highly scalable with

2The infinite sum 1
4 + 1

16 + 1
64 + . . . is equal to 1

3 .
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FIGURE 1 | (Left) The probability density function, (middle) the cumulative distribution function, and (right) the expectation of the continuous Rasch model where

η = θ − δi .

FIGURE 2 | The first three steps of a dyadic expansion of continuous responses into conditionally independent binary response variables. Each follows a Rasch

model with a discrimination that halves at each subsequent step.

person and item ratings being updated after each response. In
equilibrium, when neither learners nor items change, urnings are
known to be binomially distributed variables, with the logits of
the probability being the ability/difficulty in a Rasch model.

Urnings is a rating system where discrete parameters up and
ui, the “urnings,” track the ability of a person and the difficulty
of an item. Urnings assumes that the observed binary responses
result from a game of chance played between persons and items
matched-up with to probability Mpi(up, ui). The game proceeds
with each player drawing a ball from an infinite urn containing
red and green balls, the proportion of green balls being πp in
the person urn and πi in the item urn. The game ends when the
balls drawn are of different color and the player with the green
ball wins. If the person wins, the item is solved and so the binary
response corresponds to

Xpi =

{
1 if y∗p = 1

0 if y∗i = 1

where y∗p and y
∗
i indicate whether the green ball was drawn by the

person or the item. An easy derivation shows that the observed
responses follow a Rasch model:

p(Xpi = 1) = p(y∗p = 1, y∗i = 0|θp, θi)

=
πp(1− πi)

πp(1− πi)+ (1− πp)πi
=

exp(θp − θi)

1+ exp (θp − θi)
(8)

where θp = ln(πp/(1− πp)) and similarly for θi.
The urnings rating system mimics this game using finite

sized urns. For each “real” game that is played, a corresponding
simulated game is played with finite urns containing, respectively
up and ui green balls out of n3. Let yp and yi denote the outcome
of the simulated game. If the result of the simulated game does
not match that of the real game, the balls drawn are replaced
with the outcome of the real game. If person p lost the simulated
game but solved item i, the proportion of green balls for p is thus
increased while the proportion of green balls for i is decreased.
This can be summarized with the updated equations

u∗p = up + y∗p − yp (9)

u∗i = ui + y∗i − yi (10)

3Note that in practice the number of balls in the person urns and item urns don’t

have to be equal, but for notations sake we will keep them the same.
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FIGURE 3 | Urnings rating system.

where u∗p and u∗i are the proposed new configurations for the
number of balls in each urn. This new configuration is then
accepted or rejected using a Metropolis-Hastings acceptance
probability to ensure that the ratings up/n and ui/n converge
to the proportions πp and πi when neither persons nor
items change.

Figure 3 gives an overview of the urnings updating scheme.
Bolsinova et al. (2020) prove that each of the urn proportions
forms a constructed Markov-chain such that the invariant
distribution of u = (up, ui)

⊺ is a binomial distribution with
parameters n and π = (πp,πi)

⊺. Note that the urn size n
functions as a design parameter similar to the K-factor in Elo
ratings. Larger urns mean that the system is more sensitive to
change and the system converges more rapidly when the urns
are smaller.

As the urnings rating system is designed to work with
dichotomous response variables it is not directly applicable to
the CR. However, through the use of the dyadic expansion,
the continuous responses are transformed into a series of
dichotomous responses. The urnings rating system can be
applied directly to these dichotomous response variables that
result from the dyadic expansion of the continuous responses.
For a dyadic expansion of order k, we will use k urns for each
person and k separate urns for each item. Due to the difference
in discrimination, each person urn will be tracking θp/2

j, where
j ∈ {1, . . . , k} corresponds to the step in the dyadic expansion.

Once the proportions in the urns are in equilibrium, one could
combine them to get an overall estimate of θp. This will be similar
for the item urns and item difficulty. In the simulation section
below, we show how this multi-urn solution can be used to
identify model misspecification.

In the next section we derive an extension to the classical
urnings rating system, which tracks the θp using a single urn.

3.2. Extension to Urnings
Recall that the jth item in the dyadic expansion corresponds
to the ability θp/2

j. We shall see that the differences in
discrimination that derive from the dyadic expansion of the
continuous response variables in the CR model translate into
differences in the stakes of the game. The stakes of the urnings
algorithm correspond to how much the number of green balls
can increase (or decrease). In the classic urnings algorithm, the
stakes are always equal to 1. In the extended urnings algorithm
we allow items with different discriminations to combine. For
a dyadic expansion of order k we let the item with the lowest
discrimination, the final expansion, have a stake of one. For each
previous item, we double the stakes such that the jth item in the
dyadic expansion has a stake of 2k−j.

How does this impact the urnings update? Figure 4 has a
summary of the extended urnings rating system. The observed
binary outcomes Xpi are now assumed to be generated by the
following game of chance. The game is same as above for classic

Frontiers in Psychology | www.frontiersin.org 4 December 2020 | Volume 11 | Article 500039440

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Deonovic et al. Rating System for Continuous Responses

FIGURE 4 | Extended Urnings rating system.

urnings, except now the game has stakes s. For a game with stakes
s, the process to generate the observed outcome is to continue
drawing s balls from both urns (y∗p and y∗i ) until we get s green
ones from the one urn and s red ones from the other. Thus

Xpi =

{
1 if y∗p = s

0 if y∗i = s

Similarly, a simulated game is played where balls are drawn (yp
and yi) from finite urns until s have been drawn from one urn
and none from the other (without replacement). We once again
just replace these s balls by s of the color consistent with the real
item response. That is, a learner stands to lose or gain s balls
based on her response to this particular item. This is why we refer
to the discriminations as stakes in this context. Figure 4 has the
updated Metropolis-Hastings acceptance probability, which is
consistent with this extension. Theorem 1 provides the necessary
theoretical justification for this correction. For a proof of the
theorem see Appendix 1.

THEOREM 1. (Extension of Urnings Invariant Distribution) If
invariant distribution for the current configuration of balls is

p(up, ui) =
(

s!

n!/(n− s)!

)2
(up
s

)(n−ui
s

)
+

(n−up
s

)(ui
s

)

π s
p(1− πi)s + (1− πp)sπ

s
i

(
n

up

)

π
up
p (1− πp)

n−up

(
n

ui

)
π
ui
i (1− πi)

n−ui

then the invariant distribution for the updated configuration of
balls is the same, where s corresponds to the stakes.

4. SIMULATION STUDY

We provide three simulation studies to illustrate the benefits
of the proposed method. Simulation 1 shows how the urnings
algorithm can recover the true ability of the persons and is robust
to misspecification of the model generating the continuous
responses. Simulation 2 simulates a more realistic setting and
aims to show how our proposed approach handles the problems
inherent in learning and assessment specified in the introduction.
Simulation 3 highlights the problems inherent in any model
which tracks ability and difficulty: these quantities are not
separately identified, and it is easy to be misled when this is not
taken into account (Bechger and Maris, 2015).

4.1. Simulation 1
We simulate 1,000 persons with ability uniformly distributed
between -4 and 4, θp ∼ U(−4, 4) and 100 items with difficulty
distributed between −4 and 4, δi ∼ U(−4, 4). We simulate a
total of 100 million person-item interactions in order to create
a data set that is comparable to the large-scale learning system
data that the model is built for. At each interaction, a randomly
sampled person and item is picked. The person’s response is then
simulated from the CR model based on their ability and the
item’s difficulty. This continuous response is then expanded using
the dyadic expansion of order 3 to create three dichotomous
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responses. These dichotomous responses are then tracked by the
multi-urn system with learner urns having an urn size of 50 and
the item urns having urn sizes of 100.

4.1.1. Tracking With Multiple Urns

The results of tracking the responses using the three urn system
is in Figures 5, 6. The colored lines in Figure 5 correspond
to the probability contours for the probability an item is
answered correctly (from low probability given by purple to
high probability given by red) given the urns for the person
(horizontal axis) and the urns for the item (vertical axis). The
smooth colored lines correspond to the expected probabilities
while the noisier colored lines plotted on top correspond to the
observed proportion of correct responses for every combination
of Urnings from simulation 1. These plots show that there is good
model fit, especially in the first urn. Figure 6 shows the final urn
proportions in the three urns plotted against the simulated ability
values (on the inverse logit scale, which we call “expit”). In red is
the implied 95% confidence ellipse. The blue points are within
the 95% ellipse while the red ones are outside of it. Each plot in
Figure 6 also shows the correlation and the proportion of points
within the ellipse (the coverage) in the plot title.

4.1.2. Model Misspecification

How robust is this approach to deviations from the assumptions?
We investigate this through simulating from a different
underlying model. The learning and assessment system Math
Garden also has continuous responses and assumes the same
distribution for the scores as we have. The scores in Math Garden
are derived as a particular function of response accuracy, i.e., was
the response correct or incorrect, and response time to produce
the continuous item score in such a way that penalizes fast
incorrect responses. Specifically, Si = (2Yi − 1)(d − Ti) where
Yi indicates whether the response was correct or not and Ti is
time when the time-limit for responding is set to d. However, the
fact that time is, literally, monetized in Math Garden, may entice
learners to employ a different, more economic utility-based rule.
Students may value their time and thus the relationship between
their response scores, accuracy, and time may be Si = Yi − Ti

in which a slow incorrect response has a large negative score.
The question is can we detect that learners follow the alternative
scoring rule rather than the intended one? The answer is yes. We
will show this by means of a simulation.

We augment the first simulation. Rather than simulating from
the CR model we will simulate from the distribution implied by
the scoring rule Si = Yi − Ti. One can show that in order to
simulate from this distribution we can do the following. We first
simulate the response Yi from the CR model, but if the response
is<0.5, Yi < 0.5, then we set the score to be Yi = 0.5−Yi. One of
the benefits of using three separate urns to track the ability is that
model misfit can be detected by comparing the urns to each other.
The relationship between the true urn proportions is a known
function. Specifically, if θp are the true simulated abilities we can
plot the inverse logit of θp/2 against the inverse logit of θp/4. If
the observed own proportions don’t follow this relationship there
is model misfit.

Figure 7 shows the relationship between the urn proportions
in urns 1 and 2 using the true generating model and
the modified generating model. This figure shows that
when the generating model is the modified one the model
misspecification can be detected as the relationship between
the urn proportions follows a U-shaped curve rather than the
expected monotonic relationship.

4.2. Simulation 2
For Simulation 2 we consider a more realistic setting. Specifically,
we deal with two problems in learning and assessment systems:
the problem of change and the problem of personalization and
adaptation. We allow the ability of the persons to change over
time. Specifically, the ability changes as a function of time
according to a generalized logistic function

θp(t) = θp1 +
θp2 − θp1

1+ exp (−αpt)
(11)

where t is the simulation index (from 1 to 108) mapped to the
interval (−4,4), θp1 ∼ U(−4, 4), θp2 ∼ U(−4, 4), and αp ∼
Gamma(1, 1). The item difficulty is simulated from the uniform
again, δi ∼ U(−4, 4) and held constant. Once again, we simulate
108 responses from the continuous Rasch model where a person
is (uniformly) randomly selected but now a random item is
selected by choosing one with the following weights

Mpi(u) = exp(−2(ln (up + 1)/(np − up + 1))

− ln (ui + 1)/(ni − ui + 1))2 (12)

where up corresponds to the selected person’s urn proportion, ui
corresponds to item i’s urn proportion, and np and ni the person
and item urn sizes, respectively. This results in items whose
difficulty are closer to the selected person’s ability being more
likely selected. For this simulation we track the ability using a
single urn with urn sizes of 420 for both the person and item urns.

Figure 8 shows the results for one person and one item in
particular. In red is the true ability and difficulty of this person
and item and the blue trace line is the urn proportion. These show
that the extended Urnings rating system can track the change in
ability well. We can increase the urn size if we wish to decrease
the variance in the urn proportions. Another traceplot that can
be generated is Figure 9. The leftmost plot in this figure is the
probability that the response to the first dyadic expansion of a
particular item is 1, the middle one is the 2nd dyadic expansion
of the same person and item, and the rightmost plot is the third
expansion. This also shows good fit to the simulated data. Along
with increasing the urn size in order to decrease variance we can
also keep track of a running mean. In Figure 9 we also plot the
average of the previous 2,000 probabilities at each new interaction
which closely tracks the true probability.

4.3. Simulation 3
For the final simulation we explore the trouble with every
measurement model, which relates ability to difficulty as the
Rasch model does: the issue of unidentifiability of these
parameters. In most assessment frameworks this issue is often
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FIGURE 5 | Contours for the predicted and observed proportion of correct responses for every combination of Urnings from simulation 1. Plots from left to right

correspond to the urn associated with the respective step in the dyadic expansion.

FIGURE 6 | Urn proportions of the three urns plotted against the expit of the scaled ability, θp/2
k where k indexes the dyadic expansion. A 95% confidence interval is

included along with the correlation and coverage.

circumvented by several assumptions, such as the assumption
that the abilities of the persons and the difficulties of the items are
static and not changing. Additionally, some arbitrary zero point
must be decided on, which is typically that the average difficulty
of the population of items is equal to zero. In this final simulation,
we challenge some of these assumptions as typically happens in
real data, especially in learning systems.

As before, we allow the ability to change over time in the same
was as we did in simulation 2. However, we restrict the change
in ability to only be positive by sampling θp1 ∼ U(−4, 0) and
θp2 ∼ U(0, 4) so that each person’s ability increases. Furthermore,
we allow the difficulty of the items to change over time. The item
difficulties change in the same way as the person ability, but they
all decrease over time. Specifically, the difficulty is

δi(t) = δi1 +
δi2 − δi1

1+ exp (−2(t − t0))
(13)

where δi1 ∼ U(0, 4) and δi2 ∼ U(−4, 0). Additionally, we
split the items into four groups such that the point, t0 (at
which the difficulty is half way between its starting difficulty,
δ1, to its ending difficulty, δi2) varies between groups. In the
first group of items the mid-point is at the first quarter of
the number of simulated interactions, the second group is half
way through the simulated interactions (just like the person
ability), the third group is three quarters of the way through the
simulated interactions, and the last group does not change in
ability. Figure 10 plots the (true) change in item difficulty over
the simulated interactions. In this way we simulate an experience
that is close to a learning environment. Items whose relative
difficulty decreases early on represent items related to skills which
the persons learn early on in the learning environment. Just as
in simulation 2, at each interaction we randomly pick a person
and then select an item using the same weights as described in
simulation 2. The single urn scheme is used to track the abilities
and difficulties with urns of size 420 for both persons and items.
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FIGURE 7 | Urn proportions in urn 1 plotted against urn proportions in urn 2 using the true generating model and the alternative model.

FIGURE 8 | The true (solid red line) and estimated (blue line) change in ability (left) for 1 specific person and item difficulty (right) for 1 specific item in simulation 2.

Figure 11 shows the true and estimated ability and difficulty
for a particular person and a particular item. The true ability
change is in red on the left and the true difficulty is in red on
the right. In blue, the urn proportion for the ability on the left
and the difficulty on the right. What is happening here? Clearly
the urn proportions do not track the true values; this is most
evident with the ability on the left. As the number of balls in
the person and item urns is always fixed, if we allow the items to
become easier over time and the person abilities to increase over
time, the persons are literally stealing balls away from the items.

This results in under-estimation of the person abilities and over-
estimation of the item difficulties. In the previous simulation this
effect was circumvented by allowing the distribution of ability
(and difficulty) to be the same at the start of the simulation and at
the end, by allowing some people’s ability to increase and others
to decrease (and the item difficulty was kept constant). This is
not the case in this simulation. Only quantities that are properly
contextualized can be accurately tracked, such as the probability
that a person answers an item correctly. Consider Figure 12. As
in the previous simulation, this figure plots the probability that a
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FIGURE 9 | The probability that a specific person answers the dth item in the dyadic expansion of a specific item correctly in simulation 2.

FIGURE 10 | True item difficulties in simulation 3.

FIGURE 11 | The true (solid red line) and estimated (blue line) change in ability (left) for one specific person and item difficulty (right) for one specific item in simulation 3.
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FIGURE 12 | The probability that a specific person answers the dth item in the dyadic expansion of a specific item correctly in simulation 3.

particular person gets one of the dyadic expansion items correct
on a particular item.

5. DISCUSSION

In this article, we have proposed a new method to analyze
data generated by massive online learning systems, such as
DET or Math Garden, based on the CR model and the
Urnings ratings system. We have demonstrated its feasibility
using simulation.

The approach described here is new and based on three
ingredients. First, we found that the SRT model is a special case
of a Rasch model for continuous item responses. Second, we
established that, if the CR model holds, continuous responses
can be transformed to independent binary responses that
follow the Rasch model and contain most of the information
in the original responses. Of course, the Rasch model is
known to not always fit the data, as it assumes each
item discriminates equally well (Verhelst, 2019). We have
discussed the topic of model misspecification (with regard
to the misspecification of the scoring rule rather than the
true data-generating process), but the focus of this paper has
been on the use of the CR in the context of a learning
system. Third, the urnings rating system can be applied to
the binary responses to track both learners and items in
real time.

In the introduction, three unique problems with large-scale,
high-stakes, online, anywhere anytime learning and testing were
identified. Having dealt with the problem of change and of
personalization and adaptation we now briefly comment on the
cold start problem. Having introduced the notion of stakes, as a
way of dealing with differences in item discrimination, we can
reuse the same idea for addressing the cold start problem. When
a new person or item is added, we initially multiply their stakes
by some number. This has the effect, similar to decreasing the urn

size, of taking large(r) steps, and hence more rapidly converging
to the “correct” value, but with a larger standard error. After some
initial responses have been processed, the multiplier can decrease
to one. Note that, in principle, the same approach can be used
continuously to adjust the stakes depending on how fast or slow
a person or item parameter is changing.

An extension of the urnings system was introduced in
order to make use of the dichotomous responses with varying
discriminations. It will be clear that we have only begun to
explore the possibilities offered by the new method.
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In this paper, a new two-parameter logistic testlet response theory model for

dichotomous items is proposed by introducing testlet discrimination parameters to

model the local dependence among items within a common testlet. In addition, a

highly effective Bayesian sampling algorithm based on auxiliary variables is proposed

to estimate the testlet effect models. The new algorithm not only avoids the

Metropolis-Hastings algorithm boring adjustment the turning parameters to achieve an

appropriate acceptance probability, but also overcomes the dependence of the Gibbs

sampling algorithm on the conjugate prior distribution. Compared with the traditional

Bayesian estimation methods, the advantages of the new algorithm are analyzed from

the various types of prior distributions. Based on the Markov chain Monte Carlo (MCMC)

output, two Bayesian model assessment methods are investigated concerning the

goodness of fit between models. Finally, three simulation studies and an empirical

example analysis are given to further illustrate the advantages of the new testlet effect

model and Bayesian sampling algorithm.

Keywords: bayesian inference, deviance information criterion, logarithm of the pseudomarignal likelihood, item

response theory, testlet effect models, slice-Gibbs sampling algorithm, Markov chain Monte Carlo

1. INTRODUCTION

In education and psychological tests, a testlet is defined as that a bundle of items share a common
stimulus (a reading comprehension passage or a figure) (Wainer and Kiely, 1987). For example, in
a reading comprehension test, a series of questions may be based on a common reading passage.
The advantages of the testlet design are not only to allow for more complicated and interrelated
set of items, but also to improve the testing efficiency (Thissen et al., 1989). Namely, with several
items embedded in a testlet, test takers need not waste a considerable amount of time and energy
in processing a long passage just to answer a single item. Despite their appealing features, this
testing format poses a threat to item analysis because items within a testlet often violate the local
independence assumption of item response theory (IRT). The traditional item response analysis

448

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2021.509575
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2021.509575&domain=pdf&date_stamp=2021-08-11
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles
https://creativecommons.org/licenses/by/4.0/
mailto:zhangjw713@nenu.edu.cn
mailto:zhangzy328@nenu.edu.cn
https://doi.org/10.3389/fpsyg.2021.509575
https://www.frontiersin.org/articles/10.3389/fpsyg.2021.509575/full


Lu et al. Bayesian Inferences Testlet Effect Models

tends to overestimate the precision of person ability obtained
from testlets, and overestimate test reliability\information, and
yields biased estimation for item difficulty and discrimination
parameters (Sireci et al., 1991; Yen, 1993; Wang and Wilson,
2005a;Wainer et al., 2007; Eckes, 2014; Eckes and Baghaei, 2015).

In the face of these problems, two methods have been
proposed to cope with the local item dependence. One method
is to estimate a unidimensional model but treat items within a
testlet as a single polytomous item (Sireci et al., 1991; Yen, 1993;
Wainer, 1995; Cook et al., 1999) and then apply polytomous item
response models such as the generalized partial-credit model
(Muraki, 1992), the graded response models (Samejima, 1969),
or the nominal response model (Bock, 1972). This method is
appropriate when the local dependence between items within a
testlet is moderate and the test contains a large proportion of
independent items (Wainer, 1995), but it becomes impractical as
the number of possible response patterns increases geometrically
with the number of items in a testlet and thus is not frequently
used (Thissen et al., 1989). An alternative method is testlet effects
can be taken into account by incorporating specific dimensions in
addition to the general dimension into the IRTmodels. Two such
multidimensional IRTmodels are often used by researchers. That
is, the bi-factor models (Gibbons and Hedeker, 1992) and the
random-effects testlet models (Bradlow et al., 1999; Wainer et al.,
2007). However, Li et al. (2006), Rijmen (2010), and Min and He
(2014) find that the random-effects testlet models can be used as a
special case of the bi-factor models. It is obtained by constraining
the loadings on the specific dimension to be proportional to the
loading on the general dimension within each testlet. In practice,
researchers prefer to use simple random-effects testlet models if
the two models are available and the model fit is not too much
damage. Next, we discuss the specific forms of some commonly
used testlet effect models.

Several literatures on testlet structure modeling have been
proposed to capture the local item dependence from different
perspectives for the past two decades. Bradlow et al. (1999)
and Wainer et al. (2000) extend the traditional IRT models
including a random effect parameter to explain the interaction
between testlets and persons. The probit link function of the

above model is formulated as 8
[
aj

(
θi − bj + ηid(j)

)]
, where

8 is the normal cumulative distribution function, θi denotes
the the ability for the ith examinee, aj and bj, respectively
denote the discrimination parameter and difficulty parameter for
the jth item, and ηid(j) is a random effect that represents the

interaction of examinee iwith testlet d
(
j
)
[d
(
j
)
denotes the testlet

d contains item j]. Further, Li et al. (2006) propose a general
two parameter normal ogive testlet response theory (2PNOTRT)
model from the perspective of multidimensionality. Each item
response in the multidimensional model depends on both
the primary dimension and the secondary testlet dimensions.
Under the 2PNOTRT model, the basic form of probit link

function is expressed as 8
[
aj1θi − tj + aj2ηid(j)

]
, where tj is a

threshold parameter related to the item difficulty. The latent traits
underlying examinees’ responses to items in testlets consist of
general ability θ and several secondary dimensions, one for each

testlet. Item parameters aj1 and aj2 indicate the discriminating
power of an item with respect to the primary ability θ and the
secondary dimension ηd, respectively. Because the secondary
dimension ηid(j) is a random effect that represents the interaction

of examinee i with testlet d
(
j
)
, it is believed that the loading

of the secondary dimensions ηd should be the discriminating
power of the testlet with respect to it, and it should be related
to the discrimination parameters of the items in the testlet
with respect to the intended ability, θ . The above two testlet
effect models are constructed in the framework of probit link
function. On this basis, Zhan et al. (2014) propose the concept
of within-item multidimensional testlet effect. In this paper,
we introduce a new item parameter as a testlet discrimination
parameter and propose a new two parameter logistic testlet model
in the framework of logit link function for dichotomously scored
items, as detailed in the next section. Moreover, testlet response
theory modeling has also been extended to the other field of
educational and psychological measurement such as large-scale
language assessments (Rijmen, 2010; Zhang, 2010; Eckes, 2014),
hierarchical data analysis (Jiao et al., 2005, 2013), cognitive
diagnostic assessments (Zhan et al., 2015, 2018).

One of the most commonly used estimation methods for
the above-mentioned testlet effect models is the marginal
maximum likelihood method via the expectation-maximization
(EM; Dempster et al., 1977) algorithm (Bock and Aitkin, 1981;
Mislevy, 1986; Glas et al., 2000; Wang and Wilson, 2005b). The
ability parameters and testlet effects are viewed as unobserved
data (latent variables), and then we can find the maximum
of a complete data likelihood (the responses and unobserved
data) marginalized over unobserved data. However, the marginal
maximum likelihood estimation of testlet models has been
hampered by the fact that the computations often involve
analytically intractable high dimensional integral and hence
it is hard to find the maximum likelihood estimate of the
parameters. More specifically, when the integrals over latent
variable distributions are evaluated using Gaussian quadrature
(Bock and Aitkin, 1981), the number of calculations involved
increases exponentially with the number of latent variable
dimensions. Even though the number of quadrature points
per dimension can be reduced when using adaptive Gaussian
quadrature (Pinheiro and Bates, 1995), the total number
of points again increases exponentially with the number of
dimensions. In addition, when the EM algorithm is employed
to compute marginal maximum likelihood estimates with
unobserved data, the convergence of EM algorithm can be very
slow whenever there is a large fraction of unobserved data, and
the estimated information matrix is not a direct by product
of maximization.

An alternative method is to use a fully Bayesian formulation,
coupled with a Markov Chain Monte Carlo (MCMC) procedure
to estimate the testlet model parameters (e.g., Wainer et al.,
2000, 2007). The Bayesian method, including Metropolis-
Hastings algorithm (Metropolis et al., 1953; Hastings, 1970;
Tierney, 1994; Chib and Greenberg, 1995; Chen et al., 2000)
and Gibbs algorithm (Geman and Geman, 1984; Tanner and
Wong, 1987; Albert, 1992), has some significant advantages over
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classical statistical analysis. It allows meaningful assessments
in confidence regions, incorporates prior knowledge into the
analysis, yields more precise estimators (provided the prior
knowledge is accurate), and follows the likelihood and sufficiency
principles. In this current study, an effective slice-Gibbs sampling
algorithm (Lu et al., 2018) in the framework of Bayesian is used
to estimate the model parameters. The slice-Gibbs sampling, as
the name suggests, can be conceived of an extension of Gibbs
algorithm. The sampling process consists of two parts. One part
is the slice algorithm (Damien et al., 1999; Neal, 2003; Bishop,
2006; Lu et al., 2018), which samples the two parameter logistic
testlet effect models from the truncated full conditional posterior
distribution by introducing the auxiliary variables. The other
part is Gibbs algorithm which updates variance parameters based
on the sampled values from the two parameter logistic testlet
effect models. The motivation for this sampling algorithm is
manifold. First, the slice-Gibbs sampling algorithm is a fully
Bayesian method, which averts to calculate multidimensional
numerical integration compared with the marginal maximum
likelihood method. Second, the slice algorithm has the advantage
of a flexible prior distribution being introduced to obtain samples
from the full conditional posterior distributions rather than being
restricted to using the conjugate distributions, which is required
in Gibbs sampling algorithm and limited using the normal ogive
framework (Tanner andWong, 1987; Albert, 1992; Bradlow et al.,
1999; Wainer et al., 2000; Fox and Glas, 2001; Fox, 2010; Tao
et al., 2013). The detailed discussions about the informative priors
and non-informative priors of item parameters are shown in
the simulation 2. Third, it is known that the Metropolis-Hasting
algorithm (Metropolis et al., 1953; Hastings, 1970; Tierney, 1994;
Chib and Greenberg, 1995; Chen et al., 2000) severely depends
on the standard deviation (tuning parameter) of the proposal
distributions, and it is sensitive to step size. More specifically, if
the step size is too small random walk, the chain will take longer
to traverse the support of the target density; If the step size is
too large there is great inefficiency due to a high rejection rate.
However, the slice algorithm automatically tunes the step size to
match the local shape of the target density and draws the samples
with acceptance probability equal to one. Thus, it is easier and
more efficient to implement.

The remainder of this article is organized as follows. Section
2 describes the two parameter logistic testlet effect model,
the prior assumptions and model identifications. A detailed
description of the slice-Gibbs sampling algorithm and Bayesian
model assessment criteria are presented in section 2. In section 3,
three simulation studies are given, the first of which considers
the performances of parameter recovery using the slice-Gibbs
algorithm under different design conditions. In the second
simulation, the prior sensitivity of the the slice-Gibbs sampling
algorithm is assessed using the simulated data. In the third
simulation, based on the Markov chain Monte Carlo (MCMC)
output, two Bayesian model assessment methods are used to
evaluate the model fit. In section 5, an empirical example is
analyzed in detail to further demonstrate the applicability of
the testlet structure models and the validity of the slice-Gibbs
sampling algorithm. At last, we conclude with a few summary
remarks in section 6.

2. THE NEW TWO PARAMETER LOGISTIC
TESTLET MODEL AND PRIOR
ASSUMPTIONS

The new two parameter logistic testlet model (N2PLTM):

pij = p
(
yij = 1

∣∣∣θi, aj, bj, ηid(j)
)

=
exp

[
aj
(
θi − bj

)
+ αd(j)ηid(j)

]

1+ exp
[
aj
(
θi − bj

)
+ αd(j)ηid(j)

] , (1)

In Equation (1), i = 1, . . . , n. indicates persons. Suppose a
text contains J items, items in such tests are grouped into
K (1 ≤ K ≤ J)mutually exclusive and exhaustive testlets. Denote
testlet d containing item by d

(
j
)
and the size of each testlet by

nk
(
1 ≤ k ≤ K

)
which can be written as with d (1) and d (J) = K.

yij represents the response of the ith examinee answering the
jth item, and the correct response probability is expressed as
pij. And θi denotes ability parameter for the ith examinee. aj
is the discrimination parameter of the item j. bj denotes the

difficulty parameter of the item j, and αd(j) =
∑

j∈Sd(j)

aj
nd(j)

is

the testlet discrimination parameter where nd(j) is the numbers

of items in testlet (testlet d contains item j) and Sd(j) is the

set of the serial numbers of item in the testlet. The purpose
of using the testlet discrimination parameter is to consider the
interaction between the discrimination parameters for all Sd(j)
items in the same testlet and the testlet effect, rather than
just examining the influence of the jth item discrimination
parameter on the testlet effect for the traditional testlet models.
The random effect ηid(j) represents the interaction of individual

i with testlet d
(
j
)
. It can be interpreted as a random shift in

individuals’ ability or another ability dimension (Li et al., 2006).
The following priors and hyper-priors are used to estimate the
parameters of N2PLTM. The latent ability θ and the testlet effect
η are assumed to be independently and normally distributed
under the testlet model. That is, η∗ = (θi, ηi1, . . . , ηiK)′ has
a multivariate normal distribution N (µ,6), where µ is mean

vector, 6 is a diagonal matrix, 6 = diag
(
σ 2

θ , σ
2
η1
, . . . , σ 2

ηK

)
.

The variances of ηik
(
k = 1, 2, . . . ,K

)
, which can be allowed to

vary across testlets, indicate the amount of local dependence
in each testlet. If the variance of ηik is zero, the items within
the testlet can be considered conditionally independent. As the
variance increases, the amount of local dependence increases.
The priors to the discrimination parameters are set from
truncated normal priors, N

(
µa, σ

2
a

)
I (0,+∞), where I (0,+∞)

denotes the indicator function that the values range from zero
to infinity, and the difficulty parameters are assumed to follow
the normal distribution, bk ∼ N

(
µb, σ

2
b

)
. In addition, the hyper-

priors for σ 2
a , σ

2
b
and σ 2

ηk

(
k = 1, 2, . . . ,K

)
are assumed to follow

inverse Gamma distribution with shape parameter v and scale
parameter τ . Let � = (θ , a, b, η) represents the collection of the
unknown parameters in model (1), where θ = (θ1, . . . , θn)

′, a =(
a1, . . . , aJ

)′
, b =

(
b1, . . . , bJ

)′
and η =

(
η1d(1), . . . ., ηd(J)

)′
. The
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joint posterior distribution of � given the data is represented by

p (� |Y ) ∝
n∏

i=1

J∏

j=1

p
(
yij

∣∣∣θi, aj, bj, ηid(j)
)
p (θi)

p
(
aj
∣∣µa, σ

2
a

)
I
(
aj > 0

)
p
(
bj
∣∣µb, σ

2
b

)

× p
(
σ 2
a

)
p
(
σ 2
b

)
p
(
ηid(j)

∣∣∣µη, σ
2
ηd(j)

)
p
(
σ 2

ηd(j)

)

∝





n∏

i=1

J∏

j=1

[
p
yij
ij

(
1− pij

)1−yij
]




[
n∏

i=1

exp

(
−

θ2i

2

)]

(
σ 2
a σ 2

b

)− J
2

J∏

j=1

exp

[
−
(
aj − µa

)2

2σ 2
a

]

× exp

[
−
(
bj − µb

)2

2σ 2
b

]
I
(
aj > 0

) (
σ 2
a

)−(v1+1)

(
σ 2
b

)−(v2+1)
exp

[
−

τ1

σ 2
a

−
τ2

σ 2
b

]

×
n∏

i=1

J∏

j=1

exp


−

η2
id(j)

2σ 2
ηd(j)



(
σ 2

ηd(j)

)−(v3+1)

exp

(
−

τ3

σ 2
ηd(j)

)
. (2)

2.1. Model Identifications
In Equation 1, the linear part of the testlet effect model,
aj
(
θi − bj

)
+ αd(j)ηid(j), can be rewritten as follows

aj

(
θi − bj +

ηid(j)

nd(j)

)
+

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j),

where the testlet discrimination αd(j) consists of the

discrimination parameters aj. That is, αd(j) =
∑

j∈Sd(j)

aj
nd(j)

,

and k ∈ Sd(j) −
{
j
}
means that k belongs to the set Sd(j)

excluding the index j. To eliminate the trade offs among the
ability θ , difficulty parameter b and testlet effect ηid(j) in location,

we fix the mean population level of ability to zero and restrict a
item difficulty parameter to zero. Meanwhile, to eliminate the
trade off between the ability θ and the discrimination parameter
a in scale, we need restrict the variance population level of ability

to one. However, ajbj, aj
ηid(j)
nd(j)

and

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j) still have the

trade offs in scale. In fact, we only need fix a item discrimination
parameter to one. In summary, the required identification
conditions are as follows:

θi ∼ N (0, 1) , a1 = 1 and b1 = 0.

Several identification restriction methods of two parameter IRT
models have been widely used. The identification restrictions of
our model are based on the following methods.

(1) To fix the mean population level of ability to zero and the
variance population level of ability to one (Lord and Novick,
1968; Bock and Aitkin, 1981; Fox and Glas, 2001; Fox, 2010).
That is, θ ∼ N (0, 1);

(2) To fix the item difficulty parameter to a specific value, most
often zero, and restrict the discrimination parameter to a
specific value, most often one (Fox and Glas, 2001; Fox,
2010). That is, b1 = 0 and a1 = 1.

3. BAYESIAN INFERENCES

3.1. Slice-Gibbs Algorithm to Estimate
Model Parameters
The motivation for the slice-Gibbs sampling algorithm is that the
inferred samples can easily be drawn from the full conditional
distribution by introducing the auxiliary variables. Before giving
the specific Bayesian sampling process, we give the definition
of auxiliary and its role in the sampling process. Auxiliary
variables are variables that can help to make estimates on
incomplete data, while they are not part of the main analysis.
Basically, the auxiliary variables are latent unknown parameters
without any direct interpretation which are introduced for
technical/simulation reasons or for the reason of making
an analytically intractable distribution tractable. Within the
Bayesian framework, in the method of auxiliary variables,
realizations from a complicated distribution can be obtained by
augmenting the variables of interest by one or more additional
variables such that the full conditionals are tractable and easy to
simulate from. The construction of sampling algorithms via the
introduction of auxiliary variable received much attention since
it resulted in both simple and fast algorithms (Tanner andWong,
1987; Higdon, 1998; Meng and van Dyk, 1999; Fox, 2010).

For each of the response variable yij, we introduce two
mutually independent random auxiliary variables λij and ϕij. The
random variables λij and ϕij are assumed to follow a Uniform
(0,1). The following two cases must be satisfied.
Case 1: When yij = 1, an equivalent condition for yij = 1 is the
indicator function I

(
0 < λij ≤ pij

)
must be equal to 1, as opposed

to I
(
0 < ϕij ≤ qij

)
is set to 0, where qij = 1−pij. In addition, if the

joint distribution (λij and pij) integrate out the auxiliary variables
λij, the obtained marginal distribution is just equal to the correct
response probability of the ith individual answering the jth item.
Case 2: Similarly, when yij = 0, an equivalent condition for
yij = 0, that is, the indicator function I

(
0 < ϕij ≤ qij

)
must be

equal to 1, as opposed to is I
(
0 < λij ≤ pij

)
set to 0.

Therefore, the joint posterior distribution based on the auxiliary
variables is given by

p (�,λ,ϕ |Y ) ∝
n∏

i=1

J∏

j=1

[
I
(
yij = 1

)
I
(
0 < λij ≤ pij

)

+I
(
yij = 0

)
I
(
0 < ϕij ≤ qij

)]
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×
(
σ 2
a σ 2

b

)− J
2

J∏

j=1

exp

[
−
(
aj − µa

)2

2σ 2
a

−
(
bj − µb

)2

2σ 2
b

]

I
(
aj > 0

)
[

n∏

i=1

exp

(
−

θ2i

2

)]

×
(
σ 2
a

)−(v1+1) (
σ 2
b

)−(v2+1)
exp

[
−

τ1

σ 2
a

−
τ2

σ 2
b

]

×
n∏

i=1

J∏

j=1

exp


−

η2
id(j)

2σ 2
ηd(j)



(
σ 2

ηd(j)

)−(v3+1)

exp

(
−

τ3

σ 2
ηd(j)

)
. (3)

We find that the Equation (2) can be obtained by taking
expectations about the auxiliary variables for the Equation (3).
Each step of the algorithm needs to satisfy the Equation (3). The
detailed slice-Gibbs sampling algorithm is given by

Step 1: Sample the auxiliary variables λij and ϕij given the
response variable Y and the parameters �. The full conditional
posterior distributions can be written as

λij |Y , � ∼ Uniform
(
0, pij

)
, if yij = 1,

ϕij |Y , � ∼ Uniform
(
0, qij

)
, if yij = 0.

(4)

Step 2: Sample the discrimination parameter aj. The prior of the
discrimination parameters is N

(
µa, σ

2
a

)
I (0,+∞). According to

the Equation (3), for all i, if 0 < λij ≤ pij,
(
θi − bj +

ηid(j)
nd(j)

)
>

0 or 0 < ϕij ≤ qij,
(
θi − bj +

ηid(j)
nd(j)

)
< 0. The following

inequalities are established

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
λij

1− λij

)
,

Or equivalently,

aj ≥

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
λij

1− λij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)



,

And,

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
1− ϕij

ϕij

)
,

Or equivalently,

aj ≥

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
1− ϕij

ϕij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)



.

Similarly, for all i, if 0 < λij ≤ pij,
(
θi − bj +

ηid(j)
nd(j)

)
< 0 or

0 < ϕij ≤ qij,
(
θi − bj +

ηid(j)
nd(j)

)
> 0. The following inequalities

are established

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
λij

1− λij

)
,

Or equivalently,

aj ≤

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
λij

1− λij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)



,

And,

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
1− ϕij

ϕij

)
,

Or equivalently,

aj ≤

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
1− ϕij

ϕij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)



.

Let

1j =

{
i

∣∣∣∣∣0 < λij ≤ pij,

(
θi − bj +

ηid(j)

nd(j)

)
> 0

}
,

Gj =

{
i

∣∣∣∣∣0 < ϕij ≤ pij,

(
θi − bj +

ηid(j)

nd(j)

)
< 0

}
,

∇j =

{
i

∣∣∣∣∣0 < λij ≤ pij,

(
θi − bj +

ηid(j)

nd(j)

)
< 0

}
,

3j =

{
i

∣∣∣∣∣0 < ϕij ≤ pij,

(
θi − bj +

ηid(j)

nd(j)

)
> 0

}
.

When given the response variable Y , the auxiliary variable λ, ϕ
and other parameters�1 (all of the parameters except aj), the full
conditional distribution is represented by

aj

∣∣∣λ, ϕ, �1 ∼ N
(
µa, σ

2
a

)
I
(
0 < aLj ≤ aj ≤ aUj

)
. (5)

In Equation (5),

aLj = max



max

i∈1j

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
λij

1− λij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)




,
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max
i∈Gj

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
1− ϕij

ϕij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)







.

And

aUj = min



min

i∈∇j

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
λij

1− λij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)




,

min
i∈3j

(
θi − bj +

ηid(j)

nd(j)

)−1



log

(
1− ϕij

ϕij

)
−

∑

k∈Sd(j)−{j}
ak

nd(j)
ηid(j)







.

Step 3: Sample the difficulty parameter bj. The prior of the
difficulty parameters is N

(
µb, σ

2
b

)
. According to the Equation

(3), for ∀i, if we have 0 < λij ≤ pij, the following inequalities
are established,

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
λij

1− λij

)
,

Or equivalently,

bj ≤ θi −
1

aj

[
log

(
λij

1− λij

)
− αd(j)ηid(j)

]
.

Similarly, for all i, if 0 < ϕij ≤ qij, the following inequalities
are established

aj
(
θi − bj

)
+ αd(j)ηid(j) ≥ log

(
1− ϕij

ϕij

)
,

Or equivalently,

bj ≤ θi −
1

aj

[
log

(
1− ϕij

ϕij

)
− αd(j)ηid(j)

]
.

Let Dj =
{
i
∣∣yij = 1, 0 < λij ≤ pij

}
, Ej ={

i
∣∣yij = 0, 0 < ϕij ≤ qij

}
. Thus, given the response variable Y ,

the auxiliary variable λ, ϕ and other parameters �2 (all of the
parameters except bj). The full conditional posterior distribution
is given by

bj

∣∣∣λ, ϕ, �2 ∼ N
(
µb, σ

2
b

)
I
(
bLj ≤ bj ≤ bUj

)
, (6)

In Equation (6),

bLj = max
i∈Ej

{
θi −

1

aj

[
log

(
1− ϕij

ϕij

)
− αd(j)ηid(j)

]}
,

And

bUj = min
i∈Dj

{
θi −

1

aj

[
log

(
λij

1− λij

)
− αd(j)ηid(j)

]}
.

Step 4: Sample the latent ability θi, the prior of the latent ability
is assumed to follow a normal distribution with mean µθ and
variance σ 2

θ . Given the response variable Y , the auxiliary variable
λ, ϕ and other parameters �3 (all of the parameters except θi).
The full conditional posterior distribution of θi is

θi
∣∣λ, ϕ, �3,Y ∼ N

(
µθ , σ

2
θ

)
I
(
θLi ≤ θi ≤ θUi

)
, (7)

In Equation (7),

θLi = max
j∈Ci

{
1

aj

[
log

(
λij

1− λij

)
− αd(j)ηid(j)

]
+ bj

}
,

where Ci =
{
j
∣∣yij = 1, 0 < λij ≤ pij

}
,

θUi = min
j∈Bi

{
1

aj

[
log

(
1− ϕij

ϕij

)
− αd(j)ηid(j)

]
+ bj

}
,

where Bi =
{
j
∣∣yij = 0, 0 < ϕij ≤ qij

}
.

Step 5: Sample the testlet random effect ηid(j). Assuming that the

jth term comes from the kth testlet [i.e., d
(
j
)
= k] and the order

of the terms in the kth testlet is form jk to nk + jk − 1. Then, the
joint posterior distribution can be rewritten as

p (�,λ,ϕ |Y ) ∝
n∏

i=1

K∏

k=1

nk+jk−1∏

j=jk

[
I
(
yij = 1

)
I
(
0 < λij ≤ p∗ij

)

+I
(
yij = 0

)
I
(
0 < ϕij ≤ q∗ij

)]

×
(
σ 2
a σ 2

b

)− J
2

J∏

j=1

exp

[
−
(
aj − µa

)2

2σ 2
a

−
(
bj − µb

)2

2σ 2
b

]
I
(
aj > 0

)
[

n∏

i=1

exp

(
−

θ2i

2

)]

×
(
σ 2
a

)−(v1+1) (
σ 2
b

)−(v2+1)
exp

[
−

τ1

σ 2
a

−
τ2

σ 2
b

]

×
n∏

i=1

J∏

j=1

exp

(
−

η2
ik

2σ 2
ηk

)(
σ 2

ηk

)−(v3+1)
exp

(
−

τ3

σ 2
ηk

)
.

where p∗ij = exp[aj(θi−bj)+αkηik]
1+exp[aj(θi−bj)+αkηik]

, q∗ij = 1 − p∗ij. The prior

of the testlet random effect ηik is assumed to follow a normal
distribution with mean µη and variance σ 2

η . Given the response
variable Y , the auxiliary variable λ, ϕ and other parameters
�4 (all of the parameters except ηik). The full conditional
distribution of ηik is given by

ηik

∣∣∣λ, ϕ, �4,Y ∼ N
(
µη, σ

2
η

)
I
(
ηLik ≤ ηik ≤ ηUik

)
, (8)
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In Equation (8),

ηLik =
1

αk

[
log

(
λij

1− λij

)
− aj

(
θi − bj

)]
, and

ηUik =
1

αk

[
log

(
1− ϕij

ϕij

)
− aj

(
θi − bj

)]
.

Step 6: Sample the variance parameter σ 2
a , the variance is

assumed to follow a Inverse-Gamma(v1, τ1) hyper prior. Given
the discrimination parameters a, the hyper parameters v1 and τ1.
The full conditional posterior distribution of σ 2

a is given by

p
(
σ 2
a |a, v1, τ1

)
∝ p

(
a
∣∣µa, σ

2
a

)
p
(
σ 2
a

)

∝
∣∣σ 2

a

∣∣− J
2 exp





−

J∑

j=1

(
aj − µa

)2

2σ 2
a





∣∣σ 2
a

∣∣−(v1+1)
exp

{
−

τ1

σ 2
a

}
.

Thus,

σ 2
a |a, v1, τ1 ∼ Inverse− Gamma




J

2
+ v1,

J∑

j=1

(
aj − µa

)2

2
+ τ1



.

Step 7: Sample the variance parameter σ 2
b
, the variance is

assumed to follow a Inverse-Gamma(v2, τ2) hyper prior. Given
the difficulty parameters b, the hyper parameters v2 and τ2. The
full conditional posterior distribution of σ 2

b
is given by

p
(
σ 2
b |b, v2, τ2

)
∝ p

(
b
∣∣µb, σ

2
b

)
p
(
σ 2
b

)

∝
∣∣σ 2

b

∣∣− J
2 exp





−

J∑

j=1

(
bj − µb

)2

2σ 2
b





∣∣σ 2
b

∣∣−(v2+1)
exp

{
−

τ2

σ 2
b

}
.

Thus,

σ 2
b |b, v2, τ2 ∼ Inverse− Gamma




J

2
+ v2,

J∑

j=1

(
bj − µb

)2

2
+ τ2



.

(9)

Step 8: Sample the random effect variance parameter σ 2
ηk
,

the variance is assumed to follow a Inverse-Gamma (v3, τ3)
hyper prior. Given the random effect parameters η, the hyper
parameters v3 and τ3. The full conditional posterior distribution
of σ 2

ηk
is given by

p
(
σ 2

ηk
|η, v3, τ3

)
∝ p

(
η

∣∣∣µη, σ
2
ηk

)
p
(
σ 2

ηk

)

∝
∣∣∣σ 2

ηk

∣∣∣
− n

2
exp




−

n∑

i=1

(
ηik − µη

)2

2σ 2
ηk





∣∣∣σ 2
ηk

∣∣∣
−(v3+1)

exp

{
−

τ3

σ 2
ηk

}
.

Thus,

σ 2
ηk
|η, v3, τ3 ∼ Inverse− Gamma




n

2
+ v3,

N∑

i=1

(
ηik − µη

)2

2
+ τ3



.

(10)

3.2. Bayesian Model Assessment
Within the framework of Bayesian, Bayes factor has played a
major role in assessing the goodness of fit of competing models
(Kass and Wasserman, 1995; Gelfand, 1996). It is defined as the
ratio of the posterior odds of model 1 to model 2 divided by the
prior odds of model 1 to model 2

BF =
p
(
M1

∣∣y
)
/p
(
M2

∣∣y
)

p (M1) /p (M2)
=

p
(
y |M1

)

p
(
y |M2

) , (11)

In Equation (11), y denotes the observation data, p (Mh) denotes
the model prior likelihood, and p

(
Mh

∣∣y
)
are the marginal

likelihoods of the data matrix y for model h, h = 1, 2. The Bayes
factor (BF) provide a summary of evidence for M1 compared
to M2. M1 is supported when BF>1, and M2 is supported
otherwise. A value of BF between 1 and 3 is considered as
minimal evidence for M1, a value between 3 and 12 as positive
evidence for M1, a value between 12 and 150 as strong evidence
forM1, and a value >150 as very strong evidence (Raftery, 1996).
However, one of the obstacles to use of the Bayes factors is
the difficulty associated with calculating them. As we known,
while the candidate model with high-dimensional parameters
are used to fit the data, it is not possible integrate out the all
parameters of models to obtain the closed-form expression of
marginal distribution. In addition, it are acutely sensitive to the
choice of prior distributions. If the use of improper priors for
the parameters in alternative models results in Bayes factors that
are not well defined. However, numerous approaches have been
proposed for model comparison with improper priors (Aitkin,
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1991; Gelfand et al., 1992; Berger and Pericchi, 1996; Ando, 2011).
In our article, Based on the noninformative priors, a “pseudo-
Bayes factor” approach is implemented, which provides a type of
approximation to the BF.

3.2.1. Pseudo-Bayes Factor
The pseudo-Bayes factor (PsBF) method (Geisser and Eddy,
1979) overcome BF sensitive to the choice of prior distributions.
It can be obtained by calculating the cross-validation predictive
densities. Considering i = 1, . . . , n individuals response to items.
Let y−(ij) be the observed data without the ijth observation and

let 4 denote all the parameters under the assumed model. The
cross-validation predictive density (CVPD) can be defined by

p
(
yij

∣∣∣y−(ij)

)
=
∫

p
(
yij

∣∣∣y−(ij),4
)
p
(
4

∣∣∣y−(ij)

)
d4, (12)

In Equation (12), the density p
(
yij

∣∣∣y−(ij)

)
denotes supporting

the possibility of values of yij when the model is fitted to
observations except yij. According to conditional independence

hypothesis, the equation p
(
yij

∣∣∣y−(ij),4
)

= p
(
yij |4

)
can be

established, the responses on the different items are independent
given ability and the responses of the individuals are independent
of one another. The Pseudo Bayes factor (PsBF) for comparing
two models (M1 and M2) is expressed in terms of the product of
cross-validation predictive densities and can be written as

PsBF =
∏

i,j

p
(
yij

∣∣∣y−(ij),M1

)

p
(
yij

∣∣∣y−(ij),M2

) . (13)

In practice, we can calculate the logarithm of the numerator
and denominator of the PsBF and it can be used for comparing
different models. The model with a larger PsBF has a better
fit of the data. Gelfand and Dey (1994) and Newton and
Raftery (1994) proposed an importance sampling to evaluate the
marginal likelihood (CVPD) of the data. Given the sample size R,
r = 1, . . . ,R, the samples 4(m) from the posterior distribution

p
(
4

∣∣∣y−(ij)

)
often easily obtained via an MCMC sampler. The

estimated likelihood function is

̂
p
(
yij

∣∣∣y−(ij)

)
=

[
1

M

M∑

m=1

1

p
(
yij
∣∣4(m)

)
]−1

=




1

M

M∑

m=1

1
(
p
(m)
ij

)yij (
1− p

(m)
ij

)1−yij




−1

.(14)

3.2.2. The Deviance Information Criteria (DIC)
A model comparison method is often based on a measure of
fit and some penalty function based on the number of free
parameters for the complexity of the model. Two well-known
criteria of model selection based on a deviance fit measure are the
Bayesian information criterion (BIC; Schwarz, 1978) andAkaike’s
information criterion (AIC; Akaike, 1973). These criteria depend

on the effective number of parameters in the model as a measure
of model complexity. However, in Bayesian hierarchical models,
it is not clear how to define the number of parameters due
to the prior distribution imposes additional restrictions on the
parameter space and reduces its effective dimension. Therefore,
Spiegelhalter et al. (2002) proposed the deviance information
criterion (DIC) for model comparison when the number of
parameters is not clearly defined in hierarchical models. The DIC
is defined as the sum of a deviancemeasure and a penalty term for
the effective number of parameters based on a measure of model
complexity. This term estimates the number of effective model
parameters and equals

PD = E4|y
{
−2 log p

(
y |4

)}
+ 2 log p

(
y
∣∣4̂
)

= D (4) − D
(
4̂
)
. (15)

The DIC can be defined as

DIC = D (4) + PD

= D (4) +
(
D (4) − D

(
4̂
))
. (16)

In Equation (15),4 is the parameter of interest in the model. The
complexity is measured by the effective number of parameters,
PD. D (4) is the posterior expectation of the deviance. It is
calculated from the MCMC output by taking the sample mean of
the simulated values of the deviance, D

(
4̂
)
= −2 log p

(
y
∣∣4̂
)
.

That is defined as the deviance of the posterior estimation mean.
Here 4̂ denotes the posterior means of the parameters. The
model with a smaller DIC has a better fit of the data.

4. SIMULATION STUDY

4.1. Simulation 1
This simulation study is conducted to evaluate the recovery
performance of the slice-Gibbs sampling algorithm under
different simulation conditions.

The following design conditions are considered: (a) testlet
type: 20 dichotomous items in 2 or 4 testlets (J = 20, each
testlet has 10 or 5 dichotomous items); (b) number of examinees,
N = 500 and 1,000; and (c) testlet effect: the variances of the
testlet random effect are 0.25 and 1.00. That is, σ 2

ηik
= 0.25 or

1.00, where i = 1, . . . ,N, k = 1, 2, or k = 1, 2, 3, 4. The true
values of item discrimination parameters ajs are generated from
a truncated normal distribution, that is, aj ∼ N (0, 1) I (0,+∞),
and the item difficulty parameters bjs are generated fromN (0, 1).
Ability parameters θis for N = 500 or 1,000 examinees are drawn
from a standard normal distribution. The testlets random effect
parameters ηiks are also generated from a normal distribution.

That is, ηik ∼ N
(
0, σ 2

ηik

)
. Response data are simulated using the

N2PLTM in Equation (1). The non-informative priors and hyper
priors of parameters are considered as follows:

aj ∼ N (0, 100) I (0,+∞) , bj ∼ N (0, 100) , j = 1, . . . , J,

σ 2
a ∼ IG (0.001, 0.001) , σ 2

b ∼ IG (0.001, 0.001) , σ 2
ηik

∼ IG (0.001, 0.001) .
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FIGURE 1 | The trace plots of the arbitrarily selected item parameters.

The non-informative priors and hyper priors are often used in
many educational measurement studies (e.g., van der Linden,
2007; Wang et al., 2018). In this paper, the prior specification will
be uninformative enough for the data to dominate the priors, so
that the influence of the priors on the results will be minimal.

4.1.1. Convergence Diagnostic for Slice-Gibbs

Algorithm
As an illustration, we only consider the convergence in the case of
20 dichotomous items in 4 testlets, the number of individuals is
500, and the variance of the random testlet variables is 0.25. Two
methods are used to check the convergence of our algorithm. One
is the “eyeball” method to monitor the convergence by visually
inspecting the history plots of the generated sequences (Zhang
et al., 2007), and another method is to use the Gelman-Rubin
method (Gelman and Rubin, 1992; Brooks and Gelman, 1998) to
check the convergence of the parameters. Bayesian computation
procedure is implemented by R software. The convergence of
slice-Gibbs algorithm algorithm is checked by monitoring the
trace plots of the parameters for consecutive sequences of 20,000
iterations. We set the first 10,000 iterations as the burn-in
period. Four chains started at overdispersed starting values are
run for each replication. The trace plots of item parameters
randomly selected are shown in Figure 1. In addition, we find
the potential scale reduction factor (PSRF; Brooks and Gelman,

1998) values of all parameters are <1.1, which ensures that all
chains converge as expected. As an illustration, the PSRF values
of all item parameters are shown in Figure 2. On a desktop
computer [AMD EPYC 7542 32-Core Processor] with 2.90 GHz
dual core processor and 1TB of RAM memory, the average
convergence times for our new algorithm and the traditional
Metropolis-Hastings algorithm based on 50 replications, are
shown in Table 1.

4.1.2. The Accuracy Evaluation of Parameter

Estimation
The accuracy of the parameter estimates is measured by two
evaluation methods, namely, Bias and mean squared error
(MSE). The recovery results are based on the 50 replications in
each simulation condition. The number of replication we choose
is based on the previous research in educational psychological
assessments. For example, Wang et al. (2013) proposed a semi-
parametric approach, specifically, the Cox proportional hazards
model with a latent speed covariate to analyze the response
time data. In their simulation study, 10 replications (Page 15,
section 4.1) are used for each simulation condition. Zhan et al.
(2017) proposed joint modeling of attributes and response speed
using item responses and response times simultaneously for
cognitive diagnosis to provide more refined diagnostic feedback
with collateral information in item response times. In their
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FIGURE 2 | The trace plots of R̂ for the simulation study 1.

TABLE 1 | Convergence times for all 8 simulation conditions in simulation study 1.

Sample size Variance of Time for convergence (Hours)

× testlet type testlet effect Slice-Gibbs algorithm MH algorithm

500× 2 0.2624 0.3182

500× 4 0.25 0.4428 0.5864

1,000×2 0.3261 0.4639

1,000×4 0.6354 0.7882

500× 2 0.2781 0.3325

500× 4 1 0.6262 0.7691

1,000×2 0.4045 0.5952

1,000×4 0.8827 1.1201

MH denotes the Metropolis-Hastings.

simulation study, they used 30 replications (Page 276) in each
condition to reduce the random error. Lu et al. (2020) proposed
a new mixture model for responses and response times with
a hierarchical ability structure, which incorporates auxiliary
information from other subtests and the correlation structure
of the abilities to detect examinees’ rapid guessing behavior.
The recovery of the estimates was based on 20 replications
(Page 14, section 5). Lu and Wang (2020) proposed to use an
innovative item response time model as a cohesive missing data
model to account for the two most common item nonresponses:
not-reached items and omitted items. They considered 20
replications (Page 21) for each simulation condition. Therefore,
based on the previous empirical conclusions, we adopt 50
replications in our simulation studies. If we consider a large
number of replications, it is impossible to check the R̂ values

(potential scale reduction factor; PSRF, Brooks and Gelman,
1998) calculated from each simulated dataset (replication) to
ensure the parameter convergence. It will be a huge work when
the simulated conditions increase. Let ϑ be the parameter of
interest. S = 50 data sets are generated. Also, let ϑ̂ (s) denotes
the posterior mean obtained from the sth simulated data set
for s = 1, . . . , S.

The Bias for parameter ϑ is defined as

Bias (ϑ) =
1

S

S∑

s=1

(
ϑ̂ (s) − ϑ

)
, (17)

and the mean squared error (MSE) for parameter ϑ is defined as

MSE (ϑ) =
1

S

S∑

s=1

(
ϑ̂ (s) − ϑ

)2
. (18)

From Tables 2–4, the Bias is between −0.3267 and 0.2769 for
the discrimination parameters, between –0.2259 and 0.2071 for
the difficulty parameters, between −0.0132 and 0.0161 for the
variance parameters of a, between −0.0219 and 0.1303 for
the variance parameters of b, between −0.2932 and 0.0332 for
the variance parameter of testlet effect η. the MSE is between
0.0000 and 0.1162 for the discrimination parameters, between
0.0000 and 0.0552 for the difficulty parameters, between 0.0002
and 0.0005 for the variance parameters of a, between 0.0002
and 0.0449 for the variance parameters of b, between 0.0000
and 0.1848 for the variance parameter of testlet effect η. In
summary, the slice-Gibbs algorithm provides accurate estimates
of the parameters in term of various numbers of examinees
and items.
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TABLE 2 | Evaluating accuracy of the item parameter estimates based on different simulation conditions in the simulation study 1.

The testlet effect with small variance
(
σ 2

ηk
= 0.25

)

Two testlets (k = 2) Four testlets (k = 4)

N = 500 N = 1,000 N = 500 N = 1,000

Testlets Para. Bias MSE Bias MSE Testlet Para. Bias MSE Bias MSE

a1 0* 0* 0* 0* a1 0* 0* 0* 0*

a2 –0.0220 0.0122 –0.0596 0.0085 a2 –0.0901 0.0320 –0.0331 0.0036

a3 0.1079 0.0259 0.0371 0.0053 a3 –0.0437 0.0172 –0.1163 0.0299

a4 0.1293 0.0269 –0.0194 0.0100 a4 –0.0517 0.0116 –0.0217 0.0046

a5 0.1430 0.0340 0.0201 0.0029 1 a5 0.0375 0.0080 0.0209 0.0030

a6 0.0735 0.0211 0.0969 0.0236 b1 0* 0* 0* 0*

a7 0.0296 0.0156 –0.0170 0.0058 b2 –0.0229 0.0012 –0.1338 0.0194

a8 0.1060 0.0238 0.1418 0.0414 b3 –0.0100 0.0016 –0.0489 0.0027

a9 0.0043 0.0119 –0.1767 0.0418 b4 0.0678 0.0059 0.0084 0.0013

1 a10 0.0044 0.0162 0.0155 0.0050 b5 –0.0338 0.0043 0.1382 0.0216

b1 0* 0* 0* 0* a6 0.0013 0.0055 -0.0099 0.0043

b2 0.0784 0.0066 0.0595 0.0046 a7 –0.0321 0.0080 –0.0526 0.0121

b3 –0.0999 0.0121 0.1838 0.0346 a8 –0.1421 0.0314 –0.0682 0.0195

b4 –0.1049 0.0120 –0.0586 0.0043 a9 –0.1936 0.0484 –0.1320 0.02678

b5 0.0572 0.0064 0.0648 0.0081 2 a10 –0.0459 0.0107 0.0698 0.0067

b6 –0.0441 0.0030 –0.1098 0.0125 b6 0.0621 0.0088 –0.0551 0.0041

b7 0.0233 0.0021 0.0139 0.0018 b7 –0.0227 0.0049 0.0557 0.0034

b8 –0.0780 0.0078 –0.0950 0.0093 b8 0.0470 0.0042 0.0461 0.0024

b9 0.0061 0.0007 –0.0145 0.0007 b9 –0.0519 0.0039 –0.1125 0.0129

b10 0.0309 0.0018 0.0711 0.0073 b10 –0.0754 0.0105 0.1889 0.0382

a11 –0.0930 0.0273 –0.0404 0.0079 a11 0.0132 0.0080 –0.0040 0.0064

a12 –0.0566 0.0188 –0.0543 0.0109 a12 –0.0766 0.0253 –0.0105 0.0100

a13 –0.0092 0.0112 0.0431 0.0266 a13 –0.0444 0.0111 0.0010 0.0077

a14 0.0824 0.0223 –0.1066 0.0241 a14 –0.0838 0.0255 0.0694 0.0086

a15 0.0670 0.0154 0.1983 0.0461 3 a15 –0.1910 0.0489 –0.0047 0.0060

a16 0.0681 0.0201 –0.0650 0.0170 b11 –0.0746 0.0069 0.0572 0.0039

a17 –0.0427 0.0116 0.2769 0.1023 b12 –0.0766 0.0064 0.0149 0.0006

a18 0.0872 0.0183 0.1844 0.0403 b13 0.0983 0.0128 0.0247 0.0015

a19 –0.0731 0.0164 –0.0246 0.0078 b14 –0.0384 0.0020 0.1116 0.0140

2 a20 0.0856 0.0149 –0.1472 0.0302 b15 0.1051 0.0121 –0.0203 0.0012

b11 0.0018 0.0008 –0.1063 0.0120 a16 –0.1907 0.0522 –0.0602 0.0071

b12 0.0254 0.0018 0.0042 0.0005 a17 0.0069 0.0057 –0.0596 0.0064

b13 0.0404 0.0029 –0.1164 0.0137 a18 –0.0233 0.0084 –0.0467 0.0069

b14 0.0545 0.0082 –0.0481 0.0032 a19 –0.1432 0.0368 –0.0512 0.0088

b15 0.0118 0.0029 0.1903 0.0365 4 a20 –0.0780 0.0157 –0.1109 0.0276

b16 –0.0168 0.0064 –0.0048 0.0006 b16 0.0351 0.0020 0.0784 0.0071

b17 –0.0871 0.0084 0.1171 0.0139 b17 –0.1779 0.0372 –0.1403 0.0213

b18 0.1374 0.0203 0.2071 0.0437 b18 0.0465 0.0052 –0.0353 0.0023

b19 0.0175 0.0015 –0.0419 0.0030 b19 –0.0441 0.0029 –0.0976 0.0115

b20 –0.0676 0.0091 –0.0582 0.0038 b20 0.0672 0.0057 0.0706 0.0054

Asterisks (*) indicates the constraints for model identifications. In fact, we need fix an item discrimination and difficulty parameters to one and zero due to model identifiability limitations.

That is, a1 =1, b1 =0. In Bayesian estimation process, the Bias and MSE for the discrimination parameter a1 are blackened 0. Similarly, the Bias and MSE for the difficulty parameter

b1 are also blackened 0.

4.2. Simulation 2
This simulation study is designed to show that the slice-
Gibbs sampling algorithm is sufficiently flexible to recover

various prior distributions of the item parameters and
address the sensitivity of our slice-Gibbs algorithm with
different priors.
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TABLE 3 | Evaluating accuracy of the item parameter estimates based on different simulation conditions in the simulation study 1.

The testlet effect with large variance
(
σ 2

ηk
= 1.00

)

Two testlets (k = 2) Four testlets (k = 4)

N = 500 N = 1,000 N = 500 N = 1,000

Testlets Para. Bias MSE Bias MSE Testlet Para. Bias MSE Bias MSE

a1 0* 0* 0* 0* a1 0* 0* 0* 0*

a2 0.1068 0.0532 –0.0423 0.0060 a2 –0.0206 0.0128 0.0762 0.0109

a3 0.0399 0.0122 0.0120 0.0023 a3 0.0562 0.0201 –0.0674 0.0210

a4 0.0665 0.0164 0.0684 0.0130 a4 0.0447 0.0137 0.0751 0.0137

a5 0.0898 0.0185 0.0541 0.0096 1 a5 0.1790 0.0411 0.0915 0.0118

a6 –0.0190 0.0139 0.1984 0.0573 b1 0* 0* 0* 0*

a7 –0.0810 0.0258 0.0352 0.0063 b2 –0.0045 0.0008 –0.1139 0.0138

a8 0.0113 0.0150 0.2475 0.0768 b3 0.0020 0.0011 –0.0247 0.0011

a9 –0.1398 0.0369 –0.0888 0.0217 b4 0.0832 0.0079 0.0365 0.0024

1 a10 –0.1216 0.0358 0.0595 0.0061 b5 –0.0402 0.0040 0.1794 0.0338

b1 0* 0* 0* 0* a6 0.0562 0.0087 0.0709 0.0109

b2 0.0777 0.0065 0.0795 0.0071 a7 0.0629 0.0155 –0.0408 0.0133

b3 –0.0727 0.0086 0.1899 0.0367 a8 –0.1050 0.0237 –0.0317 0.0139

b4 –0.0751 0.0063 –0.0479 0.0029 a9 –0.1127 0.0269 –0.0780 0.0225

b5 0.0535 0.0067 0.1047 0.0136 2 a10 0.0696 0.0128 0.1520 0.0259

b6 –0.0293 0.0017 –0.1021 0.0107 b6 0.1359 0.0237 –0.0591 0.0045

b7 0.0236 0.0020 0.0503 0.0042 b7 0.0162 0.0028 0.0435 0.0022

b8 –0.0498 0.0039 –0.0962 0.0094 b8 0.0954 0.0110 0.0344 0.0016

b9 0.0044 0.0009 0.0047 0.0004 b9 –0.0048 0.0007 –0.0918 0.0086

b10 0.0291 0.0020 0.1053 0.0130 b10 –0.0405 0.0045 0.1919 0.0398

a11 –0.1291 0.0416 –0.0248 0.0064 a11 0.2072 0.0521 0.1561 0.0371

a12 –0.0855 0.0248 –0.0099 0.0092 a12 0.0261 0.0241 0.1212 0.0288

a13 –0.0509 0.0204 0.0114 0.0120 a13 0.0070 0.0086 0.1183 0.0262

a14 0.0745 0.0147 –0.0630 0.0124 a14 0.0525 0.0187 0.2235 0.0569

a15 0.0388 0.0098 0.2199 0.0528 3 a15 –0.3267 0.1162 0.1419 0.0311

a16 0.0719 0.0139 –0.0337 0.0127 b11 –0.1127 0.0143 0.0245 0.0011

a17 0.0412 0.0331 0.2466 0.0734 b12 –0.0932 0.0093 –0.0246 0.0011

a18 0.1039 0.0226 0.2060 0.0462 b13 0.1460 0.0230 –0.0192 0.0018

a19 –0.1304 0.0333 0.0110 0.0102 b14 –0.0334 0.0020 0.0751 0.0066

2 a20 0.0585 0.0105 –0.1228 0.0251 b15 0.1157 0.0152 –0.0727 0.0059

b11 –0.0149 0.0015 –0.1035 0.0117 a16 –0.1712 0.0499 0.0534 0.0091

b12 0.0055 0.0014 –0.0064 0.0005 a17 0.1437 0.0265 0.0320 0.0052

b13 0.0277 0.0024 –0.0992 0.0100 a18 0.0859 0.0176 0.0934 0.0141

b14 0.0286 0.0064 –0.0508 0.0032 a19 –0.1100 0.0306 0.0515 0.0080

b15 –0.0027 0.0033 0.1773 0.03176 4 a20 –0.0396 0.0180 –0.1562 0.0377

b16 –0.0326 0.0062 –0.0109 0.0006 b16 0.0542 0.0037 0.1187 0.0151

b17 –0.0887 0.0087 0.1086 0.0121 b17 –0.2259 0.0552 –0.1822 0.0344

b18 0.1242 0.0168 0.1821 0.0336 b18 0.0843 0.0099 –0.0397 0.0023

b19 0.0057 0.0015 –0.0529 0.0040 b19 –0.0275 0.0020 –0.1136 0.0137

b20 –0.0580 0.0073 –0.0641 0.0046 b20 0.1055 0.0123 0.0684 0.0050

Asterisks (*) indicates the constraints for model identifications. In fact, we need fix an item discrimination and difficulty parameters to one and zero due to model identifiability limitations.

That is, a1 =1, b1 =0. In Bayesian estimation process, the Bias and MSE for the discrimination parameter a1 are blackened 0. Similarly, the Bias and MSE for the difficulty parameter

b1 are also blackened 0.

Response pattern with 500 examinees and 4 testlets (5 items
per testlet) is generated by N2PLTM as given by Equation (1).
The true values of item parameters and ability parameters are

generated same as in simulation 1. The true value of the testlet
effect variance is set equal to 0.25. The specified types of item
parameter priors are given by the following:
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TABLE 4 | Evaluating accuracy of the variance parameter estimates.

The testlet effect with small variance
(
σ 2

ηk
= 0.25

)

Two testlets (k = 2) Four Testlets (k = 4)

N = 500 N = 1,000 N = 500 N = 1,000

Para. Bias MSE Bias MSE Para. Bias MSE Bias MSE

σ 2
a 0.0161 0.0005 0.0080 0.0003 σ 2

a 0.0079 0.0002 –0.0092 0.0002

σ 2
b –0.0219 0.0005 0.2119 0.0449 σ 2

b 0.0572 0.0033 0.1303 0.0170

σ 2
η1

0.0283 0.0008 0.0209 0.0004 σ 2
η1

–0.0051 0.0000 –0.0029 0.0000

σ 2
η2

0.0234 0.0005 0.0332 0.0011 σ 2
η2

–0.0021 0.0000 –0.0024 0.0000

σ 2
η3

–0.0102 0.0001 –0.0054 0.0000

σ 2
η4

–0.0059 0.0000 –0.0092 0.0000

The testlet effect with large variance
(
σ 2

ηk
= 1.00

)

Two testlets (k = 2) Four testlets (k = 4)

N = 500 N = 1,000 N = 500 N = 1,000

Para. Bias MSE Bias MSE Para. Bias MSE Bias MSE

σ 2
a 0.0106 0.0005 0.0094 0.0002 σ 2

a 0.0053 0.0002 –0.0132 0.0003

σ 2
b –0.0135 0.0002 0.2181 0.0475 σ 2

b 0.0398 0.0016 0.1336 0.0178

σ 2
η1

–0.1955 0.0382 –0.1953 0.0382 σ 2
η1

–0.2333 0.1112 –0.2104 0.0964

σ 2
η2

–0.2254 0.0509 –0.2014 0.0405 σ 2
η2

–0.2932 0.0863 –0.2241 0.1051

σ 2
η3

–0.2194 0.1760 –0.2298 0.1848

σ 2
η4

–0.2024 0.1622 –0.2177 0.1745

Type I: Informative priors, aj ∼ N (0, 1) I (0,+∞) and bj ∼
N (0, 1);
Type II: Noninformative priors, aj ∼ N (0, 100) I (0,+∞) and
bj ∼ N (0, 100);
Type III: Noninformative priors, aj ∼ Uniform (0, 100) and
bj ∼ Uniform (0, 100).

Prior specifications for the other parameters are identical to
the simulation study 1. To implement the MCMC sampling
algorithm, chains of length 20,000 with an initial burn-in period
10,000 are chosen, and the PSRF values of all parameters are<1.1.
Based on 25 replications, the average times for all parameters to
converge in Type I, Type II and Type III are 0.4597, 0.4428, and
0.4506 h, respectively.

The average Bias and MSE for item parameters based on 50
replication are shown in Table 5. We find that the average Bias
and MSE for item parameters are relatively unchanged under
the three different prior distributions. The slice-Gibbs sampling
algorithm allows for informative (Type I) or non-informative
(Type II, Type III) priors of the item parameters and is not
sensitive to the specification of priors. Moreover, a wider range
of prior distributions is also appealing.

4.3. Simulation 3
In this simulation study, we will investigate the power of the
model assessmentmethods. Namely, whether the Bayesianmodel
comparison criteria based on the MCMC output could identify

the truemodel fromwhich the data are generated. The simulation
design is as follows.

A data set with 500 examinees from standard normal
distribution and four testlets (five items per testlet) is generated
from the N2PLTM model. For the true values of parameters, the
discrimination parameters ajs are generated from the truncated
normal distribution, that is, aj ∼ N (0, 1) I (0,+∞). The
difficulty parameters bjs are generated from normal distribution,
that is, bj ∼ N (0, 1). The independent-items model as Model
1 is used to model assessment in which the random effects are
set to zero. Model 1 is known as two parameter logistic model
(2PLM; Birnbaum, 1957). In addition, the testlets random effect
parameters ηiks are generated from a normal distribution. That
is, ηik ∼ N (0, 0.25), k = 1, 2, 3, 4. Model 2 is the traditional two
parameter logistic testlet model (T2PLTM; Bradlow et al., 1999),
which is give by

pij = p
(
yij = 1

∣∣∣θi, aj, bj, ηid(j)
)
=

exp
[
aj

(
θi − bj + ηid(j)

)]

1+ exp
[
aj

(
θi − bj + ηid(j)

)] .

(19)

Model 3 is the N2PLTM in Equation (1). The parameter priors are
identical to the simulation study 1. The parameters are estimated
based on 20,000 iterations after a 10,000 burn-in period, and the
PSRF values of all parameters are <1.1. Two Bayesian model
assessment methods are used to model fitting. That is, DIC and
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TABLE 5 | Average Bias and MSE for the item parameter estimates using three prior distributions in the simulation study 2.

Type I Type II Type III

Parameter Bias MSE Bias MSE Bias MSE

Discrimination a –0.0757 0.0250 –0.0641 0.0245 –0.0695 0.0260

Difficulty b –0.0039 0.0064 –0.0038 0.0064 –0.0038 0.0065

TABLE 6 | The results of Bayesian model assessment in the simulation 3.

Fitted model Model 1 (2PL) Model 2 (T2PLT) Model 3 (N2PLT)

True Model 3 Q1 11380.77 11124.27 11065.03

model (N2PLT) DIC Median 11412.16 11153.87 11098.49

Q3 11488.77 11226.28 11159.71

IQR 107.99 102.01 94.67

Q1 −5-903.97 –5658.31 –5634.16

log-PsBF Median –5870.39 –5620.26 –5595.36

Q3 –5856.31 –5604.20 –5590.11

IQR 47.65 54.11 44.05

log-PsBF. The results of Bayesian model assessment based on 50
replications are shown in Table 6.

From Table 6, we find that when the Model 3 (N2PLTM
model) is the true model, the Model 3 is chosen as the best-
fitting model according to the results of the DIC and log-PsBF,
which is what we expect to see. Themedians of DIC and log-PsBF
are respectively 11098.49 and −5595.36. The Model 2 (T2PLTM
model) is the second best fitting model, which is attributed to
the fact that the Model 2 with testlet random effect as well as
the Model 3 also can capture the dependency structure between
items. The differences between Model 3 and Model 2 in the
median of DIC and log-PsBF are −55.38 and 24.9, respectively.
However, compared the T2PLTM model, the N2PLTM model
with the testlet discrimination parameter α is more flexible and
the fitting is more sufficient. The Model 1 (2PL model) is worst-
fitting model. The medians of DIC and log-PsBF are respectively
11412.16 and −5870.39. The differences between Model 3 model
and Model 1 in the median of DIC and log-PsBF are −313.67
and 275.03, respectively. This is because the Model 1 do not
consider the complicated and interrelated sets of items, thus it
can not improve the model fitting for the testlet item response
data. In summary, the Bayesian assessment criteria is effective for
identifying the true models and it can be used in the subsequent
empirical example analysis.

5. EMPIRICAL EXAMPLE

To illustrate the applicability of the testlet IRT modeling method
to large-scale test assessments, we consider a data set of students’
English reading comprehension test forMaryland university (Tao
et al., 2013). A total of 1,289 students take part in the test and
answer 28 items. The 28 items consist of 4 testlets. Testlet 1 is
formed by Items 1 to 8, that is, d (1) = · · · = d (8) = 1; Testlet
2 by Items 9 to 15, that is, d (9) = · · · = d (15) = 2; Testlet 3 by

TABLE 7 | The results of Bayesian model assessment in the real data.

Model DIC log-PsBF

2PLM 44179.93 –22021.39

T2PLTM 40796.35 –20794.23

N2PLTM 40632.52 –20708.47

The meaning of the bold values is the best fitting model.

Items 16 to 23, that is, d (16) = · · · = d (23) = 3; and Testlet 4
by Items 24–28, that is, d (24) = · · · = d (28) = 4. The following
prior distributions are used to analyze the data. That is,

aj ∼ N (0, 100) I (0,+∞) , bj ∼ N (0, 100) , j = 1, . . . , 28,

θi ∼ N (0, 1) , ηid(j) ∼ N (0, 1) , i = 1, . . . , 1289, j = 1, . . . , 28.

We consider three models to fit the real data. The three models
are 2PLM, T2PLTM and N2PLTM, respectively. The slice-Gibbs
algorithm is applied to estimate the parameters of the three
models. The slice-Gibbs sampling is iterated 20,000 iterations,
with a burn-in period of 10,000 iterations. The convergence of the
chains is checked by PSRF, which are <1.1. The item parameters
of the N2PLTM are estimated and the item parameter estimators
and the corresponding standard deviations are provided in
Table 7. In the Bayesian frame work, the 95% highest posterior
density intervals (HPDI) are calculated as confidence regions for
the item parameters and are given in the columns labeled HPDIa
and HPDIb in Table 8.

Based on the results of Bayesian model selection form Table 7,
we find that the N2PLTM is the best fitting model compared to
the other two models. The DIC and log-PsBF are respectively
40632.52 and −20708.47. The second best fitting model is
T2PLTM. The differences between N2PLTM and T2PLTM in
the DIC and log-PsBF are −163.83 and 85.76, respectively. The
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TABLE 8 | The estimation results of item parameter for the real data.

Testlets Para. EAP SD HPDI

a b â b̂ SDa SDb HPDIa HPDIb

1 a1 b1 1.0000 0.0000 0.0000 0.0000 [1.0000, 1.0000] [0.0000, 0.0000]

1 a2 b2 1.6319 0.2606 0.0116 0.0001 [1.4281, 1.8411] [0.2308, 0.2845]

1 a3 b3 0.7215 0.7808 0.0053 0.0017 [0.5837, 0.8673] [0.6971, 0.8575]

1 a4 b4 0.6302 -0.2913 0.0033 0.0015 [0.5278, 0.7525] [−0.3747,−0.2197]

1 a5 b5 0.8039 0.6052 0.0062 0.0007 [0.6385, 0.9471] [0.5509, 0.6577]

1 a6 b6 0.7998 0.6283 0.0046 0.0010 [0.6667, 0.9380] [0.5528, 0.6832]

1 a7 b7 1.1367 0.2697 0.0066 0.0004 [0.9717, 1.2945] [0.2261, 0.3114]

1 a8 b8 1.1849 –0.0253 0.0053 0.0006 [1.0291, 1.3164] [−0.0760, 0.0236]

2 a9 b9 0.8047 –0.7197 0.0018 0.0013 [0.7168, 0.8845] [−0.7981,−0.6511]

2 a10 b10 0.6128 –0.7850 0.0016 0.0030 [0.5314, 0.6864] [−0.8908,−0.6853]

2 a11 b11 1.6674 –0.0463 0.0069 0.0002 [1.5081, 1.8327] [−0.0772,−0.0140]

2 a12 b12 1.0907 –0.2133 0.0076 0.0024 [0.9463, 1.2035] [−0.3290,−0.1994]

2 a13 b13 1.7084 0.0546 0.0099 0.0001 [1.5124, 1.9014] [0.0292, 0.0800]

2 a14 b14 1.0951 –0.0775 0.0047 0.0007 [0.9635, 1.2267] [−0.1271,−0.0213]

2 a15 b15 0.9024 –0.1817 0.0042 0.0013 [0.7719, 1.0226] [−0.2476,−0.1093]

3 a16 b16 0.6347 0.5639 0.0057 0.0011 [0.4895, 0.7859] [0.4997, 0.6370]

3 a17 b17 0.7751 0.1933 0.0058 0.0011 [0.6331, 0.9295] [0.1275, 0.2588]

3 a18 b18 1.5116 –0.6624 0.0045 0.0004 [1.3786, 1.6420] [−0.7092,−0.6226]

3 a19 b19 0.4526 0.5646 0.0040 0.0023 [0.3234, 0.5688] [0.4703, 0.6521]

3 a20 b20 0.6325 0.7146 0.0054 0.0017 [0.4886, 0.7769] [0.6321, 0.7972]

3 a21 b21 0.9391 –0.7392 0.0024 0.0011 [0.8374, 1.0301] [−0.8025,−0.6775]

3 a22 b22 1.0175 –0.2715 0.0036 0.0008 [0.8983, 1.1347] [−0.3266,−0.2105]

3 a23 b23 1.0722 –0.3727 0.0037 0.0009 [0.9526, 1.1831] [−0.4389,−0.3178]

4 a24 b24 2.0055 –0.0069 0.0116 0.0002 [1.7917, 2.2080] [−0.0349, 0.0216]

4 a25 b25 0.7821 0.4765 0.0052 0.0011 [0.6391, 0.9178] [0.4068, 0.5391]

4 a26 b26 1.5236 0.2656 0.0103 0.0002 [1.3277, 1.7270] [0.2388, 0.2969]

4 a27 b27 1.1934 0.3662 0.0084 0.0003 [1.0189, 1.3794] [0.3316, 0.4050]

4 a28 b28 0.6847 –0.1442 0.0045 0.0016 [0.5563, 0.8153] [−0.2222,−0.0667]

Para. denotes the interest parameters. EAP denotes the expected a priori estimation. SD denotes the standard deviation. HPDI denotes the 95% highest posterior density intervals.

2PL model is worst-fitting model. The DIC and log-PsBF are
respectively 44179.93 and –22021.39.

From Table 8, we find that for each testlet, the four items with
highest discrimination are 2, 13, 18, and item 24, respectively.
The expected a posteriori (EAP) estimations for the four item
discrimination parameters are 1.6319, 1.7084, 1.5116, and 2.0055.
The four most difficult items in each testlet are 3, 13, 20,
and item 25 in turn. The EAP estimations for the four item
difficulty parameters are 0.7808, 0.0546, 0.7146, and 0.4765.
Compared to the items in the other three testlets, the items
in the testlet 2 are relatively easy because the EAP estimates
of the difficulty parameters (b9, b10, b11, b12, b14, and b15) are
<0. In addition, the SD is between 0.0000 and 0.0116 for the
discrimination parameters, between 0.0000 and 0.0030 for the
difficulty parameters.

6. CONCLUDING REMARKS

To explore the relations between items with dependent
structure, this current study proposes a N2PLTM and presents

a effective Bayesian sampling algorithm. More specifically,
an improved Gibbs sampling algorithm based on auxiliary
variables is developed for estimating N2PLTM. The slice-
Gibbs sampling algorithm overcomes the traditional Gibbs
sampling algorithm’s dependence on the conjugate prior for
complex IRT model, and avoids some shortcomings of the
Metropolis algorithm (such as sensitivity to step size, severe
dependency on the candidate function or tuning parameter).
Based on different simulation conditions, we find that the
slice-Gibbs sampling algorithm can provide accurate parameter
estimates in the sense of having small Bias and MSE values.
In addition, the average Bias and MSE for item parameters are
relatively unchanged under the three different prior distributions.
The slice-Gibbs sampling algorithm allows for informative
or non-informative priors of the item parameters and is
not sensitive to the specification of priors. In summary,
the algorithm is effective and can be used to analyze the
empirical example.

However, the computational burden of the slice-Gibbs
sampling algorithm becomes intensive especially when a large
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number of examinees or the items is considered, or a large
number of the MCMC sample size is used. Therefore, it is
desirable to develop a standing-alone R package associated
with C++ or Fortran software for more extensive large-scale
assessment program.

In addition, the new algorithm based on auxiliary variables
can be extended to estimate some more complex item response
and response time models, e.g., graded response model, Weibull
response time model and so on.
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Academic self-efficacy beliefs influence students’ academic and career choices, as well
as motivational factors and learning strategies promoting effective academic success.
Nevertheless, few studies have focused on the academic self-efficacy of university
students in comparison to students at other levels. Furthermore, extant measures
present several limitations. The first aim of this study was to develop a reliable and
valid scale assessing university students’ self-efficacy beliefs in managing academic
tasks. The second aim was to investigate differences in academic self-efficacy due
to gender, years of enrollment, and student status. The study involved 831 students
(age M = 21.09 years; SD = 1.34 years; 66.3% women) enrolled in undergraduate
programs. Indicators of academic experiences and performance (i.e., number of
exams passed and average exam rating) were collected. A new scale measuring
students’ academic self-efficacy beliefs was administered. Results from a preliminary
Exploratory Factor Analysis were consistently supported by findings from a Confirmatory
Factor Analysis. Multigroup CFA supported the presence of measurement invariance.
Analyses revealed that the new scale has eight factors: “Planning Academic Activities,”
“Learning Strategies,” “Information Retrieval,” “Working in Groups,” “Management of
Relationships with Teachers,” “Managing Lessons,” “Stress Management,” and “Thesis
Work.” Self-efficacy dimensions showed significant relations with academic experiences
and students’ performance indicators, as well as differences due to gender, years of
enrollment, and student status. Findings are discussed in terms of practical implications
for the implementation of intervention programs aimed at fostering self-efficacy beliefs
and academic success.

Keywords: academic self-efficacy beliefs, scale development and validation, measurement invariance, university
students, academic experiences, students’ performance

INTRODUCTION

Perceived self-efficacy refers to personal beliefs on the ability to maintain established goals and
perform successful actions (Bandura, 1997), particularly in difficult moments (McGeown et al.,
2014). Self-efficacy could concern a general or a specific belief: the first refers to a general
perceived ability to face stressful conditions, while the second refers to a particular context or
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situation. This paper focuses on specific self-efficacy beliefs
related to the academic field defined as students’ perceived
abilities to successfully master different curricular areas, to self-
regulate learning activities, and to manage relationships with
teachers and peers (Bandura et al., 1996; Bassi et al., 2007).
Academic self-efficacy has a significant and strong relationship
with academic achievement (e.g., Pajares and Urdan, 2005; Ferla
et al., 2009; Brausch, 2011), as cognitive and learning skills are
necessary but not always sufficient (Bandura, 1997). Effective
functioning requires two components, skills and efficacy beliefs
to execute them appropriately, that act upon one another in
a reciprocal fashion. Bandura referred this as a “reciprocal
causation” in which the functioning of one component depends,
in part, upon the functioning of the other (Bandura, 1997). In
this way, students with high levels of self-efficacy can transform
troubles into opportunities, think strategically to solve their
difficulties and feel in control of a majority of stressors in
their lives (Bandura, 1997). Academic self-efficacy is particularly
salient when students have to cope with performance adversity
or failure (Bong and Skaalvik, 2003). Research has also indicated
that there is a positive relationship between academic self-efficacy
beliefs and motivation (Ommundsen et al., 2005), in particular
with intrinsic motivation (Walker et al., 2006). Self-efficacy beliefs
contribute to motivation in several ways: determining the goals
people set for themselves, how much effort they expend, how
long they persevere in the face of difficulties, and their resilience
to failures (Bandura, 1994). Moreover, Bandura (1997) declared
that people derive information to evaluate efficacy beliefs from
four primary sources: (1) mastery experiences; (2) vicarious
experiences; (3) forms of persuasion, both verbal and otherwise;
and (4) “physiological and affective states from which people
partly judge their capableness, strength, and vulnerability to
dysfunction.” Furthermore, self-efficacy beliefs foster positive
social and supportive relationships (Bandura et al., 1996) that
may help to reduce anxiety and to improve stress management
(Mayer et al., 2002), especially in challenging contexts, such as
the academic environment.

Studies on university students are less numerous compared
to those on younger students. Nevertheless, they clearly show
that those who feel more competent are more self-determined,
demonstrating more effective self-regulation strategies and
higher persistence to maintain their academic goals (Ryan and
Deci, 2006). Conversely, students with low levels of academic self-
efficacy have less motivation and are more passive and disengaged
(Vallerand, 2000; Komarraju and Dial, 2014). Academic self-
efficacy is also a significant predictor of university students’
course selection (Britner and Pajares, 2006; Komarraju and Dial,
2014), academic continuance, and achievement (Britner and
Pajares, 2006). In particular, a study conducted by Amini (2002)
showed that 21% of academic achievement was explained by
students’ academic self-efficacy, whereas other studies showed
a relationship with academic persistence (Robbins et al., 2004;
Gore, 2006), and final GPA (Robbins et al., 2004).

In literature, it was also possible to find studies about self-
efficacy in specific domains, such as in the health, sports, and
educational fields. For instance, the Cardiovascular Management
Self-efficacy by Steca et al. (2015) is an instrument to monitor

differences during interventions to improve good disease
management. About sports, Feltz and Lirgg (2001) made a
literature review of individual beliefs, team beliefs, and coaches’
and leaders’ beliefs in sports, to better understand the dynamics
of teams. Gould et al. (1999) found that personal and team self-
efficacies were one of the most important elements to influence
Olympic performances. In the educational field, Caprara et al.
(2006) analyzed the Teachers’ self-efficacy beliefs as determinants
of their job satisfaction and students’ academic achievement.

Specific self-efficacy beliefs are not stable, but, in line with
Bandura’s thought, they are workable and flexible as they
are strongly influenced by multiple sources (Bandura, 1997).
A wide variety of educational, psychological, and pedagogical
interventions are aimed at improving students’ self-efficacy
beliefs for their beneficial effects on numerous outcomes (Lane
et al., 2004). Indeed, it is critical to validly and reliably measure
academic self-efficacy beliefs to set and evaluate interventions.
A multifaced instrument that is specifically designed to measure
numerous areas related to the activities of undergraduate students
(e.g., individual effort and self-management skills, learning
strategies, social, leisure and extracurricular activities, interaction
with peers and teachers) would further facilitate substantive
research in this area (Bandura et al., 1996; Cheung and Kwok,
1998; Amenkhienan and Kogan, 2004). Unfortunately, scales
currently used to measure self-efficacy beliefs in university
students present several limitations. For instance, Advance Care
Planning Self-Efficacy focuses only on one aspect of academic
self-efficacy beliefs, namely students’ concern about planning
and their ability to do so. Furthermore, as underlined by the
authors, it can be used only for a specific sample: medical
doctors or those who need to initiate an Advance Care Planning
(ACP) conversation (Baughman et al., 2015). Similar limitations
characterize the Self-Efficacy Scale in Academic Behaviors in
Students of Social Science by Blanco et al. (2013) and the
Engineering Self-Efficacy Scales by Mamaril (2014). Scales
referring to more than one aspect are often very short, like the
Student Self-Report of Academic Self-Efficacy Scale by Hoover-
Dempsey and Sandler (2005) composed of only three items,
which are unable to cover the complexity of academic self-
efficacy beliefs. As a consequence, more than one instrument
has to be used to have a full measurement of self-efficacy
beliefs in the university field. This could present difficulties
because students consider answering several questionnaires
as burdensome and not inherent to their academic path.
Moreover, apart the Engineering Self-Efficacy Scales by Mamaril
(2014), the other instruments presented lack of a psychometrics
validation. Therefore, a significant limitation in this area is the
missingness of a valid and reliable instrument that assesses the
multidimensional nature of self-efficacy in the context of an
academic setting. It is imperative that a self-report scale that
reflects the various facets of self-efficacy be available. Even at the
detriment of a lower specificity compared to other scales, only
a multifaceted scale may guarantee the possibility to compare
students from different degree programs adding information
on differences in self-efficacy beliefs and on the differential
effectiveness that interventions may have on students from
different curricula and conditions.
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Current Study
Given the limitations of extant scales and considering the need
for a multifaceted instrument, the main aim of this study was to
develop a reliable and valid scale assessing university students’
self-efficacy beliefs in managing academic tasks; moreover, we
also aimed to investigate differences in self-efficacy beliefs due to
gender, years of enrollment in an undergraduate degree course,
and supplementary-year student status. Finally, the final aim was
to show how to use the scale to develop students’ profiles.

In relation to the first aim, we tested the dimensionality
of the scale. Various researchers suggested developing a scale
starting with Exploratory Factor Analysis (EFA) to assess
factor structure and to refine the item pool; EFA should
be followed by Confirmatory Factor Analysis (CFA) using a
different sample to confirm the measure’s factor-structure and
psychometric properties (Costello and Osborne, 2005; Henson
and Roberts, 2006; Worthington and Whittaker, 2006; Cabrera-
Nguyen, 2010). Worthington and Whittaker (2006) highlighted
that EFA followed by CFA is the most common approach to
scale development and validation. Our sample size was sufficient
to utilize EFA in a random split-half of the sample (named
“development sample”); the results were then verified using CFA
in the second split-half (named “validation sample”). Further,
we tested measurement invariance on the whole sample by
a mean of Multi-group CFA. We then explored the internal
consistency of the scale and examined the associations of self-
efficacy factors with indicators of academic experiences and
students’ performance, namely the number of exams passed
and average exam rating. We hypothesized that self-efficacy
factors were significantly and negatively associated with negative
experiences during academic life as students feeling more able
to manage academic tasks should have better management of
their academic lives. Furthermore, we hypothesized significant
and positive relations between self-efficacy beliefs and indicators
of students’ performance. These relations were tested considering
students at their different years of the undergraduate program
separately to examine these associations more carefully. In line
with Bandura’s previous studies (1997), we expected that self-
efficacy beliefs would be more predictive of the students’ career
achievements. In that sense, one of our aims was to investigate
which particular domain of self-efficacy belief is the best support
for the personal competences useful in academia. In line with the
Life Design approach (Savickas et al., 2009) and with the study
of Azizli et al. (2015), we hypothesized that the ability to plan
activities could be one of the most helpful self-efficacy beliefs to
achieve career goals.

In relation to the second aim, related to the investigation
of differences in self-efficacy beliefs due to gender, years
of enrollment in an undergraduate degree course, and
supplementary-year student status, we firstly conducted the
relative tests for measurement invariance. In line with Ceci
et al. (2014) and Voyer and Voyer (2014), we hypothesized that
women would show better competences helpful for academia.
We also considered it interesting to analyze the presence or
absence of gender differences in other competences, in particular
with stress management, given women generally show higher
levels of stress (Cohen and Janicki-Deverts, 2012). Lastly, we were

interested in exploring to what degree self-efficacy competence
is present in students in line with their exam schedule vs.
supplementary-year students, given that no study exists yet
on this issue. We expected that students in line with the exam
schedule had a higher general level of self-efficacy beliefs than the
supplementary-year students. In addition, we hypothesized that
the university and the academic context played an important role
in improving the level of self-efficacy, establishing higher and
higher demands as the degree course progresses; as suggested
by Bandura (1997), in fact, mastery experience or, in other
words, performing a task successfully, is the most effective way
to strength self-efficacy beliefs. We hypothesized a higher level of
self-efficacy competence in the second or third enrollment year.

The final aim of this study was to show how to use the scale
to develop students’ profiles consisting of perceived “strengths”
and “weaknesses” that match their self-efficacy beliefs, which
correspond to the areas in which students deem themselves more
or less able to behave effectively. The profiles may be used in
intervention programs aimed at fostering self-efficacy beliefs and
academic success, starting from a precise and reliable assessment.

MATERIALS AND METHODS

Participants and Study Design
The participants were undergraduate students recruited from
24 Italian universities. The inclusion criteria were as follows:
(a) no other previous degree, (b) age under 26 years, and
(c) fluent in the Italian language. Eligible students received
written information about the study and signed an informed
consent form; participation was voluntary and provided no
remuneration. The students filled the instruments during the
weeks of teaching, in a 20-min session during a lesson. The study
has a cross-sectional design and was approved by the Ethics
Committees of the university that conducted the research.

We recruited 831 students from 13 faculties or departments
and 73 courses. Participants were mostly women (n = 551, 66.3%),
with a mean age of 21.09 years (SD = 1.34; range: 19–25 years).
The majority (n = 369, 44.4%) were psychology students, followed
by economics (n = 135, 16.2%) and engineering ones (n = 79,
9.5%); the rest (n = 248, 29.9%) were from other 10 faculties
or departments. Two hundred and thirty-six students (28.4%)
were enrolled in the first year of the degree courses, 108 in the
second (13.0%) and 407 in the third (49.1%), while 78 (9.4%)
were supplementary-year students (2 missing data). Finally, 380
students (45.7%) declared that they were preparing their theses.

Variables and Instruments
The Academic Self-Efficacy Scale
By following Bandura’s guidelines exactly (Bandura, 2006),
we conducted a preliminary study in one of the faculties
participating in the research; we involved a teacher and nine
volunteer students enrolled in a 3-year undergraduate degree
program with three students for each year of the degree course.
In this phase, participants had to answer open questions related
to tasks and problems that students could encounter in managing
academic demands [i.e., What are the tasks or activities that a
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student, as you or someone like you, have to do to fulfill to
successfully manage academic demands? What are the problems
that could encounter in managing academic demands? What are
the ways (tasks or activities to do) out of such problems?]; the
teacher had to answer these questions from their point of view
considering tasks and problems that students could encounter
in managing academic demands. In the same phase, they were
asked to imagine how they could face these tasks and problems.
This procedure allowed us to identify activities and situations that
students frequently have to manage in their academic lives, as well
as successful behaviors.

The behaviors that emerged were then transformed into
items to measure students’ self-efficacy beliefs. These items
theoretically measure: “planning,” namely students’ beliefs that
they can carefully plan and organize tasks, activities, and goals
to achieve about academic demands; “information retrieval,”
reflecting students’ perceptions of their ability to regularly collect
information about the course of study; “learning strategies,”
namely students’ perceptions of their abilities to strictly comply
with study responsibilities and rework the concepts of the field
of study; “relationships,” namely students’ beliefs that they are
able to work in groups using appropriate study strategies; “stress
management,” reflecting students’ perceptions of their abilities to
adequately control negative emotions about exam-taking; “thesis
work,” namely students’ perceptions regarding their abilities to
strictly comply with thesis writing. After this step, a teacher
and three volunteer students in the same department verified
the comprehensibility of the items. The teacher and students
involved in this phase were different from those involved in the
previous one. They reported some suggestions for the items to be
more easily understood by other students. Some of these changes
required inserting specific examples referring to information
retrieval (e.g., “opening times, ways of contacting offices”) or
to learning strategy (e.g., “relating concepts together, making
outlines, exam review”). At the end of these phases, 44 items
were developed: 37 general items for all students enrolled in an
undergraduate program, and 7 for students involved in the final
thesis preparation. For each item, participants rated the strength
of their beliefs on a 5-point response format ranging from 1
(perceived inability) to 5 (complete self-assurance in one’s ability).

None of the students involved in the construction of the scale
took part in the subsequent phase of the study.

Academic Experiences
A pool of 24 questions developed by the authors was used
to measure four kinds of experiences relating to academic
experiences: planning experiences (11 items, referring to how
many times the respondent could have problems passing exams
because of several reasons, α = 0.78, example item “How many
times have you failed an exam because you did not sort what
you had to study in the time you had left?); finding information
experiences (seven items, referring to how many times the
respondent encountered problems because of several reasons
such as for example not paying attention to warnings displayed
on the bulletin board, α = 0.68, example item “How many times
have you had problems because you did not find out about the
exam format ahead of time?”); learning experiences (three items,

referring to how many times the respondent could have problems
getting to the exam unprepared because of several reasons such
as not using appropriate learning strategies or focusing on less
relevant concepts of a field of study, α = 0.64, example item
“How many times have you focused on less relevant concepts in
what you were studying and overlooked more important ones?);
stress (three items, referring to how many times the respondent
could have difficulty taking an exam because of several reasons
such as being overwhelmed by anxiety, α = 0.79, example item
“How many times have you skipped an exam because you were
overcome with anxiety?”). All the items were rated using a 5-point
Likert scale, ranging from “never” (1) to “very often” (5); the
scores were calculated as mean item scores, where higher scores
indicate more negative academic experiences.

Students’ Performance Indicators
Indicators of students’ performance were collected for each
participant and are relative to the number of exams passed, the
number of exams required each year by rules of the degree course,
and the average exam rating. Given there are different rules for
different degree courses (i.e., the number of exams for each degree
course, the number of exams due each year for each degree
course), the number of exams passed and the number of exams
required each year by rules of the degree course were used to
calculate a proportion of exams passed per participant; this new
variable was used in the subsequent analyses. Students were also
asked to indicate information about the year of the degree course
in which they were enrolled and their status (in line with the exam
schedule vs. supplementary-year students).

Data Analysis
The items of the new scale were preliminarily submitted to
analyses to check the normal distribution by calculating mean,
standard deviation, and indices of skewness and kurtosis;
West et al. (1995) recommend concern if skewness > |2| and
kurtosis > | 7|.

Students Not Involved in the Thesis Work
For students not involved in their thesis work, the total sample
was later randomly divided into two halves. The first sample was
used to perform an EFA (DEVELOPMENT SAMPLE, n = 414)
and the second was used to perform a CFA for validating the
EFA symptom structure (VALIDATION SAMPLE, n = 417).
To avoid problems with missing data, the 7 items developed
for students involved in thesis work were excluded from these
analyses, because these items were filled out only by students in
the situation proposed.

On DEVELOPMENT SAMPLE, the Kaiser Meyer Olkin
(KMO) and Bartlett’s test of sphericity were run to be sure that the
correlation matrix could be subjected to analyses (KMO should
be >0.5; Bartlett’s test of sphericity should be significant). Horn’s
method of parallel analysis was used to identify the number of
factors to be extracted using EFA (Horn, 1965). Horn’s method
was chosen because of its merits as an objective test for identifying
the dimensionality of multivariate data (Hubbard and Allen,
1987). Horn’s method is, in fact, more accurate than the Cattell
scree test or the Kaiser-Guttman criteria: judging the elbow of
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a scree plot could reflect a sampling error, while an eigenvalue
greater than one tends to retain too many factors (Hubbard
and Allen, 1987; Netemeyer et al., 2003). EFA with the Promax
oblique rotation was used to analyze the items on the Academic
Self-Efficacy Scale. Oblique rotation was used because the factors
extracted from the Academic Self-efficacy Scale are likely to
correlate with each other. In the first step, all 37 general items
were included. Subsequent factor analyses were conducted in a
stepwise fashion to eliminate items until a stable factor solution
emerged. Items that had a factor loading < 0.32 were excluded,
and, after the first step, items that loaded at >0.32 on more
than one factor were excluded. Loadings in the 0.32 range or
above are generally considered the cut-off on substantial loadings
(Comrey and Lee, 1992).

On VALIDATION SAMPLE, CFA was conducted and
Maximum Likelihood (ML) was used as an estimation method.
Hu and Bentler’s guidelines for various fit (1999) indices were
used to determine whether the expected model fits the data.
The chi-square test statistic was used but considering the
sensitivity of the chi-square statistic to the sample size other
goodness of fit indices were considered as the root-mean square
error of approximation (RMSEA) and the standardized root-
mean-square residual (SRMR). RMSEA and SRMR ≤ 0.08
were interpreted as a reasonable fit. Moreover, it would be
desirable to additionally report the comparative fit index (CFI)
and the Tucker Lewis index (TLI). However, cases where the
RMSEA of the null model is <0.158 render the CFI and the
TLI non-interpretable (Kenny, 2020). Hence, such incremental
indices were considered only when the null model RMSEA was
above.158. CFI and TLI ≥ 0.90 were interpreted as reasonable.

Students Involved in the Thesis Work
With the same procedure indicated above, a separate EFA in a
random subsample followed by a CFA in the other subsample
were performed to test the dimensionality of the seven items
developed for students involved in thesis work. Moreover, on
the total subsample of students involved in thesis preparation,
an overall CFA was performed to test the model resulted from
the analyses on the whole set of 37 items, adding the seven items
developed for students involved in thesis work. For both students
involved and those not involved in thesis work, Cronbach’s alpha,
McDonald’s (1999) omega, and the items’ inter-correlations
coefficients were performed on the total sample to examine
internal consistency. Cronbach’s Alpha and McDonald’s omega
below 0.60 are unacceptable (Nunnally and Bernstein, 1994),
whereas the items’ inter-correlations coefficients that are higher
than 0.30 are adequate (Nunnally and Bernstein, 1994).

Validity, Measurement Invariance and Group
Comparisons
To investigate the validity of the self-efficacy scale, we conducted
correlations using all the scale scores computed as average
item scores. For convergent validity, the relations among self-
efficacy beliefs and academic experiences was assessed via
Pearson correlation. Further, the relations among self-efficacy
beliefs and students’ performance indicators were also tested.
Students at different years of the undergraduate program

were tested separately to consider these associations more
carefully. Following guidelines by Cohen (1988), we interpreted
correlations as measures of effect size. Correlations were
considered weak (| 0.10| < r < |0.29|), moderate (|0.30|
< r < |0.49|), or strong (|0.50| < r < |1|).

Furthermore, multi-group CFA were conducted on the whole
sample to assess measurement-invariance (Blunch, 2012) for each
of the three variables of interest: gender, status, and year of
enrollment. Multi-group CFA were also conducted on the sample
of 380 students preparing their thesis. Three different models
were obtained and compared: (i) configural invariance, which
served as a baseline model and where the structure is assumed
to be the same in the various groups being compared (e.g., males
vs. females); (ii) metric (or weak) invariance, where loadings are
fixed to being equal across groups, and; (iii) scalar (or strong)
invariance, where loadings and intercepts are fixed to be equal
across groups. We considered metric and/or scalar invariance to
be present when the corresponding models (ii and/or iii) fit the
data, as well as model i (configural invariance), did. To compare
the three models, we focused on the changes in RMSEA and
SRMR (see also Lu et al., 2018; Zhao et al., 2019; Ma, 2020),
since the χ2 difference test is too sensitive for the assessment of
invariance with large samples (N > 300, Chen, 2007). Following
Cheung and Rensvold (2002) and Chen (2007), we considered
measurement invariance to be present when 1RMSEA < 0.015
and 1SRMR < 0.030. 1CFI and 1TLI were only reported if the
null model RMSEA was < 0.158. Bayesian Information Criterion
(BIC) values were also compared, with lower values indicating
better fit and evidence of invariance (Cheung and Rensvold,
2002; Zhou et al., 2019). If both ii and iii forms of invariance
were attained, we concluded that meaningful comparisons in the
scores of the Academic Self-Efficacy Scale could be made for
gender, and/or status, and/or year of enrollment. For such cases
where invariance was assured, t-tests and univariate ANOVA
were used to test the difference among profiles of the Academic
Self-Efficacy Scale due to gender, year of enrollment in an
undergraduate degree course, and students in line with the exam
schedule vs. supplementary-year students (status).

Data analyses related to the normal distribution, EFA,
Cronbach’s alpha, items’ inter-correlations, correlations, t-tests,
and univariate ANOVA were performed using IBM SPSS
Statistics (Version 22). Parallel analysis, CFA, and McDonald’s
omega were performed using MPlus software (Version 7)
(Muthén and Muthén, 1998-2010). Multi-group CFA were
performed with R (Version 4.0.3) (R Core Team, 2020)
and R studio (Version 1.3.1093) (RStudio Team, 2020) using
the R package lavaan (Rosseel, 2012). Missing values were
treated via listwise deletion in SPSS and full information ML
estimation in Mplus and R.

RESULTS

Preliminary Analysis
The average scores of the responses to the 44 items
from all participants ranged from 2.32 to 4.32
(SDMIN = 0.77-SDMAX = 1.13). Furthermore, in line
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with recommendations by West et al. (1995), all the
items showed an acceptable distribution; skewness
and kurtosis showed no non-normally distributed
items (SkewnessMIN = –1.25-SkewnessMAX = 0.64;
KurtosisMIN = –0.73-KurtosisMAX = 1.12).

Factor Structure of the Academic
Self-Efficacy Scale. Exploratory Factor
Analysis
Data from Development Sample and 37 general items were used
in these analyses. The Bartlett’s sphericity test (χ2 = 3628.64,
p < 0.001) and the KMO = 0.85 have ensured that the correlation
matrix could be subjected to factor analysis. The parallel analysis
indicated that a seven-factor solution was the most appropriate.
EFA was then conducted, with seven factors extracted. The
initial pool of 37 general items, after subsequent factor analyses
conducted in a stepwise fashion, was reduced to 30 (items
are present in the Supplementary Materials). Four items were
excluded because their loadings were lower than 0.32: “How
well can you make friends with students who are stimulating
for your degree course?”; “How good are you about consulting
your representatives to find out about your rights?”; “How good
are you at getting useful study advice by asking students who
have already taken the tests?”; “How well can you gather useful
study information by being present at other students’ exams?”.
Three items were excluded because their loadings were above
0.32 on more than one factor: “How well can you critically judge
the information other students give you?”; “How well can you
get the materials you need on time to study for tests?”; “How
well can you take advantage of appropriate and effective learning
strategies (e.g., “relating concepts together, making outlines,
exam review, etc.)?”.

The pattern of factor loadings from the seven-factor
exploratory measurement model for the self-efficacy scale’s 30
items is given in Table 1.

The first extracted factor explains 9.32% of the variance.
It showed loadings from six items assessing students’ beliefs
regarding their ability to carefully organize time, plan the number
of exams, sort the study material, maintain a steady pace of study,
and establish achievable goals concerning academic demands.
This factor can be called “Planning Academic Activities.” The
second extracted factor explains 7.56% of the variance. It
showed strong loadings from six items assessing students’ beliefs
regarding their ability to strictly comply with study tasks such as
focus primarily on core concepts, create connections, enhance
exam preparation, adequately reprocess and explain the study
material. This factor can be called “Learning Strategies.” The
third extracted factor explains 7.29% of the variance. It showed
loadings from six items assessing students’ beliefs regarding
their ability to regularly collect information about the course
of study and the various examinations through the different
sources available such as notice boards, administrative offices,
and websites. This factor can be called “Information Retrieval.”
The fourth extracted factor explains 6.25% of the variance. It
showed strong loadings from three items assessing students’
beliefs regarding their ability to be good to create study groups

and use adequate and productive strategies in this context. This
factor can be called “Working in Groups.” The fifth extracted
factor explains 4.78% of the variance. It showed loadings from
three items assessing students’ beliefs regarding their ability to
take an active role in classroom discussion, and refer to teachers
for more information and clarification about courses and lessons.
This factor can be called “Management of Relationships with
Teachers.” The sixth extracted factor explains 4.28% of the
variance. It showed strong loadings from four items assessing
students’ beliefs regarding their ability to attend classes, keep
focused even in challenging circumstances, take clear and helpful
notes, and reprocess the main parts of a lesson. This factor can be
called “Skills for lessons.” The seventh and final extracted factor
explains 3.51% of the variance. It consisted chiefly of two items
assessing students’ beliefs regarding their ability to adequately
control exam-related anxiety, and discouragement after a failed
exam. An appropriate name for this factor might be “Stress
Management.” The total variance explained by the seven factors
extracted was 43.00%.

As shown in Table 1, no item displays a loading lower than
0.32. The extent of cross-loading between factors was moderate;
the size of this secondary loading was usually small, below 0.32.

Factor Structure of the Academic
Self-Efficacy Scale. Confirmatory Factor
Analysis
Confirmatory factor analysis was conducted separately on data
from Validation Sample using the 30 items; item selection to load
on CFA factors was based on EFA loadings. Table 1 presents the
standardized factor loadings in Validation Sample. The fit of the
CFA model to the data from the 417 students was acceptable
[χ2(384) = 930.206, p < 0.001; RMSEA = 0.058; SRMR = 0.067];
we therefore examined the RMSEA of the null model and found
RMSEA null = 0.145. Therefore, we refrained from reporting
the CFI or other incremental fit indices. Loadings from the
CFA were comparable with those found in the EFA, identifying
the seven factors.

Academic Self-Efficacy Scale Related to
Thesis Work
Data from the 380 students that filled out the seven items
developed for those involved in thesis preparation were
used in these analyses. The sample was randomly split
into two subsamples.

The first subsample (n = 190) was used to perform an EFA to
test the dimensionality of the scale. The Bartlett’s sphericity test
(χ2 = 678.46, p < 0.001) and the KMO = 0.87 have ensured that
the correlation matrix could be subjected to factor analysis.

The pattern of factor loadings from the one-factor exploratory
measurement model for the self-efficacy scale’s 7 items is given
in Table 2. The extracted factor explains 53.51% of the variance.
It showed loadings from seven items assessing students’ beliefs
regarding their ability to strictly meet all graduation deadlines,
to design, find, organize and regularly work to complete a
good project for the thesis. This factor might be called “Thesis
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TABLE 1 | Item percentage of response frequency and factors loadings from the Exploratory Factor Analysis in DEVELOPMENT SAMPLE and Confirmatory Factor
Analysis in VALIDATION SAMPLE.

How well can you. . . Development Sample Validation Sample

% response PAA LS IR WG MRT SL SM % response Loadingsa

. keep with the study schedule you set up 99.52 0.81 − 0.08 − 0.08 0.05 0.00 0.00 − 0.02 100 0.77***

. sort what you have to study in the time you have left to prepare for
an exam

100 0.79 0.04 − 0.01 − 0.02 − 0.01 − 0.18 − 0.02 100 0.71***

. keep up continuous study habits throughout the school year 99.76 0.70 − 0.15 − 0.02 − 0.04 0.13 0.14 − 0.13 99.76 0.73***

. organize your time in order to finish a paper by the deadline 99.03 0.70 0.05 0.07 − 0.05 − 0.09 − 0.01 0.08 99.04 0.71***

. plan the number of exams you will take in each session based on
how difficult they are

100 0.53 0.06 0.10 − 0.03 − 0.07 0.05 0.15 99.52 0.59***

. set achievable goals by knowing your abilities and your limitations 99.52 0.39 0.22 0.08 0.10 − 0.04 0.01 0.11 99.76 0.54***

. make connections, analogies and distinctions among the various
subjects you are taking

100 − 0.08 0.63 0.08 − 0.04 0.01 0.00 0.03 100 0.57***

. at the exam, convey in writing what you’d studied 99.28 0.06 0.62 − 0.08 − 0.04 − 0.01 0.08− −0.09 99.52 0.65***

. enhance your exam preparation with personalized, in-depth study 99.52 − 0.04 0.56 0.05 0.05 0.08 − 0.01 − 0.11 99.52 0.47***

. adjust your way of expressing yourself according to the situation
and the person you’re talking to

99.76 − 0.07 0.56 − 0.04 − 0.02 − 0.07 0.12 0.04 99.52 0.55***

. demonstrate your knowledge of that you’ve studied in an oral
exam

98.79 0.11 0.51 0.00 0.11 − 0.09 0.03 0.00 98.80 0.63***

. focus on the main points of what you are studying 100 0.01 0.51 − 0.01 0.01 0.05 − 0.04 0.13 99.52 0.55***

. get the information you need about administrative offices (opening
times, how to contact them.)

100 − 0.09 − 0.12 0.76 − 0.05 − 0.02 0.11 0.03 100 0.67***

. get information from the university website 99.76 − 0.03 0.10 0.71 − 0.06 − 0.01 − 0.13 0.06 99.76 0.69***

. regularly check the departmental notice board to get information
about your degree course

100 0.10 0.00 0.64 0.00 0.11 − 0.07 − 0.10 100 0.64***

. get information on exam formats ahead of time 99.52 0.01 0.15 0.46 − 0.07 0.00 0.10 − 0.06 99.52 0.61***

. sign up for exams within the established timeline 99.76 0.04 − 0.23 0.42 0.08 − 0.13 0.31 0.11 99.76 0.47***

. find out ahead of time if there are any prerequisite exams to take in
your degree course before beginning other courses

99.52 0.07 0.08 0.42 0.03 0.05 − 0.04 − 0.11 98.80 0.47***

. start efficient study groups 99.03 0.02 − 0.07 − 0.07 0.82 − 0.01 0.08 0.00 100 0.76***

. use good group study strategies (quiz each other, etc.) 99.52 0.00 0.09 − 0.01 0.80 − 0.07 − 0.08 − 0.06 99.76 0.69***

. work together productively by defining specific goals and tasks 99.03 − 0.04 0.00 − 0.01 0.67 0.13 0.03 0.06 99.76 0.82***

. raise your hand to ask the professor to explain parts of the lesson
that you don’t understand

99.76 − 0.03 − 0.01 0.06 − 0.05 0.84 0.00 0.02 99.76 0.82***

. participate actively in in-class discussion 99.76 0.00 0.00 − 0.08 0.05 0.71 0.00 0.10 99.76 0.77***

. go to your professors to get useful information on courses 98.79 0.06 0.03 0.16 0.16 0.36 0.05 − 0.04 99.52 0.43***

. stay focused in class even when is is noisy or crowded 99.76 0.10 0.09 − 0.09 − 0.18 0.11 0.55 − 0.01 99.52 0.61***

. attend class regularly even when the exam session approaches 100 − 0.18 0.08 0.15 0.11 − 0.06 0.51 0.02 99.76 0.43***

. take clear, useful notes in class 99.76 0.13 0.06 0.01 0.09 − 0.03 0.49 − 0.11 100 0.70***

. glean and reprocess the essential points in a lecture 99.76 − 0.02 0.30 − 0.06 − 0.01 0.08 0.44 0.06 99.52 0.74***

. keep exam anxiety under control 100 0.01 0.02 − 0.07 − 0.08 0.01 0.07 0.69 100 0.87***

. avoid getting discouraged when you fail an exam 98.79 0.03 − 0.02 0.03 0.07 0.10 − 0.12 0.67 99.04 0.61***

***p < 0.001. PAA, “Planning Academic Activities”; LS, “Learning Strategies”; IR, “Information Retrieval”; WG, “Working in Groups”; MRT, “Management of Relationships
with Teachers”; SL, “Skills for Lessons”; SM, “Stress Management.” a Items selected to load on CFA factors are based on EFA loadings. Bold items indicate factor
membership.

TABLE 2 | Item percentage of response frequency and factors loadings from the Exploratory Factor Analysis in a random subsample and Confirmatory Factor Analysis in
the other subsample for the seven items related to the preparation of the thesis.

How well can you. . . EFA SUBSAMPLE CFA SUBSAMPLE

% response Loadings % response Loadings

. select what is useful from all your research to write your thesis 99.47 0.80 98.95 0.74***

. use a clear and coherent structure to organize your research material for the thesis 98.95 0.76 98.42 0.69***

. devise a good project for your thesis 99.47 0.66 100 0.65***

. make good use of your advisor’s suggestions to write your thesis 100 0.65 98.95 0.51***

. work continually in order to finish your thesis in time 100 0.65 98.95 0.65***

. use library resources to find materials for your thesis 100 0.62 98.42 0.68***

. respect all graduation deadlines (getting a thesis advisor, graduation application, handing in documents.) 100 0.61 98.95 0.60***

***p < 0.001.
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Work.” As shown in Table 2, all items display adequate loadings,
higher than 0.32.

Confirmatory factor analysis was conducted separately on
the other subsample. Table 2 presents the standardized factor
loadings in these subsamples. The fit of the CFA model to the data
from the 190 students was acceptable [χ2(14) = 30.137, p < 0.01;
CFI = 0.96, TLI = 0.94; RMSEA = 0.078; SRMR = 0.038]. Loadings
from the CFA were comparable with those found in the EFA,
identifying one factor.

Factor Structure of the Academic
Self-Efficacy Scale and the Academic
Self-Efficacy Scale Related to Thesis
Work
On the data from the 380 students that filled out the seven items
developed for those involved in thesis preparation, an overall CFA
was performed to test a model with eight factors, seven from
the analyses on the whole set of 30 items, adding the “Thesis
Work” factor. The fit of the CFA model to the data was acceptable
[χ2(601) = 1280.146, p < 0.001; RMSEA = 0.055; SRMR = 0.066].
We therefore examined the RMSEA of the null model and found
RMSEA null = 0.133. Therefore, we refrained from reporting the
CFI or other incremental fit indices. Loadings from the CFA were
comparable with those found in the previous CFA.

Reliability of the Academic Self-Efficacy
Scale and Correlations Among
Subscales
For each subscale, the score was calculated by computing the
average score across items within a subscale (ranging from 1 to 5).
All the factor scores showed an acceptable distribution; skewness
and kurtosis showed normal distribution (SkewnessMIN = –0.16-
SkewnessMAX = 0.54; KurtosisMIN = –0.39-KurtosisMAX = 0.75).

The analysis of reliability performed on the data collected from
all participants (831 students for the Academic Self-efficacy Scale

and 380 students for the Academic Self-efficacy Scale Related
to Thesis Work) showed that the scale has adequate internal
consistency for all factors. All Cronbach’s alpha and McDonald’s
omega were adequate: “Planning Academic Activities” = α = 0.83,
ω = 0.83; “Learning Strategies” = α = 0.75, ω = 0.75;
“Information Retrieval” = α = 0.76, ω = 0.76; “Working in
Groups” = α = 0.80, ω = 0.80; “Management of Relationships with
Teachers” = α = 0.71, ω = 0.73; “Skills for lessons” = α = 0.68,
ω = 0.70; “Stress Management” = α = 0.65, ω = 0.65; “Thesis
Work” = α = 0.84, ω = 0.85. Moreover, the inter-correlations
coefficients of items were all larger than.37, indicating adequate
internal consistency.

As shown in Table 3, the self-efficacy factors were all positively
and significantly correlated apart from “Information Retrieval”
and “Stress Management,” which were shown to be uncorrelated.

Measurement Invariance of the
Academic Self-Efficacy Scale
Multigroup Confirmatory Factor analyses to test for
measurement invariance showed that for both the whole
sample (seven factors) and the sample of 380 students preparing
their thesis (eight factors), measurement invariance could
be deemed as present. Indeed, as Table 4 shows, changes in
RMSEA never exceeded 0.011, SRMR never exceeded 0.007,
and that the BIC of the most parsimonious model (e.g., scalar
invariance vs. metric invariance) were always the lowest. Hence,
all comparisons for gender, status, and year of enrollment can be
made (see below).

Correlations of Academic Self-Efficacy
Factors With Indicators of Academic
Experiences and Performance
We examined the correlations of the Academic Self-efficacy
subscales with academic experiences and performance.
As shown in Table 3, “Planning Academic Activities” was

TABLE 3 | Pearson correlations among Academic Self-efficacy factors and indicators of students’ academic experiences and performance.

PAA LS IR WG MRT SL SM MTW

LS 0.41*** 1

IR 0.34*** 0.23*** 1

WG 0.22*** 0.23*** 0.10** 1

MRT 0.28*** 0.40*** 0.22*** 0.32*** 1

SL 0.44*** 0.47*** 0.33*** 0.12** 0.33*** 1

SM 0.13*** 0.27*** 0.00 0.13*** 0.20*** 0.11** 1

MTW 0.47*** 0.45*** 0.35*** 0.25*** 0.41*** 0.38*** 0.17** 1

Planning experiences −0.53** −0.31** −0.19* − 0.12 −0.20* −0.38** − 0.05 − 0.16

Finding information experiences −0.32** −0.25** −0.41** 0.17 − 0.15 −0.38** 0.17* −0.38*

Learning experiences −0.50** −0.34** − 0.14 0.07 − 0.08 −0.37** − 0.02 − 0.18

Stress experiences −0.42** − 0.17 −0.20* −0.24** − 0.12 − 0.08 −0.37** 0.04

First year Proportion of exams passed 0.27** 0.05 0.12 0.09 0.14* 0.13* 0.01 −

Average exam rating 0.30** 0.22** 0.05 0.09 0.07 0.14* 0.00 −

Second year Proportion of exams passed 0.23* 0.34** 0.07 0.08 0.02 0.13 0.02 −

Average exam rating 0.21* 0.32** − 0.03 0.14 0.23* 0.23* − 0.09 −

Third year Proportion of exams passed 0.35** 0.19** 0.10 0.11** 0.23** 0.13* 0.06 0.28***

Average exam rating 0.40** 0.35** 0.13** − 0.09 0.23** 0.27** − 0.03 0.21***

*p < 0.05; **p < 0.01; ***p < 0.001. PAA, “Planning Academic Activities”; LS, “Learning Strategies”; IR, “Information Retrieval”; WG, “Working in Groups”; MRT,
“Management of Relationships with Teachers”; SL, “Skills for Lessons”; SM, “Stress Management”; MTW, “Management of Thesis Work.”
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TABLE 4 | Fit indices for the assessment of measurement invariance.

chisq df rmsea srmr bic

Configural (gender – 7 factors) 1600.091 768 0.051095 0.061165 61964.070

Metric (gender – 7 factors) 1633.939 791 0.050674 0.062409 61843.330

Scalar (gender – 7 factors) 1762.909 814 0.053 0.06438 61817.710

Configural (status – 7 factors) 1752.759 768 0.055619 0.061611 62318.070

Metric (status – 7 factors) 1797.327 791 0.055401 0.06253 62208.070

Scalar (status – 7 factors) 1837.998 814 0.05509 0.062632 62094.180

Configural (year – 7 factors) 2077.993 1152 0.058156 0.069731 53771.700

Metric (year – 7 factors) 2175.298 1198 0.058587 0.073902 53566.810

Scalar (year – 7 factors) 2331.973 1244 0.060662 0.07578 53421.290

Configural (gender – 8 factors) 2030.765 1202 0.06024 0.075723 35528.910

Metric (gender – 8 factors) 2067.303 1231 0.059797 0.077872 35393.180

Scalar (gender – 8 factors) 2153.694 1260 0.061099 0.079856 35307.310

Configural (status – 8 factors) 2389.350 1202 0.072295 0.076482 35504.680

Metric (status – 8 factors) 2451.060 1231 0.072415 0.078845 35394.280

Scalar (status – 8 factors) 2486.359 1260 0.071762 0.07892 35257.470

strongly and negatively correlated to negative experiences
in planning and learning, and moderately and negatively
associated with negative experiences in finding information
and stress. “Learning Strategies” was moderately and negatively
correlated to negative experiences in planning and learning, and
weakly and negatively associated with negative experiences in
finding information. “Information Retrieval” was moderately
and negatively correlated to negative experiences in finding
information, and weakly and negatively associated with negative
experiences in planning and stress. “Working in Groups” was
weakly and negatively correlated to negative experiences in
stress. “Management of Relationships with Teachers” was weakly
and negatively correlated to negative experiences in planning.
“Skills for lessons” was moderately and negatively correlated
to negative experiences in planning, finding information, and
learning. “Stress Management” was moderately and negatively
correlated to negative experiences in stress, while it was
weakly and positively associated with negative experiences
in finding information. “Management of Thesis Work” was
moderately and negatively correlated to negative experiences in
finding information.

Moreover, we examined the correlations of the Academic Self-
efficacy subscales with indicators of students’ performance. The
correlations were tested considering students at different years of
the undergraduate program separately. As shown in Table 3, for
the group of first year undergraduates, the proportion of exams
passed was positively and weakly correlated to the “Planning
Academic Activities,” “Management of Relationships with
Teachers,” and “Skills for Lessons” subscales. The average exam
rating was positively and moderately correlated to “Planning
Academic Activities,” and weakly to the “Learning Strategies,”
and “Skills for Lessons” subscales. For the group of second year
undergraduates, the proportion of exams passed was positively
and moderately correlated to “Learning Strategies,” and weakly
to “Planning Academic Activities.” The average exam rating was
positively and moderately correlated to “Learning Strategies,” and
weakly to the “Planning Academic Activities,” “Management of
Relationships with Teachers,” and “Skills for Lessons” subscales.
For the group of third year undergraduates, the proportion
of exams passed was positively and moderately correlated to

“Planning Academic Activities,” and weakly to the “Learning
Strategies,” “Working in Groups,” “Management of Relationships
with Teachers,” “Skills for Lessons,” and “Management of
Thesis Work” subscales. The average exam rating was positively
and moderately correlated to “Planning Academic Activities”
and “Learning Strategies,” and weakly associated with the
“Information Retrieval,” “Management of Relationships with
Teachers,” “Skills for Lessons,” and “Management of Thesis
Work” subscales.

Academic Self-Efficacy Scale in
Measuring Strengths vs. Weaknesses
Assessing self-efficacy beliefs allows us to develop profiles
consisting of subjectively defined “strengths” and “weaknesses,”
which reflect the areas in which students consider themselves
more or less able to act effectively. Figure 1 shows mean
values of Academic Self-efficacy for the 831 students for
the Academic Self-efficacy Scale and 380 students for the
Academic Self-efficacy Scale Related to Thesis Work divided
by gender. Both genders showed strengths in “Information
Retrieval,” but weaknesses in “Management of Relationships
with Teachers” and in “Working in Groups.” Furthermore,
the results of the t-test showed a meaningful difference
between male and female students in their levels of “Planning
Academic Activities” [t(df = 828) = –2.64, p < 0.01, Cohen’s
d = 0.19],“Information Retrieval” [t(df = 828) = –4.31, p < 0.001,
Cohen’s d = 0.31],“Management of Relationships with Teachers”
[t(df = 826) = 3.29, p < 0.01, Cohen’s d = 0.24], “Skills for Lessons”
[t(df = 828) = –5.07, p < 0.001, Cohen’s d = 0.36], and “Stress
Management” [t(df = 828) = 10.49, p < 0.001, Cohen’s d = 0.76].

Figure 2 reports mean values of the Academic Self-
efficacy factors separately for each year of enrollment in an
undergraduate degree course. The three groups showed strengths
in “Information Retrieval,” but weaknesses in “Working in
Groups” and “Management of Relationships with Teachers.”
Furthermore, the results of the univariate ANOVA and post hoc
comparison based upon Tukey test showed a meaningful
difference between first year students and second and third year
students [F(df = 2, 751) = 9.46, p < 0.001, η2 = 0.024] in their
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FIGURE 1 | Mean levels of the Academic Self-efficacy factors for men and women and t-test results. ∗∗p < 0.01; ∗∗∗p < 0.001; PAA, “Planning Academic
Activities”; LS, “Learning Strategies”; IR, “Information Retrieval”; WG, “Working in Groups”; MRT, “Management of Relationships with Teachers”; SL, “Skills for
Lessons”; SM, “Stress Management”; MWT, “Management of Thesis Work.”

FIGURE 2 | Mean levels of the Academic Self-efficacy factors for students at the first, second, and third year of the undergraduate degree course and results from
univariate analysis of variance and post hoc comparisons based upon Tukey tests. ∗p < 0.05; ∗∗∗p < 0.001; Different letters indicate significant differences among
groups; PAA, “Planning Academic Activities”; LS, “Learning Strategies”; IR, “Information Retrieval”; WG, “Working in Groups”; MRT, “Management of Relationships
with Teachers”; SL, “Skills for Lessons”; SM, “Stress Management.”
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FIGURE 3 | Mean levels of the Academic Self-efficacy factors for students in line with the exam schedule vs. supplementary-year students and t-test results.
∗p < 0.05; ∗∗∗p < 0.001; PAA, “Planning Academic Activities”; LS, “Learning Strategies”; IR, “Information Retrieval”; WG, “Working in Groups”; MRT, “Management
of Relationships with Teachers”; SL, “Skills for Lessons”; SM, “Stress Management”; MTW, “Management of Thesis Work.”

levels of “Working in Groups.” Additionally, results showed a
significant difference between first year students and second and
third year students [F(df = 2, 751) = 3.79, p < 0.05, η2 = 0.010] in
their levels of “Management of Relationships with Teachers.”

Finally, Figure 3 shows mean values of Academic Self-efficacy
for students in line with the exam schedule vs. supplementary-
year students. Both groups showed strengths in “Information
Retrieval,” but weaknesses in “Management of Relationships
with Teachers” and “Working in Groups.” Students in line with
the exam schedule showed strengths in “Planning Academic
Activities,” while supplementary-year students showed weakness
in this factor. Furthermore, the results of the t-test showed a
meaningful difference between students in line with the exam
schedule and supplementary-year students in their levels of
“Planning Academic Activities” [t(df = 827) = 3.63, p < 0.001,
Cohen’s d = 0.43], and “Skills for Lessons” [t(df = 827) = 2.14,
p < 0.05, Cohen’s d = 0.25].

DISCUSSION

The present study aimed to present the Academic Self-Efficacy
Scale, a new multifaceted tool designed to measure self-efficacy
beliefs in managing academic tasks among university students.
The new scale presents adequate psychometric properties, the
presence of measurement invariance, and associations with
academic performance and experiences, and a remarkable
discriminative validity. Analyses exploring the structure of the
scale showed that it is made up of eight factors referring to the
students’ perceived abilities to manage tasks and situations that
are crucial for their successful academic path, namely planning

activities to be done, implementing effective learning strategies
during lessons and at home, retrieving information, working with
peers, managing relationships with teachers, managing negative
emotions and stress, and thesis work. All these factors are in line
with the self-efficacy features found in the literature (Bandura,
1997; Cheung and Kwok, 1998; Amenkhienan and Kogan, 2004)
and cover a wide variety of the efficacy beliefs related to the
academic context. In particular, results showed the crucial role
of “Planning Academic Activities,” related to the proportion
of exams passed, the average exam rating for all the students
independent of the enrollment year, the ability to manage stress,
and with the ability to stay in line with academic achievement.
Results are similar to the Life Design approach (Savickas et al.,
2009), which underlined that the ability to plan personal aims
and the next career steps is fundamental to career construction
and career development. Findings from our study seem to
suggest to focus on planning ability to develop intervention
activities to support undergraduate students. In addition, our
results showed that “Learning Strategies” and “Skills for Lessons”
have relationships with the proportion of exams passed and the
average exam rating for most of the students, even though they
are not as strong as the ability to plan activities. In that sense, our
results have highlighted that it is important to develop good study
strategies and learn directly from class lectures, even though
these are secondary to the ability to plan career steps. Finally, a
strong negative correlation arose between “Working in Groups”
and stress-related difficulties, showing how important it is to
focus on the peer group to manage stress. In part, our study
confirms findings present in the literature: self-efficacy assumes
a key role in career planning and academic achievement. Our
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results showed that students with higher levels of self-efficacy
are the ones who are in line with a traditional academic path
and with academic goals. This particular result seems crucial to
create specific interventions and promoting different levels of
self-efficacy beliefs for different steps in the university career.

Differences between male and female students were found
in their levels of “Planning Academic Activities,” “Information
Retrieval,” and “Skills for Lessons”; these results confirm a female
advantage in academic as stated by Eurostat data on European
population and by previous researches (Ceci et al., 2014; Voyer
and Voyer, 2014). Furthermore, our results showed higher levels
of “Stress Management” in male students; these findings are in
line with researches that show that female students are more likely
to be influenced by academic stress and that perceived themselves
are less able to manage it than male students (Ye et al., 2018).
Surprisingly, our results showed higher levels of “Management of
Relationships with Teachers” in male students; previous studies
established closer and less conflictual relationships between
teachers and girls than boys (Baker, 2006; Spilt et al., 2012). This
result should be investigated further, considering also the possible
influence due to teacher gender and its interaction with students’
gender. Moreover, the study confirms previous results (Bandura,
1997): students in line with the traditional path at the university
have higher levels of self-efficacy, particularly in the ability to
plan and use information from the classroom in a formative
way. Even in this case, our study suggests that self-efficacy beliefs
support personal competences and that they are fundamental
to developing personal and professional skills, useful for the
academic context, but also for future planning, as highlighted
in previous research (Pajares and Urdan, 2005; Brausch, 2011;
Azizli et al., 2015).

Despite its strengths, our study has some limitations. First,
since this study was conducted on Italian university students
and considering the possible variation among the different
university systems, additional work is needed to confirm the
generalizability of the scale to other cultural contexts. Activities
and tasks required to the students, and following related self-
efficacy beliefs, may be different if, as in the Italian system, there
are no penalties after an exam failed several times compared
to other university systems in which the maximum number
of exam failures is limited. Considered possible differences
among university systems, future research could explore the
structure of the scale in different languages and other countries.
Further, although we tested convergent validity by exploring the
relationship between the academic self-efficacy and the academic
experiences scales, future studies should explore convergent
validity in more detail. This will not be easy since the available
scales only focus on specific aspects on self-efficacy or are
limited to specific disciplines. Yet, future research is needed on
this aspect. Finally, even if the use of self-reported academic
grades is widely accepted in the social sciences (Stone et al.,
1999; Kuncel et al., 2005; Baumeister et al., 2007; Sticca et al.,
2017), further studies could explore the role of self-efficacy
on different outcomes. Other methods would be useful to
assess the truthfulness of participants’ reported information,
as data from university administrations concerning students’
performance indicators or a proxy assessment of self-efficacy.

In this way, the amount of missingness in the variables
collected would be less.

The development of the Academic Self-efficacy Scale could be
a significant contribution to the literature and to intervention
in vocational guidance. Measuring self-efficacy beliefs has
important implications for school counselors, career counselors,
and psychologists working in the academic field. The scale could
be used on two levels: preventing academic failure or dropout,
and helping struggling students. The results showed that the scale
could be a good instrument to identify the students’ features
and to intercept students with low levels of self-efficacy beliefs
and those with more self-concern. The aim could be to create
particular interventions for individuals, small groups (Koen et al.,
2012) or large groups (Camussi et al., 2017), depending on
the specific courses, the level of self-efficacy beliefs or their
particular academic paths, to co-construct a new perception
about their abilities. Moreover, the scale could be an instrument
to build specific interventions and actions dedicated to sustaining
the co-construction of academic motivation (Vallerand and
Bissonnette, 1992; Vallerand et al., 1992; Vallerand, 2000) and
general academic wellbeing. Starting from self-efficacy beliefs, the
counselors could encourage the students to experiment with new
strategies, promoting a new vision of their abilities, specifically in
the new academic context, but expandable in the future working
world. In that sense, the Academic Self-efficacy Scale could be a
specific and brief instrument, helpful for working in synergy to
implement a new representation of students and their abilities, to
sustain academic and career success.
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