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Editorial on the Research Topic

Sensory Adaptation

In the natural word, organisms are constantly exposed to continuous streams of sensory input.
These inputs are dynamic and can undergo major changes in level, at times involving over 100-fold
variations in the range of the physical parameters describing the sensory context surrounding us. In
other instances, the overall strength of the sensory signal (e.g., the luminance or contrast of a visual
pattern) may remain roughly constant but the quality of the perceptual features contained in the
signal may vary dramatically (e.g., a face changing its expression). In both cases, sensory neurons
can adjust their sensitivity based on recent stimulus history, a process known as sensory adaptation
neuronal adaptation. Neuronal adaptation is a universal phenomenon across sensory modalities
and occurs at multiple stages of processing (Solomon and Kohn, 2014; Whitmire and Stanley,
2016). Despite the wealth of research on sensory adaptation in psychophysics and physiology, its
possible functions and underlying neuronal mechanisms remain debated. The present Research
Topic provides a multidisciplinary survey of recent research aimed at better understanding how
the brain functions adaptively to make sense of its surrounding environment. The experimental
approaches covered by this Research Topic range from human electrophysiology, functional brain
imaging and psychophysics to in vivo and in vitro whole-cell and extracellular electrophysiology,
histology and pharmacological manipulations in a broad range of model systems (from insects to
birds, rodents and cats), attesting to the breadth of current research on this topic.

What modulatory effects of adaptation arise from the intrinsic properties of individual neurons
as opposed to their connectivity within a neuronal network? This question underpins the theme
of two research articles in this Research Topic. Using in vitro whole-cell electrophysiology from
neurons in the auditory midbrain of embryonic birds, Malinowski et al. identified a link between
the rapid adaptation behaviour of neurons and their intrinsic physiological properties but not their
morphological classification. Phasically spiking neurons exhibiting strong adaptation with faster
recovery were found to have higher thresholds, lower membrane resistance and lower membrane
time-constants compared to tonically spiking neurons. These two populations exhibited few
dendritic morphological differences. Conversely, neurons with different dendritic morphological
structures (stellate vs. elongated neurons) showed no significant difference in their intrinsic
properties and spiking patterns. Quiroga et al., taking a computational approach, predicted that
recurrent connections in a population of orientation selective neurons can give rise, over short
time scales of a few hundred ms, to attractive perceptual aftereffects instead of commonly reported
repulsive aftereffects. They further employed a psychophysical paradigm, appositely designed to
capture aftereffects over short time scales, in order to verify this prediction. Their results indicate
how recurrent network dynamics can contribute to shape perceptual adaptation.
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How does adaptation affect network dynamics and patterns
of functional connectivity? Martin et al. addressed this question
in a well-understood and relatively simple spinal network.
Using a combination of graph theoretic and Markov analyses
of cord dorsum potentials recorded from cat lumbar segments,
they characterised how pharmacologically-delivered nociceptive
stimulation alters functional connectivity. These alterations
represent transitions between different states of synchrony in the
network activity shaped by supra-spinal inputs. Adibi and Lampl
identified different profiles of stimulus-dependent synchrony in
sensory thalamus versus cortex over various levels of adaptation,
with sensory cortex maintaining its pattern of synchrony in
spiking activity across spontaneous and adapted cortical states.
Zarei et al. quantified the temporal coupling of spike times to
phasic field potentials as a function of stimulus (frequency of
auditory signal) in rat auditory cortex in adapted and non-
adapted conditions. They observed that phase coupling is tuned
to stimulus frequency and reduces with adaptation. Collectively,
the findings in these studies illustrate the diversity of the effects
adaptation generates at the network level.

What neuronal computations underlie sensory adaptation?
Latimer and Fairhall investigated this question using a simple
statistical model of spiking neurons based on an inhomogeneous
Poisson process with a rate that is a linear combination of the
stimulus and recent spiking history. This model explains how
adaptation can change the gain of neuronal responses based on
the variance of the stimulus as well as capturing observations of
adaptation across multiple time scales.

Over the last two decades, accumulated evidence has revealed
adaptation to high-level features and complex elements of
perception including facial signals such as emotion and eye gaze.
Gwinn et al. show electro-physiological and perceptual effects
of adaptation to the variance of different facial configurations,
suggesting that adaptation shapes face perception not only based
on the average characteristics of the faces we observe, but also
based on the range of faces. Whereas, adaptation typically tends
to bias perception away from the adaptor (in the form of
negative or repulsive after-effects), the phenomenon of priming
indicates that the processing of a repeated stimulus can be
facilitated. In a review of the literature on face adaptation and
face priming, Mueller et al. draw upon these two phenomena
to gain insight into the nature of the perceptual “space” within
which faces are represented for recognition. As we ascend the
visual hierarchy the ability of attention to modulate processing
tends to increase (Reynolds and Chelazzi, 2004). Thus, the extent
to which adaptation to a particular stimulus attribute depends
on the amount of attention to the adaptor can be used to infer
the level(s) of processing involved. Tonelli et al. show that the
amount of attention a subject pays to an adapting stimulus does
not affect adaptation to the size of a visual stimulus, consistent
with previous findings suggesting that local gain control in
primary visual cortex mediates size adaptation (Murray et al.,
2006; Fang et al., 2008; Sperandio et al., 2012; Pooresmaeili et al.,
2013).

Motion is a fundamental quality of vision that can create
strong adaptation effects at various stages of processing (Barlow
and Hill, 1963; Hammond et al., 1985; Petersen et al., 1985;

Huk et al., 2001) for review see (Anstis et al., 1998; Mather
et al., 1998). Despite diverse evolutionary constraints across
different species, from insects and cephalopods to vertebrates,
visual systems have converged to provide motion detection
by conceptually similar mechanisms to detect local and global
(whole retinal image) motion crucial to maintaining accurate
vision during eye and/or body movement (Clifford and Ibbotson,
2002).Matsumoto and Tachibana studied howmotion simulating
the jitter of the retinal image during fixation affects the receptive
field (RF) of retinal ganglion cells. Their study revealed that
global motion leads to elongated RFs and temporal sharpening
of evoked responses in a group of ganglion cells with phasic
response profile. Pharmacological manipulations identified two
plausible mechanisms underlying these RF alterations: electrical
coupling between bipolar cell dendrites, and presynaptic
inhibition by amacrine cells. Li et al. developed an innovative
stimulus paradigm to disentangle local motion adaptation at the
level of elementary motion detectors in blowflies from global
motion adaptation affecting wide-field neurons that pool the
output of elementary detectors. They found that global motion
adaptation is strongly direction dependent, while local motion
adaptation is largely direction independent, potentially leading
to a robust representation of the direction of local motion
independent of global motion direction.

Adaptation is a hallmark not only of vision but also of
tactile perception and has considerable behavioural relevance
to animals such as rats and mice whose primary sensory
modality is their whisker-mediated tactile system (Adibi, 2019).
Adibi and Lampl provide a thorough review of the physiology
of neuronal adaptation along the somatosensory pathways
from receptors to brainstem, sensory thalamus and cortex,
outlining distinctive features of sensory adaptation in the rodent
whisker-mediated tactile system. They further comment on the
underlying mechanisms of adaptation and its functional roles,
suggesting a diverse range of functions including shifting the
operating mode of cortical computation along the continuum
of coincidence detection and temporal integration, optimising
receptive fields, performing noise reduction, enhancing salience
detection, and frequency-domain filtering properties, depending
on the dynamics of stimulation in the environment. Using
intracellular recording of neurons in rat barrel cortex, Katz
and Lampl showed that in most layer 2/3 neurons, similar to
layer 4 neurons, adaptation is whisker-specific, despite their
multi-whisker receptive fields. This finding indicates that multi-
whisker receptive fields in layer 2/3 mainly emerge from
intracortical horizontal connections with neighboring barrels
rather than being inherited from layer 4 neurons. This allows
high responsiveness in complex environments.

A consequence of statistical regularities in the environment
is increased predictability of specific stimuli. Adibi and
Lampl suggest that reduced responsiveness of sensory neurons
to repetitive stimuli over time may represent a reduction
in prediction error (also a hallmark of predictive coding
theory) and provides a mechanism for enhanced detection
of deviant stimuli from the background (for further review
refer to Pazo-Alvarez et al., 2003; Winkler and Czigler,
2012; Grimm et al., 2016; Carbajal and Malmierca, 2018).
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Ross and Hamm summarised recent evidence on the potential
neuronal mechanisms underlying adaptation and deviance
detection, particularly in the context of “mismatch negativity”
(MMN), a negative event-related scalp potential recorded at
about 150 ms post-stimulus onset in response to deviant
stimuli compared to redundant stimuli in an oddball paradigm.
To dissociate stimulus repetition suppression (adaptation) and
expectation suppression (prediction) of fMRI responses in the
human brain, Amado et al. used pairs of face stimuli presented
with inter-stimulus intervals (ISIs) between 0.5 and 3.75 s,
where the gender of the first stimulus indicated either repetition
of the same face or predicted a novel face. They found
repetition and expectation suppression effects in face-sensitive

visual cortex that were both independent of the length of the
ISI.

Our hope is these brief introductory remarks will spark the
interest of readers to delve deeper into a field of research that,
despite a long history and a well-established body of literature,
still continues to flourish and yield new insights into the
mechanisms and functions of a key aspect of sensory processing
and perception.
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The reduction of neuronal responses to repeated stimulus presentation occurs in many

sensory neurons, also in the inferior colliculus of birds. The cellular mechanisms that

cause response adaptation are not well described. Adaptation must be explicable by

changes in the activity of input neurons, short-term synaptic plasticity of the incoming

connections, excitability changes of the neuron under consideration or influences of

inhibitory or modulatory network connections. Using whole-cell recordings in acute

brain slices of the embryonic chicken brain we wanted to understand the intrinsic and

synaptic contributions to adaptation in the core of the central nucleus of the inferior

colliculus (ICCc). We described two neuron types in the chicken ICCc based on their

action potential firing patterns: Phasic/onset neurons showed strong intrinsic adaptation

but recovered more rapidly. Tonic/sustained firing neurons had weaker adaptation but

often had additional slow components of recovery from adaptation. Morphological

analysis suggested two neuron classes, but no physiological parameter aligned with

this classification. Chicken ICCc neurons received mostly mixed AMPA- and NMDA-type

glutamatergic synaptic inputs. In the majority of ICCc neurons the input synapses

underwent short-term depression. With a simulation of the putative population output

activity of the chicken ICCc we showed that the different adaptation profiles of the neuron

classes could shift the emphasize of stimulus encoding from transients at long intervals to

ongoing parts at short intervals. Thus, we report here that description of biophysical and

synaptic properties can help to explain adaptive phenomena in central auditory neurons.

Keywords: auditory midbrain, inferior colliculus, avian, response adaptation, Gallus gallus, acute brain slice, fiber

stimulation

1. INTRODUCTION

Adaptation, the reduction of neuronal responses to repetitive stimuli, is a common phenomenon
throughout several sensory modalities (Hille, 2001), including the auditory system. The reduction
of the overall strength of the response of a given neuron to repeated presentation of the same
stimulus is called response adaptation (Singheiser et al., 2012b; Pérez-González and Malmierca,
2014). Response adaptation depends on the interval of presentation (Gutfreund and Knudsen,
2006; Singheiser et al., 2012a), persists even in the absence of the stimulus for a certain recovery
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time and is thus implicated in diverse perceptual phenomena
like forward masking (Nelson et al., 2009) or the precedence
effect (Litovsky and Yin, 1998; Spitzer et al., 2004). Response
adaptation occurs in several auditory brain areas (Ulanovsky
et al., 2003; Ingham and McAlpine, 2004; Dean et al., 2005;
Wang and Peña, 2013; Ferger et al., 2018) and time-constants
of release from adaptation in the hundreds of milliseconds
were measured (Ingham and McAlpine, 2004; Gutfreund and
Knudsen, 2006; Singheiser et al., 2012a; Wang and Peña,
2013; Ferger et al., 2018). In higher stations of the auditory
pathway a related type of adaptation was described: neurons
adapt their response to repeated presentation of a certain
stimulus but respond normally to a qualitatively different,
uncommon stimulus. This phenomenon was termed stimulus-
specific adaptation (Ulanovsky et al., 2003; Pérez-González and
Malmierca, 2014) and it was described in the mammalian
auditory cortex, auditory thalamus and the inferior colliculus
(IC) (Malmierca et al., 2009, 2015; Ayala and Malmierca, 2012)
and also in the external nucleus of the IC (Reches and Gutfreund,
2008) and forebrain areas (Reches et al., 2010) of birds.

Adaptation is commonly regarded as a type of short-term
memory function emerging from properties of the neuronal
network (Pérez-González et al., 2012; Ayala et al., 2016). Due
to its stimulus-driven properties and the relative conceptual
simplicity, a complete understanding of its mechanisms seems
possible. This makes adaptation an appealing target for
experimental analysis of higher brain function, both on
cellular and network levels. Few attempts are however usually
made to mechanistically describe adaptive phenomena on
the level of the synaptic physiology and the biophysics of
the neurons. We want to argue here that any adaptation
of the response of a given neuron must be explicable by
either upstream changes in input rate, short-term synaptic
plasticity of the ascending connections (Friauf et al., 2015),
intrinsic biophysical excitability changes of the neuron under
consideration (Debanne et al., 2019) or, indeed, influence of
the network in the form of lateral or descending inhibitory or
modulatory synaptic connections (Ayala et al., 2016). In order
to fully understand an adaptative phenomenon it is crucial
to take the biophysical and synaptic factors that dynamically
shape information processing at a given neuron into account.
In order to attempt such a dissection of factors underlying
adaptation we recorded with in-vitro whole-cell techniques
from neurons in the avian core of the central nucleus of
the IC (ICCc), which exhibit response adaptation (Singheiser
et al., 2012a) in vivo. We will describe here the intrinsic
dynamics of excitability and the dynamics of ascending lemniscal
axonal connections and how these two factors differ for two
physiologically defined neurons classes in the avian IC. Since
the neurons we analyzed are the starting points of the input
stream for space-specific neurons in the external nucleus of
the IC, we will also provide in-silico experiments to assess the
impact of the response dynamics of ICCc neurons on sound
processing further along in the auditory pathway. Thus, our
study contributes to mechanistic understanding of a higher
brain function, adaptation, on the level of cellular physiology
and biophysics.

2. MATERIALS AND METHODS

2.1. Animal Handling and Brain Slice
Preparation
A total of 76 chicken embryos between embryonic day 19 and 21
(HH stages 45/46) were sacrificed for this study. All experimental
procedures performed on animals in this study were approved
by the local animal welfare officer and state authorities
(Landespräsidum für Natur, Umwelt und Verbraucherschutz
Nordrhein-Westfalen, Recklinghausen, Germany).

Fertilized chicken eggs (Gallus gallus domesticus) were
obtained from a local poultry farm (Moonen & Waagemans
Kuikenbroeders B.V., Nederweert, The Netherlands) and
incubated at 37 ◦C. and 50% relative humidity in a rolling
incubator until use. Eggs were then opened and chicken
embryos were rapidly decapitated in ovo before any further
manipulations. Embryos were staged according to Hamburger
and Hamilton (1951).

Standard methods (Weigel and Luksch, 2012) were used to
prepare and maintain acute brain slices of embryonic chicken
as previously reported (Goyer et al., 2015). Briefly, chicken
heads were immediately immersed in ice-cold cutting buffer (im
mM: 240 sucrose, 3 KCL, 5 MgCl2, 0.5 CaCl2, 1.2 NaH2PO4,23
NaHCO3, 11 D-glucose; oxygenated with 95%O2/5%CO2).
Brains were removed from the skull and midbrain hemispheres
dissected. Midbrain hemispheres were embedded in agarose gel
(2% low melting point agarose, 290 mM saccharose, 2 mM
KCL, 3 mM MgCl2, 5 mM HEPES). After curing, agarose blocks
were trimmed and mindbrains cut into 250 µm slices on a
vibratome (Leica VT1200S; Leica Biosystems) while immersed
in cutting buffer. Coronal brain slices were cut except for
recordings of ascending synaptic connections, which were cut
in a parasagittal plane. Slices were transferred for holding
into artificial cerebrospinal fluid (ACSF; in mM: 120 NaCl, 3
KCL, 1 MgCl2, 2 CaCl2, 1.2 NaH2PO4,23 NaHCO3, 11 D-
glucose; oxygenated with 95%O2/5%CO2) and equilibrated at
room temperature for 1 h. Immediately prior to transfer into
the recording chamber (see next section) the optic tectum
overlaying the inferior colliculus were routinely dissected to
improve handling of the slices.

2.2. Whole-Cell Patch-Clamp Recordings
2.2.1. Recording Setup
Whole-cell patch recordings (Hamill et al., 1981) of neurons in
the central nucleus of the inferior colliculus (ICCc) of E19 to E21
embryonic chicken were performed in a custom-built recording
setup. The slices were prepared from animals of 19.4 ± 0.6
embryonic days (N = 76). Slices containing the IC were
transferred into a recording chamber on the stage of an fixed-
stage microscope (Nikon Eclipse FN-1) and observed with IR-
DIC optics under infrared illumination. The recording chamber
was perfused with oxygenated ACSF at room temperature (25 ◦C)
at a rate of 100 ml/h (chamber volume was 1.5ml). Neurons in
the ICCc were targeted using a 40x immersion objective (Nikon
NIR APO 40x/0.80w). ICCc location in frontal and sagittal
sections was routinely identified using a histological atlas of the
chicken brain (Puelles et al., 2007) and histological experiments
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prior to this study (data not shown). Patch electrodes were
manufactured from borosilicate glass capillaries (GB150F-8P;
Science Products, Hofheim, Germany) with a horizontal pipet
puller (DMZ Universalpuller; Zeitz Instruments, Martinsried,
Germany). For all recordings in this study, pipets were filled
with potassium-gluconate based internal solution (in mM: 100
K-gluconate, 40 KCL, 0.1 CaCl2, 10 HEPES, 1.1 EGTA, 2 Mg-
ATP, 0.4 GTP, 0.1 Alexa Fluor 488 hydrazide, 3mg/ml biocytin;
pH adjusted to 7.2 with KOH, osmolarity 280 mOsm; Alexa dye
and biocytin obtained from Thermo Fisher Scientific). Liquid
junction potential was estimated to be –11 mV and remained
uncorrected. Whole-cell recordings were performed with a
SEC05LX dSEVC amplifier (npi, Tamm, Germany) in bridge
mode or in voltage clamp mode (25 kHz switching frequency).
In bridge mode, series resistance compensation was routinely set
to twice the electrode resistance measured in the bath solution.
This procedure in some cases resulted in residual uncompensated
series resistance. Signals were low-pass filtered (5 kHz cutoff
frequency) and sampled at 50 kHz (NI-DAQ PCI-6281; National
Instruments, Austin TX, USA). Stimulus generation and data
collection was performed with custom software written in
MATLAB (MATLAB data acquisition toolbox).

2.2.2. Biophysical Characterization
Initial resting membrane potential of all neurons was noted
immediately after obtaining whole-cell access. Membrane
resistance was measured from sets of small current injections
(21 steps from –150 to +300pA) by constructing the current-
voltage curves and fitting a linear function to the hyperpolarizing
conditions. Exponential functions were fitted to the onset of
the voltage responses to estimate the membrane time constant.
Membrane time-constant was determined for at least three
hyperpolarizing current steps and the values were averaged.
Membrane capacitance was then estimated from the measured
Rm and averaged τm readings. Next, action-potential (AP)
threshold was determined with repeated single current injections.
Then, a current-AP rate relation (F/I) was measured with 10
repetitions of 15 depolarizing current steps between 50 and 300%
threshold current. From these F/I curves, AP firing behavior was
determined to be either phasic or tonic: phasic neurons fired
only one or two AP per stimulus over a wide range of currents
while tonic neurons showed an increase of AP numbers with
increasing current.

2.2.3. Measurement of Intrinsic Adaptation
Intrinsic adaptation was measured by applying pairs of
rectangular stimulus currents (100 ms duration each, amplitude
was 300% AP threshold current) with increasing inter-stimulus
intervals (1–500 ms in logarithmical steps). For every interval 10
repetitions were recorded, 3 s intervals between repetitions were
included to allow recovery of neurons. With the help of custom
software AP were automatically detected and analyzed in these
recordings. A number of parameters was derived from these data:
number of AP per stimulus, latency of the first AP peak re the
onset of the stimulus, amplitude of the first AP peak, maximum
upward and downward slope of the first AP and finally the width
of the first APmeasured as the time between the points of steepest

up- and downward slope. From these data we constructed
adaptation curves by plotting the average “parameter" (from
10 repetitions each) derived from the second stimulus as a
function of the inter-stimulus interval, normalized by the average
“parameter" derived from the first stimulus. Adaptation curves
were then fitted by one of two double exponential functions,
depending on the effect of adaptation: if the intrinsic adaptation
caused a reduction of the normalized “parameter" (AP count, AP
amplitude, AP maximal slopes), we fitted:

P(ISI) = 1− [(Afast · e
−ISI
τfast )+ (Aslow · e

−ISI
τslow )] (1)

with P(ISI) describing the change of the “parameter" as a function
of ISI. If intrinsic adaptation caused an increase of the normalized
“parameter" (AP latency, AP width), we fitted:

P(ISI) = 1+ [(Afast · e
−ISI
τfast )+ (Aslow · e

−ISI
τslow )] (2)

From this double-exponential fits we derived a weighted
exponential time-constant:

τw =
(Afast · τfast + Aslow · τslow)

Afast + Aslow
(3)

The weighted time-constants of all cells (grouped according to
either AP firing behavior (see above) or dendrite morphology
(see below) were averaged and compared. We also averaged the
adaptation functions (i.e., the parameter vs. ISI functions per cell)
of all cells and fitted Equations 1 or 2 to these average adaptation
functions as appropriate.

2.2.4. Measurement of Synaptic Events and

Pharmacology
Synaptic events in ICCc neurons were evoked by electrically
activating axons ascending into to ICCc. For this we placed
a bipolar tungsten electrode ( 2M� impedance) in the hilus
of the lateral lemniscus fibers entering the IC. This structure
is labeled “HilT" in the atlas by Puelles et al. (2007). Indeed,
parallel ascending fibers were clearly visible in IR-DIC optics
in parasagittal slices in the region depicted in the atlas.
Stimulation pulses (200 µs duration, monopolar, up to 90 V;
mean 42 ± 15V , n = 20) were generated with a Grass S44
stimulator and delivered through an AMPI-Flex optical stimulus
isolator (A.M.P.I, Jerusalem, Israel). We either recorded post-
synaptic potentials in bridge-mode or post-synaptic currents
in voltage-clamp mode. For voltage clamp, the cells were
held at –60 mV holding potential. We first determined the
apparent stimulation threshold by gradually increasing stimulus
voltage. All further experiments were then performed at 200%
threshold voltage, which may be considered a form of maximum
stimulation, although this was not rigorously confirmed
for all cells. Blockers for AMPA (6,7-dinitroquinoxaline-2,3-
dione, DNQX, 100µM, Tocris/Biotechne) and NMDA (D-2-
amino-5-phosphonovalerate, D-AP5, 50 µM, Tocris/Biotechne)
type glutamatergic receptors were used for pharmacological
dissection. Stimulus protocols for paired-pulse stimulation at
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various intervals (5–500 ms) were generated by the recording
software and repeated 10 times per interval with delays of
at least 3s between repetitions to allow the synapses to fully
return to steady state. Postsynaptic currents were analyzed
with custom software as previously reported (Goyer et al.,
2015). Stationary parameters (EPSC amplitude, 10% to 90%
risetime, decay time-constant) were measured from the first
EPSC of every repetition per cell. Recovery from short-term
plasticity was measured by constructing recovery functions from
the paired-pulse recordings. Here, the second EPSC amplitude
was normalized to the average first EPSC amplitude. Recovery
functions were visually categorized into facilitating, depressing
or unclear/mixed. Recovery functions of all cells or the respective
groups were averaged and fitted with exponential functions. We
used a double-exponential function for the average recovery
functions of depressing-only or facilitating-only cells:

EPSC2(ISI) = offset + [(Afast · e
−ISI
τfast )+ (Aslow · e

−ISI
τslow )] (4)

For the average recovery function of all measured cells we
used a triple-exponential function to fit a double-exponential
depression and an exponential facilitation:

EPSC2(ISI) = offset +

[

(Afast−depr · e
−ISI

τfast−depr )

+(Aslow−depr · e
−ISI

τslow−depr )+ (Afacil · e
−ISI
τfacil )

]

(5)

Weighted time-constants of the double exponential fits were
calculated as in Equation 3 and degree-of-freedom adjusted
coefficient of determination (r2) is given as calculated by the
MATLAB function fit.m.

2.3. Morphological Analysis of Recorded
Neurons
Cells were recovered after recording for post-hoc anatomical
analysis as previously described (Goyer et al., 2016). Briefly, slices
were fixed in 4% PFA in phosphate buffer overnight, washed
with phosphate buffered saline and 0.3% Triton X-100 multiple
times and incubated with streptavidin solution (0.1% Triton
X-100, 1% bovine serum albumin in phosphate buffer, 1:800
Alexa-fluor-streptavidin conjugate # S11223 from Thermo Fisher
Scientific) for 3h at RT. After multiple washing steps (0.3% Triton
X-100 in TRIS-buffered saline solution) a counterstaining with
DAPI was performed. Finally, stained slices were mounted in
Fluoprep (bioMerieux) between 24 × 60 mm coverslips between
frames of 240 µm adhesive sheets (Grace Bio-Labs). Cells were
scanned at high magnification with a laser-scanning confocal
microscope (Leica TCS SP2, Leica Microsystems) at high z-
resolution (≤ 0.5µm per image in confocal stacks). Single images
at low magnification were scanned to confirm the location of the
cell in the ICCc. 23 cells for which ICCc location could not be
confirmed were not included in the adaptation study. For a subset
of neurons a full morphological analysis was performed. Soma,
axon and dendrites were visually identified and 3D reconstructed
using the “Simple Neurite Tracer" plugin (Longair et al., 2011) in

FIJI/ImageJ (Schindelin et al., 2012). Reconstructed morphology
for soma and dendrites only (omitting the axonal structure,
which was only used for visualization of neurons) were analyzed:
first, we fitted the minimum volume ellipsoid that enclosed all
dendritic points in 3D-space using established algorithms (Aelst
and Rousseeuw, 2009) for every cell. We calculated the ratio
of the longest and second-longest axis of the resulting ellipsoid
to quantify the shape of the dendritic tree. As proposed by
Niederleitner and Luksch (2012) neurons with a shape ratio
between 1 and 2 were classified as “stellate" and those with
a ratio ≥ 2 were classified as “elongated." Minimum volume
ellipsoids were also fitted to z-projected confocal stacks of non-
reconstructed cells in 2D-space. In these cases, the ratio of long
to short axis was calculated. Furthermore, we performed a Sholl
analysis (Sholl, 1953) in 3D space by counting the number of
intersects of dendritic structures with spheres of varying radii
centered on the soma for every cell. Number of intersects per
sphere was plotted against sphere-radius, data was smoothed
by fitting a high order polynomial function. From the Sholl
analysis a number of parameters that describe the complexity of
the dendritic tree were derived for every cell: the mean value
(MV) is the average number of intersects over all radii, the
critical value (CV) is the maximum number of intersects, the
critical radius (CR) is the radius at which the CV occurs. The
maximum distance (MaxDist) is the radius at which no more
intersects occur. In addition to these parameters we also extracted
the number of branchpoints and the total dendritic pathlength
from our 3D reconstruction data. All software for morphological
analysis was custom written in Python 2.7.

2.4. Data Analysis and Statistics
If not noted otherwise, non-parametric tests for statistical
significance were used throughout this study. Physiological and
morphological parameters were compared pairwise between
groups of neurons with the Mann-Whitney U-Test (Figures 1–
4). A Kruskal-Wallis test was used to analyze pharmacological
data (Figure 5). In all cases a criterion of p < 0.05 for significance
was used. Modality of parameter distribution (Figure 1G) was
estimated by calculating the bimodality index for finite samples
as follows:

b =
g2 + 1

k+ 3(n−1)2

(n−2)(n−3)

(6)

with n being the number of observations, g the sample skewness
and k the excess kurtosis of the sample. Here, values of b > 5

9
are usually considered as indicative of bimodality. In addition
we estimated the probability density of the sample distribution
with an univariate kernel-density estimate (from the python
module statsmodels 0.8.0) and determined the kernel bandwidth
with Silverman’s rule of thumb estimator. The statistical
independence of shape and firing pattern classification was tested
by constructing a contingency-table and performing Pearson’s
chi-squared test with the Python 2.7 function scipy.stats.chi2-
contingency. For exponential fits throughout the study we report
the goodness-of-fit as the coefficient of determination (r2)
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FIGURE 1 | Chick ICCc neurons can be categorized into two classes based on dendritic morphology. (A,C) Location (A) and 3D-reconstruction (C) of an typical ICCc

stellate neuron. Abbreviations as in Puelles et al. (2007): ToS, torus semicircularis; CCo, core of the central nucleus; lraq, lateral recess of the aqueduct; A, anterior; D,

dorsal. Colors in (C) represent: green, soma and dendrites, red, axon. (B,D) Location (B) and 3D-reconstruction (D) of an typical ICCc elongated neuron.

(E) Sholl-analysis profile of the neuron in (A,C) plotted as count of intersects vs. radius of spheres. Depicted are analysis parameters of MV, mean value of intersects;

CV, critical value; CR, critical radius; MaxDist, maximal dendritic extent. Black line represents raw data, red superimposed line represents the polynomial fit from which

the analysis parameters were extracted. (F) Sholl-analysis profile of the neuron in (B,D), presentation as in (E). (G) Histogram of dendritic shape ratios. Red line

depicts cutoff between stellate and elongated cells (ratio = 2) as defined by Niederleitner and Luksch (2012). Blue line shows probability density function resulting from

univariate kernel-density estimate. (H1–5) Biophysical parameters of all stellate (gray dots, black marker shows mean ± SEM) and elongated (red dots, red markers

shows mean ± SEM) neurons. RMP, resting membrane potential, Thres, action potential threshold current; Rm, membrane input resistance; Cm, membrane

capacitance; Tau m, membrane time constant. (J1–6) Morphological parameters of dendrites derived from 3D-reconstruction and 3D-Sholl Analysis for all stellate and

elongated neurons. Colors and abbreviations: see above.

adjusted for degrees of freedom (as returned by the MATLAB
function fit.m).

2.5. Numerical Simulations
For a simple numerical model of ICCc population output
we simulated the post-stimulus time histogram (PSTH) of a

hypothetical unit receiving inputs from both phasic (70%)
and tonic (30%) ICCc units. For this, random spiketimes
were generated following either a very flat, shifted and cut-
off gaussian distribution (to model tonic neurons) or a steep
shifted gaussian distribution (to model phasic neurons). In both
cases, the distributions were shifted to simulate an average
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FIGURE 2 | Chick ICCc neurons show two distinct types of AP firing patterns. (A) Typical membrane responses to de- and hyperpolarizing current injection of a

tonic/sustained neuron. (B) Current-Voltage relation of the neuron in (A). Light gray line depicts resting membrane potential. Dashed line depicts conditions where

steady-state membrane potential could not be reliable measured due to spiking activity. Red dashed line shows linear fit to small hyperpolarizing current injections.

(C) Rate of action potential generation (in Hz) upon increasing current amplitudes for the neuron in (A). (D–F) Typical membrane responses, current-voltage relation

and rate of action potential generation of a phasic/onset neuron. Presentation as in (A–C). (G1–5) Biophysical parameters of all phasic (gray dots, black marker shows

mean ± SEM) and tonic (red dots, red markers shows mean ± SEM) neurons. Phasic neurons have higher thresholds, lower membrane resistance and lower

membrane time-constants. RMP, resting membrane potential, Thres., action potential threshold current; Rm, membrane input resistance; Cm, membrane

capacitance; Tau m, membrane time constant. (G6) Dendritic shape ratio of all phasic and tonic neurons, colors as in (G1–5). No morphological differences between

the groups are visible. (H1–6) Morphological parameters of dendrites derived from 3D-reconstruction and 3D-Sholl Analysis for all phasic and tonic neurons. The

morphological parameters do not differ between the physiologically defined neurons types. Colors and abbreviations: see above.

IC onset latency of 10 ms. Both shifting-value (“latency”)
and probability of occurence of a spikes per stimulus (“spike
probability”) were dependent on an ISI-parameter according to
the average adaptation functions per unit-type we determined
experimentally. For this we directly employed the double-
exponential fits of AP count and AP latency (Figure 4) per
unit type as ISI-dependent modifier functions to the starting

target value of spike per stimulus (n = 1 for phasic, n = 4 for
tonic) and onset-latency (10 ms). Please note: only spiketimes
were randomly generated, no neuronal or synaptic physiology
was simulated. The phasic and tonic simulated PSTH were then
summed and normalized for number of repetitions and number
of inputs to give instantaneous firing rate of the theoretical
target cell in Hz, again without taking any neuronal or synaptic
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physiology into account. Further, we also normalized to the
maximum value to better compare the shape of the resulting
PSTH. The maximum rate and the average rate of the last 50
ms were used to calculate onset/sustained-ratio (here, values of
1 would mean a completely flat PSTH and high values indicate
a strong emphasize of the phasic onset component). These
simulations were performed in MATLAB.

3. RESULTS

3.1. Morphological Categorization of
Chicken ICCc Neurons
In this study we recorded from a total of N = 93 neurons in
acute slices of the chicken IC. The majority of these neurons
(N = 69) were confirmed to be located in the ICCc based on
post-hoc histological analysis (Figures 1A,B). Morphological 3D-
reconstruction of dendritic structure was performed in a subset
of these identified neurons (N = 32), which allowed detailed
analysis of dendritic shapes (Figures 1C,D). First, we fitted a
minimum volume ellipsoid to both the 3D-data (N = 32) and
to z-projections of confocal stacks of non-reconstructed ICCc
neurons (N = 37) and expressed the dendritic shape as either
stellate (ratio < 2) or elongated (ratio > 2) based on the long
to short axis ratio, following Niederleitner and Luksch (2012).
The mean shape ratio of ICCc neurons was 1.8 ± 0.7 (N =

69). Overall, we found 67% of ICCc neurons to be of stellate
morphology (46/69 neurons) and 33% (23/69 neurons) to be of
elongated morphology. In the subset of neurons in which we
performed detailed morphological analysis, 63% (20/32 neurons)
were of stellate morphology. ICCc dendritic trees had on average
a total pathlength of 1520 ± 745µm (N = 32), with a mean
of 25.5 ± 16.0 branchpoints (N = 32). ICCc dendrites reached
on average a maximal distance of 172 ± 53µm (N = 32) from
the soma. Sholl-analysis (Figures 1E,F) of dendritic complexity
revealed a critical range (CR) of 47.5 ± 22.5µm (N = 32) at
which a critical value (CV) of 14.7 ± 6.7 intersects (N = 32) was
reached. ICCc dendrites had on average a mean value (MV) of
7.1 ± 3.3 intersects (N = 32).

We also analyzed biophysical properties of ICCc neurons
by performing current-clamp recordings in whole-cell
configuration. Our ICCc neurons had an average resting
membrane potential of −53.4 ± 8.5 mV (N = 69), average
membrane resistance of 302 ± 150M� (N = 69) and average
membrane capacitance of 40.5 ± 16.4pF (N = 69). The
membrane biophysics resulted in an average membrane time-
constant of 12.3 ± 7.2 ms (N = 69). Action potential threshold
current was on average 0.14 ± 0.08 nA (N = 69).

We next asked whether the neurons categorized as stellate and
elongated represented actual populations of distinct neuronal
classes. The distribution of shape ratios (Figure 1G) did not show
two completely separate maxima. However, the bimodality index
(see Equation 6) of this sample was b = 0.564. Since values of
b > 5

9 (0.555...) are usually considered as indicative of a bimodal
distribution we conclude that the distribution of shape ratios
agreed better with a mixture of two morphological populations.
Additional support for this came from performing a kernel
density estimate using a rule-of-thumb bandwidth estimator

(resulting bandwidth h = 0.246), which resulted in a kernel-
density estimate for the sample of shape ratios more in line with
an underlyingmixture of gaussians than a single skewed gaussian.
Thus, we interpreted the sample of shape ratios found by our
morphological analysis to be caused by two distinct populations
of neurons as opposed to a wide continuum of shapes resulting
from a single diverse neuron class. Accordingly, we divided our
biophysical and morphological data into two groups (stellate
vs. elongated) and asked, whether the two putative classes of
neurons would have an influence on the analyzed parameters.
Surprisingly, there were no statistically significant differences in
either of the biophysical parameters we analyzed (Figure 1H).
Neither resting membrane potential (−53.2 ± 9.3 mV vs.
−51.2 ± 9 mV, p= 0.39, Figure 1H1), action potential threshold
(0.14 ± 0.07 nA vs. 0.13 ± 0.11 nA, p = 0.38, Figure 1H2),
membrane resistance (325 ± 157M� vs. 294 ± 174M�, p
= 0.2, Figure 1H3), membrane capacitance (44.8 ± 16.5pF vs.
37± 16.8pF, p= 0.18, Figure 1H4) normembrane time-constant
(13.8 ± 6.6 ms vs. 10.9 ± 7 ms, p = 0.09, Figure 1H5) were
significantly different for stellate vs. elongated cells.

However, when we compared the morphological parameters
between stellate and elongated neurons, statistically significant
differences resulted (Figure 1J). We would like to emphasize that
the morphological parameters analyzed here and the grouping
criterion (i.e., the shape ratio) were derived from independent
analyses. Stellate neurons had on average a significantly greater
total dendritic path length (1707 ± 774µm vs. 1209 ± 571µm,
p < 0.05, Figure 1J1) but reached to a shorter average maximal
distance from the soma (154 ± 39µm vs. 202 ± 60 µm,
p < 0.05, Figure 1J2). Although the difference in the average
number of branch points failed to reach statistical significance
(29 ± 18 vs. 19 ± 9, p = 0.18, Figure 1J3), the Sholl analysis
parameters critical value (17.0 ± 7.0 vs. 10.9 ± 3.6, p <

0.01, Figure 1J4) and mean value (8.6 ± 3.4 vs. 4.5 ± 1.2,
p < 0.001, Figure 1J5) were on average significantly different
between stellate and elongated neurons. The critical range, on
average, was not statistically different (51 ±23µmvs. 42 ±20µm,
p = 0.19, Figure 1J6). Taken together, stellate ICCc neurons had
significantly more complex dendritic trees that densely covered
an area closer to the soma of the neuron. The dendritic trees of
elongated neurons on the other hand reached further from the
soma of the neuron. Morphological differences likely translate
into a different function in information processing in the ICCc
for these neurons given the highly laminated organization of this
brain area.

3.2. Two Physiological Classes of Neurons
in the Chicken ICCc in vitro
Neuron classes defined by dendritic morphology did not differ
in their basic biophysical parameters. In order to investigate
whether physiological parameters beyond basic biophysics could
be used to characterize these classes of neurons in the chicken
ICCc, we analyzed the action potential firing patterns. Indeed, we
found that AP firing patterns represented a neuron classification
orthogonal to the morphological grouping (Figure 2). AP
firing pattern was classified in all N = 93 IC neurons. A
number of neurons (32%, 29/93) showed tonic firing behavior
characterized by ongoing generation of AP during stimulation
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with suprathreshold depolarizing currents (Figure 2A). From
these families of stimulus currents we generated current-voltage
curves as shown in Figure 2B. AP frequency in response
to various stimulus currents was analyzed by constructing
current-frequency curves (Figure 2C). For tonic neurons these
were characterized by higher AP frequencies (i.e., multiple AP
per stimulus) and monotonically increasing frequencies with
increasing current. Phasic neurons (Figures 2D–F), on the other
hand, occurred more frequently (68%, 63/93). These neurons
were characterized by a single (or two) AP generated only at the
onset of the stimulus, almost regardless of stimulus amplitude.
This was clearly visible in the saturating shape of the current-
frequency plot (Figure 2F).

When we compared biophysical features of ICCc neurons
based on their AP firing behavior (Figure 2G), statistically
significant differences became evident. While the resting
membrane potential was very similar (−54.1 ± 8.7 mV
vs. −51.9 ± 8.0 mV, p = 0.35, Figure 2G1), AP threshold
(0.16 ± 0.09 nA vs. 0.1 ± 0.08nA, p < 0.01, Figure 2G2)
and membrane resistance (284 ± 151M� vs. 342 ± 137M�,
p < 0.05, Figure 2G3) differed significantly between phasic
and tonic groups. Membrane capacitance did not appear to be
different (39 ± 18 pF vs. 44 ± 11pF, p = 0.1, Figure 2G4),
which was in line with the morphological analysis presented
in the next paragraph. The membrane time-constant, on the
other hand, was significantly different (11.2 ± 7.1 ms vs.
14.8 ± 6.8 ms, p < 0.05, Figure 2G5) between phasic and
tonic neurons. We thus found that phasic neurons were harder
to excite but had more rapid membrane time-constants, while
tonic neurons were easier to excite but showed slower membrane
time-constants.

Next we asked whether the AP firing behaviors
corresponded to the morphological classification. When we
compared the average dendritic shape ratio (1.9 ± 0.75
vs. 1.8 ± 0.58, p = 0.9, Figure 2G6) between phasic
and tonic neurons, no statistical differences were evident.
In fact, when we performed Pearson’s chi-square test
we found that the parameters of shape and of AP firing
pattern were statistically independent from each other
(χ2 = 0.364, degrees-of-freedom = 1, p = 0.546).
Further, none of the simple or derived morphological
parameters (Figures 2H1–6) from the 3D reconstruction of
neurons appeared statistically different between phasic and
tonic neurons.

We concluded therefore, that the AP firing behavior
of the neurons did not predict the dendritic shape or
complexity. In other words, both physiological AP firing
modes appeared in comparable statistical frequencies in the
groups of morphologically defined stellate and elongated chicken
ICCc neurons.

3.3. Interval-Dependent Dynamics of
Intrinsic Neuronal Excitability in the
Chicken ICCc in vitro
With our biophysical characterization we established that phasic
and tonic neurons differed in their excitability. However, we

believed that intermittent, repeated activity (possibly at intervals
in the range of milliseconds) was the more physiologically
relevant stimulus regime for an auditory brainstem neuron.
We therefore analyzed the interval-dependency of intrinsic
neuronal excitability with double-stimulation in current-clamp
mode (Figure 3).

We show here two typical example neurons from our
measurement of intrinsic adaptation of excitability for tonic
(Figures 3A,B,E) and phasic (Figures 3C,D,F) ICCc neurons in
acute slices. In the following we will refer to the AP in response
to the first or second stimulus as AP1 or AP2, respectively,
regardless of AP firing behavior. When we stimulated ICCc
neurons with pairs of depolarizing currents at short intervals
below 20 ms, phasic neurons often failed to generate AP2
(Figure 3C). Tonic neurons always generated AP2, regardless of
the inter-stimulus interval, but the number of generated AP2
per stimulus was reduced (Figure 3A). AP2 numbers returned
to normal at long stimulus intervals (Figures 3A,C). However,
the latency and shape of the AP2 often still differed for very
long ISI (Figures 3B,D). We quantified adaptation for a range
of stimulus intervals and repetitions. We not only analyzed AP
probability/count but also the latency of the generated AP and
kinetic parameters (amplitude, maximum up- and downslopes,
AP duration) for every AP. The reason for analyzing AP kinetic
parameters was to observe subthreshold adaptative phenomena.
By this we mean subtle effects on ion channels directly or
indirectly involved in AP generation, which do not overtly
change the total number of AP generated but nevertheless might
substantially affect the temporal precision and/or time-course
of the AP and thus information processing in the ICCc. We
expressed the parameters as the ratio of parameters for AP2
divided by AP1, to highlight the change caused by adaptation.
We plotted the obtained ratio as the average of 10 repetitions
vs. inter-stimulus interval (ISI) for the tonic (Figures 3E1–6) and
phasic (Figures 3F1–6) neurons to obtain adaptation functions
for the various parameters. Here the maximal/minimal value is
a measure for the severity of adaptative processes. By fitting a
double-exponential function to the adaptation functions (green
lines in Figures 3E,F) we calculated a weighted time-constant
of adaptation for these parameters (as in Equation 3) to also
quantify the dynamics of adaptation.

Adaptation of AP number was more severe for the phasic
example neuron (Figure 3F1) compared to the tonic example
neuron (Figure 3E1), but recovered with a faster weighted time-
constant (17.3 ms, r2 = 0.89 vs. 98.1 ms, r2 = 0.85). The
amplitude of AP2 shows almost no adaptation with a ratio of
0.96 for the phasic neuron (Figure 3F2), while the AP2 amplitude
of the tonic example neurons was marginally more adapted
(ratio 0.86). In both cases the unrestrained double-exponential
fit described the adaptation function of AP amplitude well (r2 =

0.99 vs r2 = 0.98), but resulted in very long weighted time-
constants of recovery (2.1s vs. 6.2s). Adaptation of AP2 latency
showed comparable severity for the phasic (Figure 3F3) and
tonic (Figure 3E3) neuron, but again recovered faster for the
phasic neuron (15.7 ms, r2 = 0.99 vs. 989 ms, r2 = 0.83). In line
with the lack of adaptation of AP amplitude, the phasic example
neuron also showed relatively little change of AP2 duration
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FIGURE 3 | Stimulus-interval dependent adaptation of action potential firing in ICCc neurons. (A) Example recording showing adaptation of action potential

generation in a tonic/sustained neuron for 20 ms (left) and 200 ms (right) inter-stimulus interval. A single repetition is depicted. Upper trace: membrane potential.

Lower trace: graphical depiction of stimulus current. (B) Recordings for all ISI tested for the neuron in (A), 10 repetitions each are shown. For clarity only membrane

potential traces during the 100 ms stimulus presentation are shown, omitting the interval between the stimuli. (C,D) Single example recordings (C) and 10 repetitions

of all ISI tested (D) for a typical phasic/onset neuron, presentation as in (A,B). Note that this neuron does not fire AP for ISI 6 5 ms. (E1–6) Adaptation functions for

the same tonic/sustained neuron as in (A,B) for the ISI-dependent ratio of (E1) AP count during 100 ms stimulation, (E2) amplitude of the first AP during each

stimulation, (E3) latency of the first AP with respect to each stimulus onset, (E4) duration of the first AP during each stimulation, (E5) maximal rising slope of the first

AP during each stimulation and (E6) maximal falling slope of the first AP during each stimulation. White circles/black line shows mean ± SEM of the ratio for each ISI,

green line depicts best double-exponential fit. (F1–6) Adaptation functions for the same phasic/onset neuron as in (C,D). Presentation as in (E).

(1.07), up- (0.84) or downslope (0.87; Figures 3F4–6). These
mild adaptive effects recovered with very slow weighted time-
constants for the phasic cell (0.2s, 3.2s and 4.6s). The tonic cells
showed robust adaptation of AP2 duration (1.54, tauw = 31 ms,
Figure 3E4), maximal upslope (0.47, tauw = 40 ms, Figure 3E5)
and maximal downslope (0.58, tauw = 38 ms, Figure 3E6).

Adaptation differed between phasic and tonic neurons with
regard to severity and dynamics of recovery. In order to
analyze this, we averaged all adaptation functions from tonic

neurons (Figure 4A) and phasic neurons (Figure 4B) and, again,
fitted double-exponential functions to the resulting group-
adaptation functions. For the adaptation of the number of AP2
(Figures 4A1,B1), group data confirms that phasic neurons adapt
more severely but recover faster from adaptation (tauw = 10.8
ms, r2 = 0.99). AP2 numbers of tonic neurons adapt less severely
but recover markedly slower from adaptation (tauw = 62.7 ms,
r2 = 0.99). The individual weighted time-constants of adaptation
of AP count (Figure 4C1) were on average significantly smaller
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FIGURE 4 | Phasic and tonic ICCc neurons differ in their stimulus-interval dependent adaptation of action potential firing. Dendritic morphology type does not predict

adaptation behavior. (A1–6) Averaged adaptation function for all (n = 13) tonic/sustained neurons. Presentation as in Figure 3E. (B1–6) Averaged adaptation function

for all (n = 30) phasic/onset neurons. Presentation as in Figure 3E. (C1–6) Weighted exponential time-constant of the exponential fits (gray dots) of the individual

adaptation functions for all phasic (n = 30; red marker) and tonic (n = 13, black marker) neurons. Bold markers and whiskers depict mean ± SEM. Phasic neurons

have significantly more rapid adaptation of AP count, first AP amplitude and first AP latency. (D1–6) Weighted exponential time-constant of the exponential fits (gray

dots) of the individual adaptation functions for all elongated (n = 10; red marker) and stellate (n = 32, black marker) neurons. Bold markers and whiskers depict mean

± SEM. No significant differences for any parameter was seen between the morphological groups.

for phasic neurons vs. tonic neurons (14 ms vs. 3.7s; U-
test p < 0.05). Group recovery functions of AP2 amplitude
(Figures 4A2,B2) were very similar for phasic vs. tonic neurons
(13.3 ms, r2 = 0.95 vs. 12.1 ms, r2 = 0.98), while the
individual weighted time-constants of the recovery functions
(Figure 4C2) were significantly different (21 ms vs. 2.1s; U-test
p < 0.05). For the AP2 latency (Figures 4A3,B3) the group
adaptation functions (17.9 ms, r2 = 0.97 vs. 62.5 ms, r2 = 0.99)
as well as the individual weighted time-constants (16.5 ms vs.

0.81s; U-test p < 0.05; Figure 4C3) were different. For the
kinetic parameters of AP2 no differences between phasic and
tonic neurons were evident from neither the group adaptation
functions (Figures 4A4–6,B4–6), nor the average individual
weighted time-constants (Figures 4C4–6).

Neither the group adaptation functions (data not shown),
nor the averaged individual weighted time-constants of recovery
from adaptation (Figures 4D1–6) showed any significant
differences for stellate vs. elongated ICCc neurons. This further
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corroborated our finding (see section 3.1) that the morphological
classification did not predict physiological characteristics in
chicken ICCc neurons but rather represented an orthogonal
categorization of neurons.

Taken together we concluded that the interval-dependent
adaptation of the number and latency of AP2 was significantly
different between phasic and tonic firing ICCc neurons.
A much more pronounced slow-exponential component
(which was evident from the group adaptation functions
and the consecutively slower weighted time-constant of
recovery) contributed to adaptation in tonic neurons. This slow
component appeared, on average, to be mostly absent in phasic
firing neurons.

3.4. Properties of Ascending Synaptic
Connections to Neurons in the Chicken
ICCc in vitro
Next we wanted to study the properties of ascending connections
into the chicken ICCc for two reasons. First, in order to
understand the underlying cellular mechanisms that govern
adaptive behavior in avian ICCc that was observed in vivo, it is
vital to understand the properties and dynamics of the synaptic
input to the cells under consideration. Synaptic dynamics might
in fact be a major contributor to adaptation. The avian ICCc
neurons are an ideal testbed for this idea, as these neurons
should receive rather uniform, narrow-bandwidth ascending
inputs from the auditory brainstem via lateral lemniscus fibers
(Puelles et al., 1994; Wang and Karten, 2010). In addition to this,
very little quantitative data on synaptic properties in the avian IC
has been published before.

Upon brief electrical shocks delivered to the ascending lateral
lemniscus fibers (Figure 5A), excitatory postsynaptic potentials
(EPSP) could be recorded in ICCc neurons (Figure 5B) that
gradually increased in amplitude with increasing stimulation
voltage due to recruiting of fibers and eventually elicited AP
in the postsynaptic cells (Figure 5B). EPSP in ICCc neurons
could be reliably evoked at 34.5 ± 23.3V (N = 11)
stimulation strength. However, this apparent threshold was
likely mostly determined by electrode placement and slice
condition and thus does not really carry much biological
meaning.We nevertheless determined the threshold for every cell
and performed pharmacological experiments at 200% threshold
level. The just suprathreshold EPSP had an average amplitude
of 5.9 ± 2.4 mV (N = 8). Notably, we never observed
evoked hyperpolarizing synaptic responses one would expect
for inhibitory postsynaptic responses (IPSP) at any stimulation
level, although spontaneous IPSP were occasionally observed
(not shown). To confirm the pure excitatory nature of the
ascending lemniscal inputs we applied blockers of glutamatergic
synaptic transmission to the bath solution in a first set of
experiments. Upon wash-in of 100 µM DNQX a noticable
reduction of EPSP amplitudes compared to control conditions at
identical stimulation voltage occurred (Figure 5C). The DNQX-
sensitive part of the synaptic events accounted on average for
39 ± 12% (N = 7; median: 46.1%) of the EPSP amplitude.
Wash-in of 100µM DNQX + 50 µM AP5 further reduced the

EPSP amplitude (Figure 5C). Thus, the AP5-sensitive part of the
synaptic events accounted on average for another 26% ± 13%
(N = 7; median: 5.1%) of the EPSP amplitude. In most cells a
substantial residual EPSP remained that could not be blocked by
both DNQX and AP5. This residual component accounted on
average for 36% ± 10% (N = 7; median: 21.8%) of the EPSP
amplitude. A statistical comparison of these data (Kruskal-Wallis
test, χ2 = 1.68, df = 20, p = 0.43) did not reveal any significant
differences between the pharmacological groups. The identity of
the residual EPSP could not be confirmed in our experiments.
Neither a cholinergic blocker (50 µM d-tubocurarin, N = 3) nor
a mix of glycinergic and gabaergic blockers (1 µM strychnine
+ 10 µM gabazine + 2 µM CGP-55845, N = 2) reduced the
amplitudes of lemniscally evoked EPSP in ICCc neurons (data
from these experiments not shown). We nevertheless concluded
that overall a substantial proportion of the synaptic event elicited
by ascending lemniscal fibers in chicken ICCc neurons was
mediated by DNQX-sensitive, and thus AMPA- or Kainate-type,
glutamatergic receptors.

In a different set of experiments we recorded postsynaptic
inward currents from ICCc neurons in voltage-clamp mode (VH

= 60 mV) upon electrical stimulation of ascending lemniscal
fibers (Figures 5E,F). To rule out direct stimulation we showed
that the occurrence of these inward currents depended on the
presence of calcium ions in the bath solution (Figure 5E). Further
indication for synaptic vs. direct origin of these inward currents
was provided by the common occurence of short-term plasticity:
note the reduction of the inward current amplitude in Figure 5E

upon the second pulse (red arrows). We will return to short-term
plasticity in section 3.5. We initially analyzed the static properties
of lemniscally evoked synaptic inward currents in N = 22 ICCc
neurons (Figure 5F) at room temperature and 200% threshold
level. The inward currents were rapidly-rising (mean 10%-90%
risetime of 4.4 ± 0.8 ms, N = 22) and quite strong (mean
amplitude 410 ± 133pA, N = 22). They showed a rapid decay
best described by a double-exponential function (mean weighted
decay time-constant of 16.1 ± 2.2 ms, N= 22).

Taken together we report here for the first time on
ascending lemniscal synaptic connections in the chicken ICCc.
These lemniscal axons elicited fast and strong inward currents
via mostly AMPA-glutamatergic receptors. The kinetics and
amplitude of these lemniscal synaptic events were in line with the
function of the ICCc in temporal coding and sound-localization.

3.5. Synaptic Dynamics in the Chicken
ICCc in vitro Are Dominated by Short-Term
Depression
After having established the static or resting properties of the
ascending excitatory connections to ICCc neurons we wanted
to explore their dynamics upon repeated stimulation at short
intervals. As detailed above synaptic short-term plasticity may
be considered a major contributor to adaptive processes in many
neuronal system. To our knowledge, nothing is known yet about
short-term synaptic plasticity in the chicken ICCc. In order to
get a first estimate of short-term synaptic dynamics we recorded
in whole-cell voltage clamp mode from N = 22 ICCc neurons
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FIGURE 5 | Ascending inputs elicit mixed glutamatergic synaptic events in

ICCc neurons. (A) IR-DIC image showing the cytochemically defined outlines

of the IC subdivisions in acute chicken brain slices as well es placement of

patch-electrode (from left) and bipolar stimulation electrode (from right side).

OT, optic tectum; lraq, lateral recess of the aqueduct; ttg, tectotegmental tract;

ll, lateral lemniscus; DLL, dorsal nucleus of the lateral lemniscus; R, rostral; D,

dorsal. (B) Example recording traces of EPSP in current clamp mode using

perithreshold fiber-stimulation. Red arrows depict stimulation artifact.

(C) Example of pharmacological identification of glutamatergic receptors

underlying the EPSP generation. Black line: control EPSP stimulation, red line:

wash-in of the blocker DNQX reveals high contribution of AMPA-type

glutamate receptors in this neuron, green line: wash-in of the blockers DNQX +

APV reveals contribution of NMDA-type glutamate receptors to the EPSP.

Note strongly different kinetics of residual EPSP (green line). (D) Fraction of

NMDA- (green square) and DNQX-sensitive (red diamond) EPSP amplitude

and fraction of residual EPSP amplitude (yellow triangle) for n = 7 neurons

(gray squares show all data). Bold markers and whiskers depict mean ± SEM.

(E) Example recording of membrane currents elicited with double lemniscal

fiber-stimulation. Red arrows mark stimulation events. Note the paired-pulse

depression of the second EPSC and the complete, recoverable abolishment of

the membrane currents in calcium-free conditions. (F) Analysis of ICCc EPSC

amplitude (green lines and text), 10-90% risetime (yellow) and

double-exponential decay (red) elicited with single lemniscal fiber stimulation.

Group data for n = 22 neurons given as mean ± SEM.

FIGURE 6 | Short-term synaptic dynamics of ascending inputs into ICCc are

dominated by short-term depression. (A,B) Example paired-pulse EPSC

recordings for two different inter-pulse intervals in a depressing neuron (A) and

a facilitating neuron (B). (C) All paired-pulse recordings for the neuron in (A)

(upper inset, red dots depict EPSC2 peak amplitudes, white dot depicts

EPSC1 peak amplitude) and group averaged recovery from paired-pulse

depression for all (n = 11) depressing neurons. Bold line, markers, and

whiskers: mean ± SEM, gray dots: individual data (D) All paired-pulse

recordings for the neuron in (B) (upper inset) and group averaged recovery

from paired-pulse facilitation for all (n = 5) facilitating neurons. Presentation as

in (C). (E) Group averaged recovery from paired-pulse plasticity functions for

all neurons (n = 22, orange line) and replotted for facilitating neurons (n = 5,

green) and depressing neurons (n = 11, black), fitted with double (facilitation

and depression) or triple (all) exponential functions to quantify the time course

of short-term plasticity (thick lines).

and employed a paired-pulse stimulus paradigm (Figure 6).
We found that the majority of ICCc neurons (50%, 11/22)
showed interval-dependent short-term depression (Figure 6A).
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Surprisingly, other ICCc neurons (23%, 5/22) showed interval-
dependent short-term facilitation (Figure 6B) and a number
of ICCc neurons (27%, 6/22) showed some a mixture of both
depression and facilitation and/or could not be clearly classified
as either (not shown). By plotting the normalized average EPSC
amplitudes vs. the paired-pulse interval we obtained functions of
recovery from short-term plasticity for ICCc neurons. This was
illustrated for a neuron with short-term depression in Figure 6C,
upper plot. We average all paired-pulse recovery functions for
depressing cells (Figure 6C, lower plot). The same analysis
was performed for facilitating ICCc neurons (Figure 6D), the
unclear/unclassified neurons (not shown) and all neurons (not
shown). We then fitted double-exponential functions to the
averaged recovery functions of depressing or facilitating ICCc
(Figure 6E) and obtained a weighted time-constant of recovery.
The depressing ICCc neurons on average recovered from short-
term plasticity with τw = 76ms (r2 = 0.87). Facilitating ICCc
neurons recovered slower (τw = 338ms, r2 = 0.71). For
the average of all ICCc neurons a tri-exponential fit (double-
exponential depression + single-exponential facilitation) was
sufficient to fit the data (r2 = 0.75, τfast−depr. = 14.8 ms,
τslow−depr. = 170 ms, τfacil. = 194 ms).

Did the categories of short-term plasticity correspond with the
physiological groups determined before? We have data on AP
firing pattern for all N = 22 neurons analyzed in this section.
When depressing synaptic inputs were observed, 63% (7/11) of
neurons showed tonic AP firing behavior. When one of the other
short-term plasticity categories (facilitating and unclear) were
observed, only 37% (4/11) of the neurons showed tonic firing
behavior. Whether this indicates a predominance of short-term
depression in tonic firing neurons is unclear however, because
the frequency of tonic neurons is unusually high (50%, 11/22) in
the subset of neurons used for analysis of short-term plasticity.

Keeping the quantitative limitations of our dataset in mind
we took the observed numbers of the categories and the severity
of short-term plasticity into account and concluded for the
population of ICCc neurons that the ascending lemniscal fibers
on average showed moderate short-term depression at short
intervals below 20 ms and weak facilitation for medium intervals
(20 ms to 200 ms), before returning to baseline state at intervals
of around 500 ms.

3.6. Adaptation Changes the
Representation of Stimulus Onset in
Chicken ICCc Neurons
We described firing pattern specific intrinsic adaptation for ICCc
neurons in acute chicken brain slices (see section 3.3). We
next wanted to estimate the impact this finding would have on
information processing in ICCc neurons in vivo. For this, we
established a simple first-order numerical simulation that uses
the following assumptions based on our in-vitro findings:

(1) A hypothetical target neuron of ICCc output (most likely
in the shell of the central nucleus of the inferior colliculus) was
contacted by a high number of ICCc neurons, with the phasic
and tonic neurons distributed according to the frequency of
occurrence in our dataset (we chose: 70% phasic, 30% tonic).

(2) At rest (no adaptation) each theoretical ICCc output
neuron produced a similar maximal number of AP as the in-vitro
neurons during 100ms current stimulation, which we chose to be
one AP for phasic and four AP for tonic neurons (cf. Figure 2).
In the adapted state the spike probability was reduced according
to the adaptation functions of AP count (Figures 4A1,B1).

(3) Onset latency of responses to a given ongoing sound
stimulus at rest were identical for the classes of neurons we found
in-vitro (we chose 10 ms). In the adapted state, onset latency
was prolonged according to the adaptation functions of the AP
latency for each neuron class (Figures 4A3,B3).

(4) The in-vitro firing patterns were translated into a specific
probability distribution of spike occurrence relative to stimulus
onset, so that phasic neurons had a steep gaussian distribution
of spiketimes around the onset of the stimulus (plus latency) and
the tonic neurons had a very shallow (almost uniform) gaussian
distribution aligned with the total duration of the stimulus that
was cut off both at the onset (plus latency) and offset of the
stimulus. No neuronal or synaptic physiology was simulated,
only the numbers and times of AP occurrence was generated
according to the premises outlined above. We admit that this
represents a substantial simplification and that the resulting
distribution of spiketimes represented only a very rough first-
order approximation of onset and sustained response patterns
described in vivo.

In addition to these simplified assumptions, the first order
numerical model also ignored synaptic dynamics.

An schematic overview of the numerical simulation is shown
in Figure 7A for the unadapted and in Figure 7B for an adapted
state. Note that the AP probability is smaller in the adapted state
and the latency of the generated AP is increased. The reduction
of the AP probability for phasic or tonic neurons and the amount
of latency increase was looked-up in the population adaptation
curves in Figures 4A1,A3,B1,B3.

We randomly generated 100,000 ICCc responses to a sound
stimulus presented 500 ms after the (unsimulated) first stimulus
presentation and plotted a histogram of spiketimes relative to
the simulated stimulus onset (ICCc output PSTH; Figure 7C,
dark red line). The number of generated responses could be
readily interpreted as resulting from 1000 repetitions of 100 ms
stimulus presentation and the observation of a target neuron
that received a total of 100 ICCc inputs, 70 phasic firing and 30
tonic firing. The resulting PSTH at 500 ms ISI showed a very
pronounced peak of spike rate at 10 ms re the stimulus onset,
because at very long ISI the temporally much more confined
activity of the phasic neurons strongly dominated the simulated
ICCc output. Indeed, simulated instantaneous spike rate at the
onset peak was about 25x larger than the average sustained rate
during the last half of the stimulus. With reduction of ISI the
following trends were observed: the instantaneous rate of the
onset peak was gradually reduced from 77.9 APs-1 at 500 ms
ISI to 7.4 APs-1 at 1 ms ISI, the maximum response was shifted
to longer latencies from 10 ms at 500 ms ISI to 18.5 ms at 1
ms ISI and the onset peak became increasingly broader. At very
short intervals below 10 ms the onset-like characteristic of the
PSTH was changed to a phasic-tonic or, at maximal adaptation,
almost sustained-like response (see Figure 7C). By normalizing
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FIGURE 7 | A numerical model predicts that intrinsic adaptation alters the temporal characteristics of ICCc output. (A,B) A schematic drawing illustrating the principle

of the numerical simulation. Random spiketimes are generated for a large number (Np, Nt) of phasic (A,left) and tonic (A,right) neurons, shown as black traces (vertical

bars depict occurence of simulated action potentials). The peristimulus time histogram of the unit types is shown below the example traces and illustrate the random

distributions from which the spiketimes are drawn. All spiketimes of all units (Np + Nt) are combined to generate a peristimulus time histogram. In the adapted state

(B), the spike probability is lower and the onset latency is larger (cf. Figure 4). Green bars / histograms depict the simulated adapted response, black histograms as in

A for comparison. Please note that neither cellular nor synaptic mechanisms are simulated. (C) Simulated ICCc output as received by a hypothetical ICCsh neuron.

Averaged PSTH of the second response for different ISI (from black, 500 ms to blue, 1 ms). Note the strong reduction of the onset peak and the shift of the latency of

maximal response. (D) Simulated ICCc output as in (C) shown as averaged PSTH of the second response for different ISI. Note the drastic increase of the relative

amount of AP generated during the ongoing part of the stimulus. Presentation as in (C). (E) Quantification of the ratio between maximal AP rate in the onset-peak and

the average ongoing AP rate for different ISI.

the PSTH for every ISI condition we tried to better visualize
(Figure 7D) the temporal shift and broadening of the onset peak.
In this figure the shape of PSTH at the minimal ISI of 1 ms (light
blue) appeared peculiar. However, the shape may be explained
by the residual activity of almost fully adapted phasic neurons at
the onset and the broad, shallow distribution of spikes resulting
from the minority of tonic neurons. We also quantified the ratio
of sustained rate of the PSTH to the maximal rate at the onset
of the PSTH and plotted this against ISI (Figure 7E). The ratio

changed from 24.9 at 500 ms ISI to 2.4 at 1 ms ISI. We interpret
this plot as the spike rate adaptation of the hypothetical ICCsh
neuron that was caused by the intrinsic adaptation “upstream”
in the ICCc neurons. It showed that with shorter ISI the onset
feature of a stimulus segment was less represented and the
representation of the ongoing features of the sound stimulus was
relatively muchmore dominant in the ICCc output.We therefore
conclude from our numerical simulation that intrinsic adaptation
has the potential to change and shape the relative representation
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of different features of a perceived sound stimulus in the
avian ICCc.

4. DISCUSSION

In this study we showed intrinsic biophysical and synaptic
dynamics of neurons in the chicken ICCc that shape adaptation
to repeated stimulus presentation at this level of the auditory
pathway. We found with whole-cell recordings in acute brain
slices that two classes of neurons could be distinguished in
the chicken ICCc based on action potential firing pattern:
phasic/onset and tonic/sustained firing neurons. We measured
intrinsic adaptation of excitability by analyzing the number and
kinetics of action potentials upon repeated stimulation and found
tonic neurons to have weaker but more prolonged adaptation
whereas phasic neurons showed stronger adaptation but also
faster recovery from adaptation.We also characterized ascending
glutamatergic synaptic inputs into the chicken ICCc for the first
time and demonstrated that a majority of synaptic connections
showed a form of short term synaptic depression. Together,
intrinsic and synaptic dynamics thus must shape the action
potential output of chicken ICCc neurons in a celltype specific
manner. In a phenomenological model of ICCc population
activity we found that the temporal characteristics of ICCc
population output were shifted from strongly responding to
the onset of stimulations at long inter-stimulation intervals to
emphasizing the encoding of ongoing sections of the stimulus
in situations of low inter-stimulation intervals or for sustained
inputs. These results show that adaptive processes in the IC can
be understood by study of the underlying physiological processes
that contribute to the dynamics of excitation on the level of
individual neurons.

The connectivity and functional physiology of the avian
IC was best described in the barn owl, an auditory specialist
for hunting in low light conditions using sound localization
(Singheiser et al., 2012b). Accordingly, the brain areas used for
sound localization circuitry are enlarged in the barn owl brain
(Gutiérrez-Ibáñez et al., 2011) and tuning of the neurons to
binaural parameters is very distinct and almost stereotypically
precise. This is not necessarily the case in the chicken, an auditory
generalist. Histologically, the overall structure and subdivisions
of the IC are nevertheless also present in the chicken (Puelles
et al., 1994; Niederleitner and Luksch, 2012). Thus, we presume
that the pathway described in the owl (Singheiser et al., 2012b)
from the brainstem to the ICCc, on to the shell of the ICC and
subsequently to space-specific neurons in the external nucleus of
the IC is also present in the chicken. However, tracing studies
showed that ascending binaural inputs from the ITD-coding
nucleus laminaris neurons only formed a small subset of inputs
in to the chicken IC (Wang and Karten, 2010), a substantial
part of the histochemically defined ICCc received inputs from
other parts of the cochlear nucleus complex. In accordance
with this, a recent physiological study in anesthetized chicken
found the same physiological response types known from the
barn owl IC, albeit embedded in a greater variety of response
types and unit classes (Aralla et al., 2018). The same study

suggested that in principle the grid-like organization of tuning
to physical parameters (i.e., ITD and frequency) as described
in the barn owl (Wagner et al., 2002; Bremen et al., 2007) can
be found in the chicken, in a somewhat more diffuse form.
Thus, we cannot rule out that some of the diversity of intrinsic
and especially synaptic dynamics we observed between unit
types in our data can be explained by neurons belonging to
completely different ascending streams of information, i.e., the
narrow-band ITD coding pathway vs. the frequency and intensity
encoding portion of the auditory pathway (Wang and Karten,
2010). It was reported from the mammalian IC that neurons
belonging to the non-lemnicscal pathway usually show a greater
diversity of adaptive phenomena (Nelken, 2014). Based on our
reconstructions we located all neurons included in this study in
the ICCc, which we defined immunocytochemically following the
work of Puelles et al. (1994) andNiederleitner and Luksch (2012).
Lacking conclusive histological evidence we cannot say whether
this immunocytochemically defined ICC-subdivision is identical
to the area of the ICC receiving ITD-sensitive inputs, as shown by
Wang and Karten (2010). We conclude that it appears likely that
in the chicken a greater variety of physiological and functional
properties can be explained by a greater proportion of the non-
ITD coding components of the ascending auditory connections,
even in the area identified as the core of the ICC.

In our current study we described physiologically defined
groups of neurons in the ICCc of the chicken with regards
to action potential firing pattern, biophysical properties of the
membrane as well as strength and dynamics of the intrinsic
and synaptic adaptation. From our data and other studies it
becomes apparent that neurons in the IC do indeed form
distinct functional categories best described by a combination
of parameters (Ito and Oliver, 2012). For example, we describe
phasic firing neurons that not only showed biophysical properties
tuned toward temporal precision but also recovered faster
from adaptation then other ICCc neurons. One is tempted to
speculate that the phasic/onset neurons play a functional role
in the ITD-coding narrow-band part of the IC circuitry and
are specialized to encode differences in onsets or transients
of sounds with high precision. However, our results showed
no clear correlation between morphology and physiology or
function of the IC neurons. By analyzing the 3D structure
of the dendritic trees in detail we could indeed confirm
earlier reports from the chicken IC that stellate and elongated
neurons represent distinct morphological groups (Niederleitner
and Luksch, 2012), possibly related to the laminar functional
organization of the ICC (Schreiner and Langner, 1997; Wagner
et al., 2002; Malmierca et al., 2008). Interestingly, there is not a
single physiological parameter that on average differed between
these morphologically defined groups. This is in line with reports
from the mammalian IC (Peruzzi et al., 2000). Although a
greater diversity of physiologically defined neuron groups were
found in the mammalian IC (Peruzzi et al., 2000), possibly
due to the postnatal development stage usually used in these
experiments, no correlations between form and physiology were
apparent in the mammalian IC either. In fact, the understanding
of IC circuitry is hampered by the lack of functionally defined
neuron types. Only very recently have studies, employing genetic
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and optogenetic approaches, begun to identify and characterize
molecularly defined classes of IC neurons in mice (Goyer et al.,
2019). We hope that these studies will finally be able to bridge the
gap between in-vitro studies and in-vivo physiology in the IC and
contribute much to resolving the functional circuitry of the IC in
both mammals and other vertebrates.

To our knowledge we are the first to characterize ascending
synaptic connections into the ICCc of birds. Similar to ascending
inputs into the mammalian ICC (Ma et al., 2002; Wu et al.,
2002, 2004; Sivaramakrishnan and Oliver, 2006) we describe
glutamatergic connections that are mediated to a large degree
by both AMPA- and NMDA-type glutamate receptors. This
is also in line with the few studies that analyzed synaptic
connections between the shell of the ICC and the external
nucleus in birds (Penzo and Peña, 2009, 2011). These studies
also suggested a combined AMPA- and NMDA-mediated
glutamatergic transmission. The postsynaptic currents elicited
by lemniscal fiber-stimulation have a much smaller amplitude
and much slower kinetics than postsynaptic currents measured
in the brainstem nuclei of the auditory pathway (Brenowitz and
Trussell, 2001; Goyer et al., 2015), in line with the lesser degree
of physiological and morphological specialization. However,
compared to reports from the mammalian IC, the ICCc EPSC
have similar rise and decay kinetics (Ma et al., 2002; Wu et al.,
2002, 2004; Sivaramakrishnan and Oliver, 2006). Furthermore,
the EPSC in the ICCc are larger than EPSC recorded in the
external nucleus of the IC in the chicken (Penzo and Peña,
2009). We also analyzed short-term plasticity for ascending
synaptic connections in the ICCc. The majority of synapses in
our dataset showed a form of short-term depression. Compared
to synapses in the lower auditory pathway (Cook et al., 2003;
Oline and Burger, 2014; Goyer et al., 2015) the short-term
depression is not very severe which is surprising given the
embryonic recording age of our dataset. We conclude that
ascending synaptic connections in the ICCc show a certain
resistance against short-term depression. Unfortunately, there is
little data on short-term plasticity in the IC to compare our results
with. Similar to our findings one study reports the occurrence
of both short-term depression (caused mostly by the AMPA
component) and facilitation (due to the NMDA component) in
glutamatergic synapses in the rat IC (Wu et al., 2004). The relative
differences in the abundance of AMPA vs. NMDA channels in
ICCc neurons would thus provide an elegant explanation of the
diversity of short-term dynamics we found. For technical reasons
we however did not systematically check the AMPA vs. NMDA
ratio in the neurons for which we quantified short-term plasticity.
At the ICCsh to ICX synapse at least two types of long term
plasticity have been described (Penzo and Peña, 2009, 2011), but
short-term plasticity was not analyzed. Overall we conclude that
our dataset is a valuable first approach to describing the synaptic
dynamics in the IC, but more studies need to be performed before
a definitive answer about the role of synaptic dynamics in sound
encoding in the IC can be given.

We sought to better understand adaptive phenomena
described in studies performed in anesthetized animals by
analyzing intrinsic and synaptic dynamics of the ICCc neurons.
But do our results agree with the in-vivo studies? First, one has

to keep in mind that by studying the processes that contribute
to adaptation in isolation, a considerable amount of complexity
might be missed. This complexity might arise from dynamic
interactions between various processes, which is not possible in
the in-vitro system employing simple current stimuli. Second,
in vivo neurons receive a high number of synaptic contacts as
inputs, which might fundamentally follow different physiological
rules than we observe with current stimuli in vitro. Nevertheless,
we think that we can compare the adaptation of action potential
count and first AP latency to physiological data in vivo, albeit
with some caution. Furthermore, our recordings were performed
at room temperature. Usually a factor of 3 can be assumed for
every 10◦C difference (Hille, 2001). This means that the single-
exponential or fast double-exponential time-constants of the
intrinsic parameters we documented (≤ 20 ms) could almost
match the very fast components of adaptation (1.5 ms) that were
sometimes reported in vivo (Singheiser et al., 2012a). Due to
the rapid time-constant this type of adaptation of excitability
is most likely related to the relative refractory period (Kuenzel
et al., 2011; Yang and Xu-Friedman, 2015) and thus mediated
by sodium channel inactivation and lingering potassium channel
activation. The shape of the responses, especially for the phasic
firing neurons, and the responses at the shortest ISIs could also
be shaped by low-voltage activated potassium channels of the Kv1
family, which are expressed in the auditory pathway (Trussell,
1997). This could also explain themore severe adaptation at short
intervals present in phasic firing ICCc neurons in our study.
The majority of in-vivo studies in the IC report time-constants
of adaptation in the range of tens of milliseconds or longer
(Gutfreund and Knudsen, 2006; Singheiser et al., 2012a; Ferger
et al., 2018). We conclude that only the synaptic short-term
depression we demonstrated and the slower double-exponential
changes of excitability can thus fully explain in-vivo adaptation
phenomena. In the bouton-like glutamatergic synapses of the IC
short-term depression is most likely mediated by vesicle pool
depletion (Friauf et al., 2015). The slow changes of intrinsic
excitability on the other hand could be mediated by calcium-
activated potassium channels such as the BK or SK channels that
cause repolarization and slow afterhyperpolarization. Indeed,
calcium-activated potassium currents (KCa) have been reported
to occur differentially in physiologically defined neuron types
in the mouse IC (Sivaramakrishnan and Oliver, 2001). These
authors find that onset type neurons lack KCa while many
sustained firing neurons show various types of KCa currents. This
would provide an explanation for smaller contribution of slow
adaptation components in the chicken ICCc phasic neurons, but
KCa was not investigated specifically in our study.

In this study embryonic brains were examined. Although
the structures projecting to the ICCc in the auditory brainstem
are quite mature already before hatching (Gao and Lu, 2008),
further maturation of ICCc physiology and circuitry is likely
to be expected. Chickens can indeed hear airborne sounds as
early as P17 (Jones et al., 2006) and show sensory functionality
immediately after hatching (only one or two days after the
time period examined in our study). In mammals, the inferior
colliculus is known to develop toward mature-like functions for
several days after the onset of hearing (Shnerson and Willott,
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1979). Also, the physiology of ascending synaptic inputs still
changes in the first one or 2 weeks after hearing onset (Kitagawa
and Sakaba, 2019). Very little information is unfortunately
available about maturation of IC physiology in the chicken. We
conclude that the chicken ICCc is functional but not yet fully
matured at the embryonic ages we examined.We thus caution the
reader that the absolute values of time-constants of adaptation we
describe probably will differ between the late embryonic and the
mature state.

With the help of a phenomenological model we predicted
drastic changes of the shape of the response to sound stimuli in
subsequent neurons of the IC (i.e., the shell of the ICC), caused
by the differential adaptation in ICCc neurons. We supposed
that subsequent neurons receive an bouquet of input types
simply based on the distribution of neurons types we found.
The number of ICCc axons converging on ICCsh neurons and
their physiological identity has not been documented. Also, no
neuronal or synaptic physiology whatsoever was included in
the model. Thus, some assumptions of our model are highly
speculative. However, the fact that the shape of the PSTH
is altered by adaptive processes has been described before in
other animals or brain areas (Epping, 1990; Pérez-González and
Malmierca, 2012). This challenges the classical view that the
shape of the PSTH conveys the fixed coding or information
processing function of the neuron. Our model rather suggests
that due to the adaptation of their inputs alone ICCsh neurons
respond maximally to different aspects of the sound stimulus,
dependent on the auditory context. In long intervals (or silence)
onsets and transients cause strong activation of the majority
of (phasic) ICCc neurons. This would facilitate detection
and localization of sudden stimuli in quiet surroundings (cf.
Dean et al., 2005). During ongoing stimulation the onset
neurons strongly adapt and the information is then mainly
processed by sustained neurons, which would possibly emphasize
identification and analysis of sounds by spectral and intensity
cues. We hypothesize that due to differential adaptation of their
inputs the neurons in the IC circuitry could thus participate in
several quite different physiological roles depending on stimulus
context. Adaptative processes are indeed often thought to
underlie even more advanced auditory processing functions like

novelty detection (Ulanovsky et al., 2003), contrast enhancement
(Willmore et al., 2016; Cooke et al., 2018), auditory attention
(Fritz et al., 2007) or segregation of auditory streams (Scholes
et al., 2015). Whether the dynamic change of stimulus preference
of ICCsh neurons through adaptation can be demonstrated in
anesthetized animals must be subject to further studies.
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Fixational eye movements induce aperiodic motion of the retinal image. However, it
is not yet fully understood how fixational eye movements affect retinal information
processing. Here we show that global jitter motion, simulating the image motion
during fixation, alters the spatiotemporal receptive field properties of retinal ganglion
cells. Using multi-electrode and whole-cell recording techniques, we investigated light-
evoked responses from ganglion cells in the isolated goldfish retina. Ganglion cells
were classified into six groups based on the filtering property of light stimulus, the
membrane properties, and the cell morphology. The spatiotemporal receptive field
profiles of retinal ganglion cells were estimated by the reverse correlation method, where
the dense noise stimulus was applied on the dark or random-dot background. We
found that the jitter motion of the random-dot background elongated the receptive filed
along the rostral-caudal axis and temporally sensitized in a specific group of ganglion
cells: Fast-transient ganglion cells. At the newly emerged regions of the receptive field
local light stimulation evoked excitatory postsynaptic currents with large amplitude
and fast kinetics without changing the properties of inhibitory postsynaptic currents.
Pharmacological experiments suggested two presynaptic mechanisms underlying the
receptive field alteration: (i) electrical coupling between bipolar cells, which expands the
receptive field in all directions; (ii) GABAergic presynaptic inhibition from amacrine cells,
which reduces the dorsal and ventral regions of the expanded receptive field, resulting
in elongation along the rostral-caudal axis. Our study demonstrates that the receptive
field of Fast-transient ganglion cells is not static but dynamically altered depending on
the visual inputs. The receptive field elongation during fixational eye movements may
contribute to prompt firing to a target in the succeeding saccade.

Keywords: retina, retinal ganglion cells, receptive field, eye movements, gap junctions

INTRODUCTION

In living animals, the retina receives unstable visual inputs induced by movements of body, head,
and eyes (Land, 2009). Even when an animal is fixating an object, the whole image on the retina
is shifted by the presence of incessant microscopic eye movements (“fixational eye movements”)
(Martinez-Conde et al., 2004; Rucci and Poletti, 2015). Once fixational eye movements are
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stabilized, visual perception fades rapidly (Yarbus, 1967;
Murakami, 2006). It has been shown that fixational eye
movements affect visual performance such as visual acuity
(Keesey, 1960), contrast sensitivity (Tulunay-Keesey and Jones,
1976), and detection of visual features (Rucci et al., 2007).
Physiological evidence indicates that the image motion induced
by fixational eye movements prevents the adaptation of neural
activity (Martinez-Conde et al., 2004; Rucci and Poletti, 2015).
Involuntary small eye movements during fixation, called
microsaccades, increase firing activity of primate visual cortical
neurons (V1, Martinez-Conde et al., 2000; area MT, Bair and
O’Keefe, 1998). Retinal ganglion cells (GCs) respond with
higher firing rate to the jittering image than the static image,
together with synchronization (Greschner et al., 2002) or with
decorrelation (Segal et al., 2015).

In natural vision, animals repeat fixations and brief gaze
shifts (saccades) (Wurtz, 2008; Land, 2009). It has been shown
that firing of GCs is increased (Noda and Adey, 1974) or
suppressed (Roska and Werblin, 2003; Tien et al., 2015) by
saccade-like image shift depending on cell types. A burst firing
is evoked by image recurrence across eye-movement-like image
transitions in mouse specific GCs (Krishnamoorthy et al., 2017).
Glycinergic and GABAergic inhibitory inputs from amacrine
cells seem to contribute to the firing modulation during the
rapid image shift (Roska and Werblin, 2003; Tien et al., 2015;
Krishnamoorthy et al., 2017).

In our previous study, applying a multi-electrode array to
GCs in the goldfish isolated retina, we showed that firing
properties of specific GC groups were modulated by a rapid
shift of a target following a period of jitter motion of a global
random-dot background (Matsumoto and Tachibana, 2017).
In particular, the response latency to a rapidly moving target
was shortened in Fast-transient (Ft) GCs only when rapid
motion was preceded by global jitter motion. Intriguingly, the
response modulation was specific to rapid motion along the
rostral-caudal axis. These results suggest that the receptive field
(RF) properties of Ft GCs may have been altered during a
period of global jitter motion prior to rapid motion. However,
global jitter motion per se did not evoke firing in Ft GCs,
and thus, it remains to be solved how global jitter motion
alters the RF properties of Ft GCs and what mechanisms
underlie the alteration.

Here, applying the whole-cell clamp technique as well
as the multi-electrode technique to goldfish retinal GCs,
we analyzed the effects of global jitter motion on the
spatiotemporal RF profiles. We found that the RF of Ft
GCs was spatially elongated along the rostral-caudal axis
and temporally sensitized by jitter motion. At the newly
emerged regions, local light stimulation frequently evoked
excitatory postsynaptic currents with large amplitude and
fast kinetics. Pharmacological experiments suggested that the
RF alterations were mediated by activation of electrical
coupling between bipolar cells and GABAergic inhibition
from amacrine cells to bipolar cell terminals. Elongation
of the RF of Ft GCs during jitter motion may contribute
to prompt response to a rapidly moving target in the
succeeding saccade.

MATERIALS AND METHODS

Experimental Model and Subject Details
Goldfish (Carassius auratus; 8–12 cm; n = 62) was used for the
experiments. Animals were kept in a room maintained at 23◦C
on a 12 h light/dark cycle. All protocols complied with “A Manual
for the Conduct of Animal Experiments in The University of
Tokyo” and “Guiding Principles for the Care and Use of Animals
in the Field of Physiological Sciences, The Physiological Society
of Japan.”

Method Details
Retinal Preparation
Goldfish were dark-adapted for more than 1 h before
experiments. Under a dim red light, a goldfish was double-
pithed, and eyes were enucleated. The following procedure was
performed under a stereomicroscope equipped with infrared
(IR) image converter (C5100, Hamamatsu photonics) and IR
illuminator (HVL-IRM, Sony). After the cornea and lens were
ablated, the eye cup was treated with a mixture of hyaluronidase
and collagenase (4 mg/mL each, Sigma-Aldrich Corp.) for a
few min. A small cut was made at the dorsal part of the eye
cup as a landmark and thus the ventral retina isolated from
the pigment epithelium was properly oriented and positioned
on the multi-electrode array or in the recording chamber for
whole-cell recordings.

Recordings
For multi-electrode recordings (Figures 1, 2), the isolated retina
was placed on the electrode array (60 electrodes, electrode
diameter 30 µm, electrode spacing 200 µm; 60pMEA200/30iR-
Ti, Multichannel Systems) with the GC layer facing down,
and light stimulation was applied from the photoreceptor side.
The recorded signals were stored at 16 kHz through AD
converter with 16 channels (PowerLab 16/35; AD Instruments).
The retina was continuously superfused with an extracellular
solution bubbled with 95% O2/5% CO2 at the rate of 1 mL/min.
The solution consisted of (in mM) 106 NaCl, 2.6 KCl, 28
NaHCO3, 2.5 CaCl2, 1 MgCl2, 1 Na-pyruvate, 10 D-glucose,
4 mg/L phenol red. For pharmacological experiments, drugs
were added to the extracellular solution. Drugs were obtained
from Sigma-Aldrich. Recorded spike discharges were band-
pass filtered between 100 and 3,000 Hz and sorted into single
unit activities by principal component analysis (PCA) and
the template-matching method with custom programs using
MATLAB (Lewicki, 1998; Zhang et al., 2004; Matsumoto and
Tachibana, 2017). For further analysis, we selected up to 3
single units/electrode, showing robust light-evoked responses
based on two criteria: responsibility and reliability. Responsibility
was evaluated by comparing mean firing probability before and
during light stimulus using two-tailed t-test. Reliability was
evaluated by trial-to-trial variability in spike counts during light
stimulus based on Pearson’s correlation. To verify the accuracy
of sorting, we calculated the auto-correlation of the sorted spike
train for each unit, and confirmed a lack of events corresponding
to the refractory period of spikes (Supplementary Figure S1A)
(Lewicki, 1998; Rey et al., 2015).
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FIGURE 1 | Cell type classification based on the physiological and anatomical features. (A) Principal component analysis (PCA) of the temporal RF profile. x, centroid
of each cluster. Inset, relationship between mean silhouette score and the number of clusters in k-means clustering. Red, the estimated optimal number of clusters.
(B) The temporal RF profile of each GC group. Black vertical line, spike timing. Gray, individual cells. Black, mean. 20 Fast-transient (Ft), 18 Fast-sustained (Fs), 22
Medium-transient (Mt), 22 Medium-sustained (Ms), 18 Slow-transient (St), 27 Slow-sustained (Ss) GCs. (C,D) Histograms of the peak time panel (C) and the area of
temporal RF profile panel (D) in each group. Gray dots, individual cells. (E) The physiological and morphological features used for a hierarchical clustering panel (F).
(F) Top, dendrogram based on the hierarchical clustering. Colored circles, identity of GC groups based on the filtering property panel (A) of individual cells. Bottom, a
matrix of correlation of five features between individual cells. Red square, correlation within identified six types (type I –VI). 53 GCs. (G) Examples of cell morphology
(left) and membrane potential changes induced by current pulses (right, –50 and +80 pA in amplitudes, 200 ms in duration) for each type panel (F). (H) Fraction of
GC groups included in each type. ∗∗∗p < 0.001. See also Supplementary Figure S1.

For whole-cell recordings (Figures 1, 3, 4), the isolated retina
was placed on the recording chamber with the GC layer facing
up, and light stimulation was applied from the photoreceptor
side. The retina was continuously superfused with the bubbled
extracellular solution. The pipette was filled with intracellular
solution (in mM): 128 K gluconate, 10 KCl, 10 Hepes, 0.5 EGTA,

0.05 CaCl2, 2 MgCl2, 5 ATP-Na2, 0.5 GTP-Na3, and 0.08% Lucifer
yellow-2K (pH 7.4 with KOH) for current-clamp recordings, and
118 CsMeSO3, 10 TEA-Cl, 10 Hepes, 0.5 EGTA, 0.05 CaCl2, 2
MgCl2, 5 ATP-Na2, 0.5 GTP-Na3, 5 QX314-Br, and 0.08% Lucifer
yellow-2K (pH 7.4 with CsOH) for voltage-clamp recordings.
ECl was calculated as −55 mV. The membrane potential was
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FIGURE 2 | Global jitter motion alters the RF profiles of Fast-transient GCs. (A) A schematic of stimulus. Dense noise stimulus (orange, 1.6 × 1.6 or
0.96 × 0.96 mm) was presented on the random-dot background (4 × 4 mm, mean contrast; 45.6%, mean luminance; 6.67 cd/m2). The random-dot background
was moved in four cardinal directions randomly (4 µm/50 ms; Jittered BG). (B) Examples of random-walk trajectory in the horizontal (blue) and vertical (red)
directions. (C) 2D plots of the jitter motion trajectory (20 s). (D,E) Top, schematics of stimuli. Left, firing to a flash (gray band; size, 1 × 1 mm; duration, 2 s; 50%
contrast increment) in Fast-transient (Ft) (D) and Fast-sustained (Fs) (E) GCs. Middle, the spatial RF profile under the Dark (gray), Static (black), and Jittered (blue) BG
conditions. Right, the spatial and temporal RF profiles (upper, Ft GC; lower, Fs GC). (F,G) Expansion index panel (F) and temporal RF profile (G; upper, peak time;
lower, peak amplitude): top, Static BG vs. Dark BG; bottom, Jittered BG vs. Dark BG. Fraction was calculated separately for Ft GCs (red, n = 17) and other GCs
(gray, n = 73). (H) Top, a schematic for calculation of the RF orientation. The RF orientation was determined as a direction (red arrow) with the longest RF length
(between × and blue dots). Middle; polar plot of the RF orientation under the Dark (gray), Static (black), and Jittered (blue) BG conditions for each GC group: 17 Ft
GCs, 16 Fs GCs, 10 Medium-transient (Mt) GCs, 14 Medium-sustained (Ms) GCs, 14 Slow-transient (St) GCs, and 19 Slow-sustained (Ss) GCs. Bottom; cumulative
fraction of the RF orientation. Red arrows; cumulative fraction at the horizontal axis (0 and 180 degree) under the Jittered BG condition. ∗∗∗p < 0.001. See also
Supplementary Figure S1 for physiological and morphological features of each GC group, and Supplementary Figure S2 for visual stimulation.

corrected for liquid junction potential which was measured
before experiments. For pharmacological experiments (Figure 5),
we added picrotoxin (GABA receptor blocker; 100 µM, Sigma)
or mefloquine (gap junction blocker; 10 µM, Sigma) to the
extracellular solution. Recordings were performed using EPC 10
(HEKA Electronik) controlled by Pactchmaster (version 2.73.5).
Current and voltage records were sampled at 16 kHz and low-
pass filtered at 2.9 KHz. We used a borosilicate glass electrode
(CNC 1.5; Ken Enterprise), which was pulled by a puller (P97;
Sutter Instrument). The resistance of recording pipettes was 6–
11 M�. For cell group identification, light-evoked spikes were
recorded in the cell-attached mode before whole-cell recording.

Light Stimulation
Light patterns were generated by Psychtoolbox3 on MATLAB
(Mathworks) (Brainard, 1997; Pelli, 1997). For multi-electrode
recordings, a multi-electrode array was placed on the stage
of an inverted microscope (IX70; Olympus). The light
stimulus was projected from a cathode-ray tube display
(S501J, refresh rate 60 Hz, 1,280 × 1,024 pixels, Iiyama) to
the photoreceptor layer of the retina through optics. For
whole-cell recordings, a patch pipette was approached from
the ganglion cell side. The light stimulus was projected from
a DLP projector (L51W, refresh rate 60 Hz, 1,280 × 1,024
pixels, NEC) to the photoreceptor layer through an objective
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FIGURE 3 | Synaptic inputs to Fast-transient GCs. (A) Excitatory postsynaptic currents (EPSCs) evoked by dense noise stimulation under the Dark (upper, black)
and Jittered (lower, blue) BG conditions. Left, a schematic of synaptic inputs to a Ft GC. Middle, a schematic of recordings and evoked EPSCs in a Ft GC
voltage-clamped at –55 mV (Vh). Right; superimposed excitatory events, in which each color indicates different peak amplitude. (B) Plot of peak amplitude and rise
time for each excitatory event under the Dark (gray dots) and Jittered (blue dots) BG conditions. Data from the Ft GC shown in panel (A). (C) Mean peak amplitude
(left) and rise time (right) in individual cells (circle) under the Dark and Jittered BG conditions. Black line, mean. 5 Ft GCs. (D–F) Inhibitory postsynaptic currents
(IPSCs) recorded from Ft GCs voltage-clamped at 0 mV. 5 Ft GCs. ∗∗p < 0.01; ∗∗∗p < 0.001. See also Supplementary Figure S3.

lens (4 × /0.10, Nikon), with which a condenser lens of an
upright microscope (Eclipse E600-FN; Nikon) was replaced. In
either recording condition, the stimulus image was not distorted
because the electrode was positioned on the opposite side of
the incident light.

We used a background frame (4.0 × 4.0 mm) which was
either uniformly dark or a Gaussian-filtered (σ, 40 µm) random-
dot pattern (51,325 dots/1,0002 pixels, 4 µm/pixel, Figure 1A,
see details in Matsumoto and Tachibana, 2017). Background
Contrast (CBK) was calculated by

CBK =
(
luminanceBK − luminancedark

)/
luminancemax

where luminanceBK, luminancedark, and luminancemax were
the mean intensity of the random-dot pattern, 0.11 and
14.4 cd/m2, respectively. We introduced global jitter motion
to simulate the in vivo fixational eye movements of goldfish
(Figures 2A–C) (Easter et al., 1974; Mensh et al., 2004).
Global jitter motion was a horizontally biased random walk,
in which a shift (4 µm/50 ms) to one of the four cardinal
direction occurred in each stimulus frame, and the probability
of horizontal shift was two times higher than that of
vertical shift.

Receptive Field Estimation
The spatiotemporal receptive field (RF) was estimated
by the reverse correlation method (Meister et al., 1994;
Matsumoto and Tachibana, 2017). The retina was stimulated
with dense noise consisted of pseudorandom (M-sequence)
checkerboard patterns. Each frame (32 × 32 pixels with

black or white; pixel size, 50 × 50 µm or 30 × 30 µm)
was updated at 30 Hz. The dense noise was placed on the
center region (1.6 × 1.6 or 0.96 × 0.96 mm; Figure 2A,
orange) of the background (4.0 × 4.0 mm). The checkerboard
frames that preceded each spike discharge were averaged
(STA, spike-triggered average).

To define the orientation and size of the RF, we determined
an “edge” (a position of a pixel with the intensity six times
higher than the SD of the intensity in uncorrelated image)
along 8 directions (0–315◦, 145◦) from the RF “center” (a
pixel with maximal intensity). Eight edges were fitted by an
ellipse based on the method of least squares. RF size was
calculated by a length of major axis in the fitted ellipse. RF
orientation (Figure 2H) was defined by the direction with
the longest length among eight directions. The temporal RF
profile was obtained by calculating the mean intensity of
3 × 3 pixels in the RF center region for a series of the
averaged frames.

The temporal RF profile was used for classification of GC
groups (Matsumoto and Tachibana, 2017; Figures 1A–D and
Supplementary Figure S1B). In brief, we first created an
input matrix from the temporal RF profile of each GC, in
which the temporal RF profiles were upsampled using interp
function with a rate of 3 in MATLAB, and smoothed by
a moving average filter. After the smoothing, the temporal
filters were downsampled to the original rate using downsample
function in MATLAB. Next, principal component analysis
(PCA) was applied to visualize the features of temporal RFs
(Figure 1A). Then, clustering was performed by k-means
clustering using kmeans function in MATLAB. The number of
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FIGURE 4 | Spatial map of EPSCs evoked by local flash stimulation in Ft GCs. (A) A schematic of sparse noise stimulation on the Dark (B) and Jittered BG (C). The
sparse noise was a sequence of a static flash (size, 100 × 100 µm; duration, 50 ms) randomly applied at one of the 8 × 8 grids (gold dotted lines). Stimulus location
was described from the RF center estimated under the Dark BG condition (red). (B,C) Superimposed EPSCs evoked by local flash stimulation presented on the Dark
(B) and Jittered (C) BGs. EPSCs are colored based on the peak amplitude. #; the RF center. (D) Top, EPSCs evoked at three locations: [1] horizontally 200 µm away
from the RF center, [2] the RF center, and [3] vertically 200 µm away from the RF center. Bottom, probability of EPSC events evoked by local flash stimulation.
Numbers, EPSC events/stimulation. N/A, no evoked EPSCs. D, Dark BG. J, Jittered BG. (E) Heatmaps showing the peak amplitude of EPSCs (top) and IPSCs
(bottom) evoked by local flash stimulation on the Dark (left) and Jittered (center) BGs. Right, a heatmap showing differences of amplitude between the Dark and
Jittered BGs. Data from the Ft GC (C). (F) Left, peak amplitude (upper) and rise time (lower) of the evoked EPSCs are plotted against the position relative to the RF
center (5 Ft GCs) under the Dark (black) and Jittered (red) BG conditions. Thin lines, data from individual cells. Right, mean peak amplitude (upper) and rise time
(lower) of EPSCs evoked by flash stimulation 200 µm away from the RF center and at the RF center (0 µm). ∗∗∗p < 0.001.
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FIGURE 5 | Effects of pharmacological blockade of GABAergic inhibition and electrical coupling. (A) The spatial RF profile of a Ft GC under the Dark and Jittered BG
conditions in control solution. (B) The spatial RF profile in the presence of picrotoxin (PTX, 100 µM, red) and mefloquine (MFQ, 10 µM, green). Left, the estimated RF
under the Jittered BG condition. Right, the spatial RF profile along the vertical (dorsal–ventral) and horizontal (rostral–caudal) axes in control (black), PTX (red), and
MFQ (green) solutions. (C) Left, a schematic for calculation of the horizontal and vertical lengths of the RF (blue). Right, horizontal and vertical lengths of the RF under
the Jittered (blue) and Dark (gray) BG conditions in control (gray), PTX (red) and MFQ (green) solutions. 7 Ft GCs. (D) Spatial bias index (see section “Method Details”)
under the Jittered (blue) and Dark (gray) BG conditions in control (gray), PTX (red), and MFQ (green) solutions. Circle and error bars, mean ± SD. 7 Ft GCs. (E) A
schematic model to explain the horizontal RF elongation. A Ft GC receives excitatory inputs from distinct BC populations: conventional BCs (dark gray) which evoke
small and slow EPSCs, and electrically coupled BCs (right green) which evoke large and fast EPSCs under the Jittered BG condition. BCs receive GABAergic
inhibition (orange) from local ACs which are activated by local stimulation under the Dark BG condition. The electrically coupled BCs at the dorsal and ventral sides
additionally receive global GABAergic inhibition (magenta) from wide-field (or electrically coupled) ACs which are activated by the Jittered BG. ∗p < 0.05; ∗∗p < 0.01;
∗∗∗p < 0.001.

clusters was determined based on the mean silhouette scores
[s(i)] (Figure 1A),

s(i) = b(i)− a(i)/max
{
a(i), b(i)

}
,

where i is each cell, a(i) is average distance between i and all
other points included in the same cluster, and b(i) is the smallest
average distance of i to all other points (Rousseeuw, 1987;
Yuan and Yang, 2019). We adopted the cluster numbers
with the highest mean silhouette score for k-means clustering
(Martínez et al., 2017).

To quantify the horizontal and vertical lengths of RF,
we first fitted a hull to the RF (Figure 5C) using convex

hull function in MATLAB. A centroid where the horizontal
and vertical axes crossed was calculated in the fitted
hull, and then, we measured the horizontal and vertical
lengths through the centroid. To quantify the spatial
bias of the RF profile, the spatial bias index (SBI) was
defined by,

SBI = (lengthHorizontal − lengthVertical)/

(lengthHorizontal+ lengthVertical)

where lengthHorizontal and lengthVertical are the measured RF
length along the horizontal and vertical axes, respectively
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(Figure 5D). The positive and negative values indicate the
horizontal and vertical bias of the RF, respectively.

Waveform Analysis
For whole-cell voltage-clamp recordings (Figures 3, 4), wave
event was detected as the postsynaptic current when the current
amplitude crossed a threshold defined by

Threshold = |Meanc| + SDc ∗ 3,

where C indicates the currents recorded during dense noise
stimulation. To quantify the postsynaptic currents, we calculated
the amplitude and rise time of each detected wave event. The rise
time was defined as the time required for the response to reach
from 63% to 100% of the peak.

Analysis of Membrane Properties
To characterize the membrane properties of GCs, we recorded
the membrane potential changes induced by current pulses
(duration, 200 ms; amplitude, from −50 to 100 pA; increment,
10 pA). For hierarchical clustering (Figure 1F), we used
three features (Supplementary Figure S1D): the resting
membrane potential, the maximum instantaneous firing
rate, and the input resistance. The resting membrane
potential was calculated as an average potential 100 ms
before application of current pulses. The maximum firing
rate was calculated as an inverse of minimum inter-spike
intervals during current pulses [Supplementary Figure S1D,
(i)]. The input resistance was calculated as a slope
of the current-voltage function below subthreshold
membrane potentials [Supplementary Figure S1D, (ii)].
We performed a hierarchical clustering based on the
correlation distance in the standardized feature space
using linkage and dendrogram functions in MATLAB
(Baden et al., 2016).

Morphological Analysis
Lucifer yellow was introduced through a recording patch
pipette to visualize the cell morphology. Using ImageJ (NIH)
and customized program in MATLAB, we quantified the
dendritic field, shape, and dendritic branches of each GC
(Figure 1 and Supplementary Figure S1E). The dendritic
tips of a stained GC were fitted to a polygon, and then
its major axis and the aspect ratio of major to minor
axis were used as the measure of the length and the
shape, respectively. The number of branches normalized by
an area of the polygon was used as the measure of the
dendritic branches.

Quantification and Statistical Analysis
In Figures 2F–H, Kolmogorov-Smirnov test (KS test)
was used. In Figure 2H, Hodges-Ajne test was used to
evaluate the bias in distribution of the RF orientation. In
Figures 3C,F, 4F, paired t-test was used. In Figure 5C,
Mann-Whitney U test (MWU test) with Tukey’s post hoc test
was used. All measures for population data were described
as mean ± SD. Error bar indicates SD. ∗∗∗p < 0.001;
∗∗p < 0.01; ∗p < 0.05.

RESULTS

Classification of Retinal Ganglion Cells
Based on the Physiological and
Anatomical Features
Applying a multi-electrode array to the goldfish isolated retina,
we estimated the spatiotemporal receptive field (RF) profiles
of retinal ganglion cells (GCs) by the reverse correlation
method (Meister et al., 1994). The shape of the temporal RF
is one of the criteria to define ganglion cell types functionally
(DeVries and Baylor, 1997; Hilgen et al., 2017; Matsumoto
and Tachibana, 2017). To dissect GC types, we performed
feature detection using principal component analysis for the
temporal RF (Matsumoto and Tachibana, 2017), and the resulting
features were clustered into six GC groups based on k-means
clustering (Figures 1A,B and Supplementary Figure S1B;
Rousseeuw, 1987; Yuan and Yang, 2019). The differences
among the GC groups were summarized by two temporal
features: peak time (Fast/Medium/Slow; Figure 1C) and kinetics
(transient/sustained; Figure 1D). Thus, individual GC groups
were defined as Fast-transient (Ft, group 1), Fast-sustained (Fs,
group 2), Medium-transient (Mt, group 3), Medium-sustained
(Ms, group 4), Slow-transient (St, group 5), and Slow-sustained
(Ss, group 6) GCs (Figure 1B and Supplementary Figure S1C).

We then assessed whether each GC group could share
common physiological and anatomical features. We performed
whole-cell recordings from randomly selected GCs and dye
loading through the recording pipette to visualize the cell
morphology (Supplementary Figures S1D–F). Based on three
physiological features which represent the membrane properties
(Figure 1E, i–iii) and two morphological features (Figure 1E, iv,
v), a hierarchical clustering (Martínez et al., 2017; Gouwens et al.,
2019) revealed that GCs were branched into six types (Figure 1F,
type I to VI). Intriguingly, each type defined by physiological and
anatomical features was populated dominantly by a GC group
defined by the filtering property (Figures 1G,H). These results
highlight the correlation between the filtering property and the
physiological and anatomical features to characterize GCs.

Global Jitter Motion Changes
Spatiotemporal Receptive Field Profiles
of a Specific Group of Retinal Ganglion
Cells
To explore how the RF properties of GCs are affected by fixational
eye movements, dense noise stimulus was presented on a large
background (BG; 4 × 4 mm on the retina, visual angle >∼67◦;
Figure 2A; Macy and Easter, 1981). We used three kinds of BG
patterns: a uniformly dark pattern (“Dark BG”), a static random-
dot pattern (“Static BG,” a Gaussian-filtered random-dot pattern;
mean luminance, 6.67 cd/m2), and a jittered random-dot pattern
(“Jittered BG,” the Gaussian-filtered random-dot pattern jittered
randomly) (Matsumoto and Tachibana, 2017). The jitter motion
was a horizontally biased random walk (probability of horizontal
shift/vertical shift = 2; each shift, 4 µm/50 ms; Figures 2B,C
and Supplementary Figure S2C) that simulated the goldfish
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fixational eye movements (Easter et al., 1974; Mensh et al., 2004).
Both the Static and Jittered BGs covered the area far away
from the RFs of recorded GCs (Supplementary Figure S2A).
Based on the responses to dense noise stimulus, we estimated
the spatiotemporal RF of GCs under different BG conditions:
RFDarkBG (gray), RFStaticBG (black), and RFJittered BG (blue).

We found that the Jittered BG altered the spatiotemporal RF
profile of Ft GCs (Figure 2D). The size of RFJitteredBG (major axis
of the RF; 161.9 ± 13.2 µm, 21 Ft GCs) was larger than that
of either RFDarkBG (112.5 ± 13.7 µm, p = 0.001; paired t-test)
or RFStaticBG (115.6 ± 22.9 µm, p = 0.002). Expansion index,
the ratio of the RF size under different BG conditions, was large
only under the Jittered BG condition (Jittered BG vs. Dark BG,
p = 8.91 × 10−9; Static BG vs. Dark BG, p = 0.38; KS test, 21 Ft
GCs; Figure 2F, red). Other GC groups did not show prominent
changes (Figures 2E,F, gray).

The temporal profile of RFJitteredBG in Ft GCs showed faster
peak time and smaller peak amplitude than those of RFDarkBG
and RFStaticBG (Figures 2D,G), indicating that the Jittered BG
sensitized firing and input integration kinetics. These alterations
of the temporal RF profile were specific to Ft GCs (peak time,
Jittered BG vs. Dark BG, p = 2.35 × 10−9, Static BG vs.
Dark BG, p = 0.097; peak amplitude, Jittered BG vs. Dark BG,
p = 9.03 × 10−9, Static BG vs. Dark BG, p = 0.084; KS test, 21 Ft
GCs; Figure 2G, red). The Jittered BG did not affect the temporal
RF profile of other GC groups (Figures 2E,G, gray), indicating
that the RF alterations are not ascribed to light adaptation to the
random-dot background.

Intriguingly, RFJitteredBG of Ft GCs was oriented along the
retinal rostral-caudal (horizontal) axis (p = 0.019, Hodges-
Ajne test, 21 Ft GCs; Figure 2H, blue), indicating that the RF
expansion is biased along the retinal horizontal axis but not
along the dorsal-ventral (vertical) axis (Figure 2H, bottom, red
arrows). Since RFDarkBG and RFStaticBG did not show orientation
bias (RFDarkBG, p = 0.7763; RFStaticBG, p = 0.7763; Hodges-Ajne
test, 21 Ft GCs), the horizontal bias is not intrinsic to Ft GCs.
Other GC groups showed no significant orientation bias under
three BG conditions. It should be noted that the non-coherent
(flickering) random noise BG did not alter the spatial RF profile
of Ft GCs (RF size, Dark BG, 125.6± 21.1 µm; Flickering random
noise BG, 121.9 ± 17.6 µm, p = 0.31; paired t-test, 17 Ft GCs;
Supplementary Figure S2B). Therefore, global jitter motion is
essential for the RF alterations in Ft GCs.

Synaptic Currents Evoked by the Dense
Noise Stimulus Under the Jittered BG
Condition in Ft GCs
Effects of the global jitter motion on the spatiotemporal RF
profiles were prominent in Ft GCs. To elucidate the underlying
mechanisms, we recorded postsynaptic currents from Ft GCs in
the whole-cell voltage-clamp configuration (Figure 3). Ft GCs
were identified based on the temporal RF profile estimated by
firing to dense noise stimulus in the cell-attached configuration.
We found that excitatory postsynaptic currents (EPSCs) under
the Jittered BG condition were larger in amplitude (Jittered BG, –
110.2 ± 56.8 pA; Dark BG, –42.8 ± 33.9 pA; p = 0.001, paired

t-test, 5 Ft GCs), and faster in kinetics (Jittered BG, –110.2± 56.8
pA; Dark BG, –42.8 ± 33.9 pA; p = 3.85 × 10−5, paired t-test, 5
Ft GCs) than those under the Dark BG condition (Figures 3B,C).
EPSCs under the Static BG condition were not significantly
different in both amplitude and kinetics from those under the
Dark BG condition (Static BG, –45.7 ± 20.9 pA, 10.6 ± 2.5 ms,
ps > 0.3; paired t-test, 5 Ft GCs; Supplementary Figure S3),
indicating that emergence of large and fast EPSCs is not ascribed
to adaptation to mean contrast increment (Dark BG vs. Static BG)
but to alteration induced by the global jitter motion (Static BG
vs. Jittered BG).

In contrast, inhibitory postsynaptic currents (IPSCs;
Figure 3D) were not affected by the Jittered BG (amplitude,
Jittered BG, 99.1 ± 64.5 pA; Dark BG, 102.6 ± 66.9 pA; kinetics,
Jittered BG, 28.1 ± 15.5 ms, Dark BG 27.2 ± 16.7 ms, ps > 0.3;
paired t-test, 5 Ft GCs; Figures 3E,F). Therefore, it is likely that
the RF alterations under the Jittered BG condition were induced
not by feedforward inhibitory synaptic inputs from amacrine
cells (ACs) to Ft GCs but by excitatory synaptic inputs from
bipolar cells (BCs) to Ft GCs.

Alterations of the Spatial Distribution of
Excitatory Inputs to Ft GCs by the
Jittered BG
To examine the spatial RF profile under the Jittered BG condition
in detail, we mapped the distribution of EPSCs evoked by
local light stimulation (Spatial EPSC map; Figure 4). A whole-
cell voltage-clamped Ft GC was stimulated by a small flash
(Figure 4A; size, 100 × 100 µm; duration, 50 ms; inter-
flash interval, 1 s), which was presented randomly at various
locations on the Dark BG (Figure 4B) or on the Jittered BG
(Figure 4C). We found that the EPSC map under the Jittered
BG condition was spatially expanded along the retinal horizontal
axis (Figures 4C–E), corresponding to the horizontally elongated
RFJitteredBG (Figure 2D).

Interestingly, we found that the properties of evoked EPSCs
were not homogeneous across the RF under the Jittered BG
condition: small and slow inputs at the center region (Figure 4D
[2] and Figure 4F; 17.8 ± 9.87 pA, 9.54 ± 1.54 ms); large and
fast inputs at the horizontally-expanded region (Figure 4D [1]
and Figure 4F; 43.7 ± 19.39 pA, 7.54 ± 1.53 ms). It is likely that
the emergence of large and fast EPSCs mediates the horizontally
elongated RF of Ft GCs under the Jittered BG condition.

Contribution of GABAergic and Electrical
Pathways to RF Elongation in Ft GCs
In the goldfish retina both GABAergic inhibition from AC to Mb1
(ON) BC terminal (Tachibana and Kaneko, 1988) and electrical
coupling through connexin 36 (Cx36) between Mb1 BC dendrites
contribute to global information processing (Arai et al., 2010;
Tanaka and Tachibana, 2013; Matsumoto and Tachibana, 2017).
It is possible that the horizontal RF elongation in Ft GCs may
be attributable to deactivation of lateral inhibition mediated by
ACs and/or activation of electrically coupled excitatory network
(Bloomfield and Völgyi, 2009; Werblin, 2011).
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Using a multi-electrode array, we examined the effects
of pharmacological blockers on the properties of RFJitteredBG
(Figure 5). Application of a GABA receptor blocker picrotoxin
(PTX, 100 µM) increased the RFDarkBG size (horizontal length,
142.7 ± 12.4 µm in Control, 162.3 ± 18.1 µm in PTX, p = 0.03;
vertical length, 133.5 ± 13.9 µm in Control, 158.6 ± 14.8 µm
in PTX, p = 0.01; Mann-Whitney U (MWU) test, 7 Ft GCs;
Figures 5B,C). Even in the presence of PTX, the Jittered BG
increased further the RF size (RFJitteredBG, horizontal length
194.5 ± 17.9 µm, p = 0.007; vertical length 208.2 ± 27.3 µm,
p = 0.0012; MWU test, 7 Ft GCs, Figure 5C), although the
spatial bias disappeared (Figure 5D). These results suggest that
two different GABAergic mechanisms may mediate the surround
inhibition (Werblin, 2011): the local inhibition which works
under the dark BG condition, and the global inhibition which
contributes to emphasizing the horizontal bias of the RF under
the Jittered BG condition.

In the presence of gap junction blocker mefloquine (MFQ,
10 µM; Cruikshank et al., 2004), the Jittered BG did not increase
the horizontal length of the RFJitteredBG (horizontal length,
Dark BG, 140.7 ± 16.1 µm; Jittered BG, 132.7 ± 14.8 µm,
p = 0.32; MWU test, 7 Ft GCs; Figures 5B,C), but decreased
the vertical length of the RFJitteredBG significantly (vertical length,
130.3 ± 15.9 µm under the Dark BG, 107.3 ± 8.3 µm under
the Jittered BG, p = 0.0175; MWU test, 7 Ft GCs; Figure 5C).
These results suggest that electrical coupling may mediate the
spatial expansion of the RFJitteredBG. Indeed, spatial bias index
(see section “Method Details”) indicates that the horizontal bias
of the RFJitteredBG was still maintained in the presence of MFQ
(Figure 5D, green), whereas the horizontal bias was not observed
in the presence of PTX (Figure 5D, red).

Therefore, the potential mechanism for the RF alterations may
be the following: the Jittered BG expands the RF in all directions
by electrical coupling, perhaps between Mb1 BCs (Arai et al.,
2010); and the dorsal and ventral sides of the expanded RF are
suppressed by activated GABAergic lateral inhibition (Tanaka
and Tachibana, 2013), resulting in the horizontally elongated
RF (Figure 5E). Lateral inhibition may be ascribed not to the
feedforward input from AC to Ft GC but to the feedback input
from AC to Mb1 BC terminal (Tanaka and Tachibana, 2013)
because IPSCs in Ft GCs were not altered by the Jittered BG
(Figures 3E,F).

DISCUSSION

In our previous study, we showed that firing properties of specific
GCs in the goldfish retina were modulated by a rapid shift of
a target following a period of jitter motion of a global random-
dot background (Matsumoto and Tachibana, 2017). Here, we
examined how global jitter motion alters the RF properties
of Ft GCs and what mechanisms underlies the RF alteration.
We found that global jitter motion induced the RF elongation
along the retinal horizontal (caudal-rostral) axis (Figure 2)
in Ft GCs (Figure 1). At the elongated region, EPSCs with
large amplitude and fast kinetics were dominated (Figures 3,
4). Pharmacological experiments revealed that both GABAergic

lateral inhibition and electrical coupling contributed to the
horizontal RF elongation (Figure 5).

Synaptic Modulation Mediated by
Electrical and GABAergic Pathways
Our results indicate that the RF alteration in Ft GCs is mediated
by lateral interaction pathways: electrical and GABAergic
pathways (Figure 5). In the goldfish retina, excitation of an
Mb1 BC spreads to neighboring Mb1 BCs through gap junction
between their dendrites (Arai et al., 2010). Such lateral spread
of excitation could expand the RF. It is possible that the
synchronous transient glutamate release from electrically coupled
BCs may evoke EPSCs with large amplitude and fast kinetics.
It is conceivable that Ft GCs may receive excitatory inputs
from a population of BCs under the Dark BG (“conventional
BCs” in Figure 5E), and large and fast excitatory inputs
from another population of electrically coupled BCs which are
additionally activated by the Jittered BG (“Electrically coupled
BCs” in Figure 5E).

In the goldfish retina, global stimulation activates the
electrically coupled Mb1 BC network, which in turn activates
wide-field ACs and/or electrically coupled ACs (Tanaka and
Tachibana, 2013). Blockade of GABA receptors under the
Dark BG condition increased the size of RF in all directions
(Figure 5C), indicating that the local GABAergic inhibition
was not biased spatially (Figure 5E). However, blockade of
GABA receptors under the Jittered BG condition impaired the
horizontal bias (Figure 5D). These observations indicate that the
global inhibitory mechanism could affect the electrically coupled
BCs at the dorsal and vertical side of the expanded RF (“Global
GABAergic inhibition,” Figure 5E).

On the other hand, the horizontal bias remained even after
blockade of electrical coupling (Figure 5D). This result indicates
that the inputs from electrically coupled BCs may not be the
unique resource to drive the global inhibitory mechanism. It is
possible that the continuous jitter motion may prevent the BCs
from adaptation, resulting in augmentation of the synaptic inputs
to the wide-field ACs. Another possible resource may be the
ACs electrically coupled through non-Cx36 (Mark et al., 1988;
Völgyi et al., 2013), which are also activated by the Jittered BG.
This mechanism could explain the observed horizontal bias in
the presence of a gap junction blocker. Since AC circuits in the
goldfish retina are not yet fully understood, further studies are
needed to clarify the circuit mechanism.

Diverse Features of Fixational Eye
Movements
In this study we used randomly jittering motion to mimic
the retinal image during fixation, which was similar to the
random walk used in the previous studies (Ölveczky et al.,
2003; Baccus et al., 2008; Segal et al., 2015). The stimulus was
summarized by oscillatory image motion with small amplitude,
which approximates to an animal’s tremor (e.g., archer fish,
12 µm in mean amplitude, 5 Hz in frequency, Segev et al.,
2007). Nevertheless, the features of fixational eye movements
are more complicated in amplitude, speed, and frequency: drift,
slow motion occurring together with tremor; microsaccedes,
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small but rapid and involuntary shifts of eyes (Martinez-
Conde et al., 2004; Rucci and Poletti, 2015). Global jitter
motion used in this study may be similar to tremor and
drift in periodicity and slow frequency components (0.5–8 Hz;
Supplementary Figure S2C). On the other hand, our stimulus
did not include the small and rapid displacements corresponding
to microsaccades. Furthermore, it is not yet clear how three
components of fixational eye movements interact with one
another and affect the retinal circuit. It is likely that that
the RF alterations shown in this study may be a part of the
effects induced by fixational eye movements. Further studies are
required to dissect the relationship between the diverse features of
fixational eye movements and the retinal information processing.

Functional Relevance of RF Elongation
Goldfish makes horizontally biased saccades spontaneously (Salas
et al., 1997). Thus, the horizontal elongation of RF in Ft
GCs during global jitter motion seems to be advantageous
to responding quickly to a target in a succeeding rapid gaze
shift (saccade). Indeed, we have shown that horizontal, but
not vertical, rapid shift of a target following jitter motion
evoked firing in Ft GCs before arrival of the target to the
RF estimated under the Dark BG condition (Matsumoto and
Tachibana, 2017). In some visual neurons in the brain, their
RFs spatially shift or expand toward the future position of eyes
before saccade initiation (frontal eye field; Umeno and Goldberg,
1997, prefrontal cortex; Zirnsak et al., 2014). These dynamic RF
changes in visual neurons may contribute to fast and efficient
processing of visual information during repetitive sequence of
eye movements (Hosoya et al., 2005; Gollisch and Meister, 2008;
Wurtz, 2008; Zirnsak et al., 2014). It is possible that, in natural
environment, the RF profiles of specific GCs are tuned to global
image motion induced by eye movements to facilitate processing
in the visual system.
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In the anesthetized cat the correlation between the ongoing cord dorsum potentials
(CDPs) recorded from different lumbar spinal segments has a non-random structure,
suggesting relatively stable patterns of functional connectivity between the dorsal
horn neuronal ensembles involved in the generation of these potentials. During the
nociception induced by the intradermic injection of capsaicin, the patterns of segmental
correlation between the spontaneous CDPs acquire other non-random configurations
that are temporarily reversed to their pre-capsaicin state by the systemic injection
of lidocaine, a procedure known to decrease the manifestation of neuropathic pain
in both animals and humans. We have now extended these studies and utilized
machine learning for the automatic extraction and selection of particular classes of
CDPs according to their shapes and amplitudes. By using a Markovian analysis, we
disclosed the transitions between the different kinds of CDPs induced by capsaicin
and lidocaine and constructed a global model based on the changes in the behavior
of the CDPs generated along the whole set of lumbar segments. This allowed the
identification of the different states of functional connectivity within the whole ensemble
of dorsal horn neurones attained during nociception and their transitory reversal by
systemic administration of lidocaine in preparations with the intact neuroaxis and after
spinalization. The present observations provide additional information on the state
of self-organized criticality that leads to the adaptive behavior of the dorsal horn
neuronal networks during nociception and antinociception both shaped by supraspinal
descending influences.

Keywords: cord dorsum potentials, dorsal horn neurons, functional connectivity, machine learning, Markov
process, state transitions, nociception, antinociception
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INTRODUCTION

Previous work has shown that in the anesthetized cat the
spontaneous cord dorsum potentials (CDPs) recorded in a
given lumbar segment have different shapes and amplitudes
and may appear synchronized with potentials generated in
other spinal segments (Contreras-Hernández et al., 2018). The
correlation matrix between the CDPs recorded from different
segments had a non-random structure, suggesting relatively
stable patterns of functional connectivity between the dorsal
horn neuronal ensembles involved in the generation of these
potentials. During the chemical nociception induced by the
intradermic injection of capsaicin, the patterns of segmental
correlation between the spontaneous CDPs were reorganized and
acquired other non-random configurations that were temporarily
reversed to their pre-capsaicin state by the systemic injection
of a small dose of lidocaine, a procedure known to reduce
neuropathic pain in humans.

At present, we have limited information on the identity of the
neuronal populations underlying the changes in the correlation
between the spontaneous CDPs induced by nociceptive
stimulation and their reversal by lidocaine. While searching
for intermediate nucleus interneurons mediating presynaptic
inhibition (Rudomin et al., 1987), we found one set of neurones
(Type I) whose activity was preceded by negative CDPs (nCDPs)
and another set (Type II) that was instead preceded by negative-
positive CDPs (npCDPs). The activation of type I neurones led to
the generation of short-lasting glycinergic inhibitory potentials
in motoneurones, while the activation of Type II neurones
was instead associated with the generation of inhibitory
GABAergic potentials in motoneurones and with primary
afferent depolarization (PAD) and presynaptic inhibition.

We initially assumed that separate populations of dorsal horn
neurones generated the nCDPs and npCDPs (Rudomin et al.,
1987). However, subsequent work has indicated that depending
on the magnitude of the ongoing neuronal synchronization,
nCDPs and npCDPs could be generated by the same population
of dorsal horn neurones (Contreras-Hernández et al., 2015).
During low levels of synchronization, activation of the dorsal
horn neuronal ensemble would mainly generate nCDPs, and
there would be a concurrent activation of the pathways
mediating non-reciprocal glycinergic post-synaptic inhibition.
In contrast, during higher states of neuronal synchronization,
the activation of the same set of dorsal horn neurones would
lead to the generation of npCDPs and to a preferential
activation of the pathways mediating a GABAa PAD and
presynaptic inhibition.

These observations indicated that the intrinsic patterns of
functional connectivity between the populations of dorsal horn
neurones determines their interaction with other neuronal
networks. Yet, several questions remained to be addressed,
among them, (a) how the functional connectivity of the neuronal
populations generating the different classes of spontaneous CDPs
changes after nociception and antinociception, (b) how the
concurrent changes in neuronal connectivity affect information
transmission and organization in sensory and motor pathways,
and (c) which neurones are involved in the generation of

the different classes of spontaneous CDPs, in addition to the
nCDPs and npCDPs.

To approach the first two questions we utilized Machine
Learning procedures that use similarity criteria for the automatic
selection and classification of the ongoing CDPs according
to their shape and amplitude (see Béjar et al., 2015; Martin
et al., 2015). We used this procedure to build dictionaries
with CDPs selected under basal (control) conditions to estimate
the changes produced during nociception and antinociception
on the probabilities of occurrence of the different classes of
CDPs, a task that would be otherwise difficult to achieve
using predetermined template selection methods such as
those employed in previous studies (see Chávez et al., 2012;
Contreras-Hernández et al., 2015).

The present study shows that in preparations with intact
neuroaxis, the intradermic injection of capsaicin reduced the
fractional probabilities of occurrence of most of the classes
comprising the small amplitude CDPs and increased the
probabilities of the largest CDPs. Following the systemic injection
of a small dose of lidocaine, the different classes of CDPs
temporarily displayed, rather closely, their fractional probabilities
of occurrence attained before the nociceptive stimulation.

The changes displayed by the different classes of CDPs during
the action of capsaicin and lidocaine were largely attenuated
in previously spinalized preparations, a finding suggesting that
supraspinal influences shape the activation and adaptability of
spinal networks in response to nociception.

By using a Markovian analysis, we further estimated the
transitions between the different kinds of CDPs induced
by capsaicin and lidocaine and constructed a global model
based on the changes in the behavior of the CDPs generated
along the whole set of lumbar segments. This allowed the
identification of the different states of functional connectivity
within the whole ensemble of dorsal horn neurones attained
during nociception and after the systemic administration
of lidocaine in preparations with the intact neuroaxis
as well as in previously spinalized preparations. These
observations provide additional evidence pertaining the
role of supraspinal influences in the shaping of the functional
connectivity between dorsal horn neurones, a process of
significance for information transmission and processing in
the spinal cord. A previous account of these findings has been
presented in Rudomin et al. (2016).

MATERIALS AND METHODS

General Procedures
The data analyzed in this report were obtained from
experiments included in a previous study (Contreras-
Hernández et al., 2018) performed in adult cats of both sexes
weighting between 2.4 and 4.5 Kg, initially anaesthetized
with pentobarbitone sodium (40 mg/kg i.p.). During
the dissection additional doses of pentobabitone sodium
(5 mg/kg/h) were given intravenously to maintain an adequate
level of anesthesia, tested by assessing that withdrawal
reflexes were absent, that the pupils were constricted
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and that systolic arterial blood pressure was between
100 and 120 mm Hg.

The lumbosacral and low thoracic spinal segments
were exposed by laminectomy and opening of the dura
mater. After the primary surgical procedures, the animals
were transferred to a stereotaxic metal frame allowing
immobilization of the head and spinal cord and pools
were made with the skin flaps that were filled with
paraffin oil to prevent desiccation of the exposed tissues.
The temperature was maintained between 36 and 37◦C
using radiant heat.

Subsequently, the animals were paralyzed with pancuronium
bromide (0.1 mg/kg) and artificially ventilated. The tidal
volume was adjusted to maintain 4% of CO2 concentration
in the expired air. During paralysis, adequacy of anesthesia
was ensured with supplementary doses of anesthetic
(2 mg/kg in an hour) and by repeatedly assessing that
the pupils remained constricted and that heart rate and
blood pressure were not changed following a noxious
stimulus (paw pinch).

Cord dorsum potentials were simultaneously recorded by
means of 8–12 silver ball electrodes placed on the surface of
the L4–L7 segments on both sides of the spinal cord using
separate preamplifiers (bandpass filters 0.3 Hz to 1 kHz),
visualized on-line and digitally stored for further analysis with
software written in MatLab (MathWorks) and LabView version
14 (National Instruments).

As described by Rudomin and Hernández (2008), 30 µl
of 1% solution of capsaicin diluted in 10% Tween 80
and 90% saline (around 7.5 µg/kg) were injected in the
plantar cushion of the left hindlimb. To avoid desensitization,
capsaicin was injected only once (Sakurada et al., 1992). The
effects of capsaicin started around 10–20 min after injection,
attained maximum values between 100 and 180 min and
persisted up to 4 h. The injection of capsaicin produced a
clear inflammatory response around the injection site (see
Rudomin and Hernández, 2008).

In this series of experiments, a solution of Lidocaine (5 mg/kg
diluted in 6 cc of isotonic saline) was slowly injected (20–
30 min) through a separate catheter inserted in the right femoral
vein. We used systemic application of lidocaine because this is
the procedure that has been successfully used both clinically
and experimentally to reduce neuropathic pain and preemptive
analgesia (see Woolf and Chong, 1993; Kissin, 2000).

The usual procedure was to make control recordings
of the spontaneous CDPs during 30–60 min that were
followed by recordings made after the intradermic injection
of capsaicin into the footpad of the left hindlimb and also
after the systemic administration of lidocaine. Spinalization
was performed by bathing the exposed T4 segment with
chilled Ringer solution for about 10 min, spraying it with
liquid nitrogen until it was completely frozen and sectioned
thereafter. At the end of the experiment, the animal was
euthanized with a pentobarbital overdose and perfused
with 10 p.c. formalin. The spinal cord was removed for
fixation and dehydration to examine the completeness of the
spinal sections.

Data Processing
Extraction of Spontaneous CDPs With Specific
Shapes and Amplitudes
To extract the CDP sequences we used the Machine Learning
method described in a previous study (Martin et al., 2015). To
this end, the whole procedure was divided into several steps
that included: (a) the extraction of the CDPs from the raw
recordings, (b) the classification and discretization of the selected
CDPs, and (c) the analysis of their behavior at different levels of
granularity in the spatial and temporal domain. This included the
construction of histograms to display the fractional probability of
occurrence of each class of the selected CDPs relative to the total
number of CDPs extracted from a fixed time window (5–10 min).
See Appendix for further details.

Sequential Behavior of the CDPs Recorded in
Lumbar Segments
We have previously shown (Martin et al., 2015) that the
dictionaries made with the CDPs extracted from control
recordings made in different experiments were relatively stable
during prolonged time periods (30–60 min). We also found
that in a given segment, each time set had a specific dynamical
behavior that was changed by the intradermic injection of
capsaicin as well as by spinalization.

In order to capture these differences and to obtain a high-
level description of the changes in the CDPs occurring during
the experiment in different spinal segments, we considered that
the firing of one set of neurones (and so, the generation of a
given class of CDP) depended on the last activated ensemble of
neurones. That is, on the preceding CDP. In other words, we
assumed that the generation of a given CDP could be described
as a Markovian process of degree 1 (see Martin et al., 2017).

This means that the organization of the networks involved
in the generation of the CDPs is not a simple probabilistic
independent activation of the different ensembles of neurons,
but rather a consequence of the structured connectivity between
them. Hence, we assumed that the set of transition probabilities
between the different classes of CDPs could provide relevant
information on the state of functional connectivity between
the different neuronal ensembles involved in the generation
of the examined CDPs, both at rest and during the different
experimental procedures. See Appendix for further details.

Likelihood Computation and Similarity Index
Definition
To compare sequences of CDPs generated in the same segment
during different experimental procedures, we defined a new
similarity measure. First, each segment and time step was
represented by a model consisting of the probability matrix of
conditional dependence limited to the last CDP. This model
was built from the sequence of CDPs recorded in segment l,
at time step s under the assumption of a Markovian behavior
of the sequence of order 1 (see Martin et al., 2017). We then
computed the likelihood of this model to generate data recorded
in another time step s’. This likelihood was used to estimate
if different time steps obtained from the same lumbar segment
under a specific experimental condition (e.g., control recordings)
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had or not a similar behavior. To build a similarity index for
the different steps, instead of working with probability values,
we worked (for numerical stability reasons) with the logarithm
of the probabilities.

Finally, given that maximum likelihood for a given sequence
obtained from the experimental data resembled the sequence
from which the model was created, we normalized the log
likelihood values to allow an easy comparison between steps.
Values were within the range [0.1], with 0 when the probability
of the model to generate a given sequence was 0, and 1 when
the probability of generating the sequence was the same as that
generated by the source data from which the model was built.
Notice that this is not a symmetric measure. However, we still
used it as an index of similarity to build neighborhood graphs,
where non-symmetric relations are common.

Similarity Graph Generation
This approach was used to obtain a high-level interpretation
of the behavior of the CDPs recorded in different spinal
segments induced by several experimental procedures. To this
end, for a given spinal segment, we computed the similarity
index between CDPs recorded during successive time steps
with a comparable Markovian structure. This information was
visualized by constructing a neighborhood graph where each
node represented a time step of the experiment and the
edges connected steps that were considered similar using the
criteria described in the previous section. In these graphs,
nodes were connected only to the most similar nodes that
also exceeded a threshold of similarity index. This procedure
allowed display of only the highly significant connections. As
detailed in the Appendix, the WalkTrap method (Pons and
Latapy, 2005) was followed to identify clusters of nodes that share
significant similarities.

Consensus Graph Generation
To obtain a general vision of the behavior of the whole lumbar
ensemble of dorsal horn neurones generating the selected classes
of CDPs, we generated a single consensus graph that included the
information obtained from all segments. To this end, we applied
ensemble methods used in machine learning that consider the
expert’s predictions to obtain a single consensus graph. In order
to increase the reliability of the obtained graphs we implemented
a majority voting procedure to obtain a single representation of
the whole behavior of the CDPs.

This procedure included the following: (a) given a lumbar
segment, for each step in that segment we made a list with the
most similar steps above a threshold. This list was considered as
votes for the similar steps in that segment, (b) we collected the
votes produced in all lumbar segments, (c) a consensus graph
was built with a node for each step with lines joining the k most
voted steps, and (d) the graph was segmented into clusters of
nodes using the WalkTrap method. The consensus graph not
only describes the overall behavior of the neuronal networks
but also describes it with a degree or reliability higher than that
obtained by observing the selected set of CDPs in each segment
(see Appendix for more details).

Similitude Between Pairs of Histograms of CDPs
In order to assess the similarity in the probability distribution
of the CDPs generated in a given segment during different
maneuvers, we used a similarity measure to compare the
histograms of the clusters of CDPs. This measure is based on the
test developed in Bityukov et al. (2016). Let us consider a simple
model with two histograms where the random variable in each
bin obeys the normal distribution

p(x|nik) =
1

√
2πσik

e−
(x−nik)

2

2σik (1)

where the expected value in the bin i is equal to nik and the
variance σ2

ik = nik and k is the histogram number (k = 1, 2).
We define the significance as

Ŝi =
n̂i1 − n̂i2√
σ̂2

i1 + σ̂2
i2

(2)

where n̂ik is an observed value in the bin i of the histogram k and
σ̂2

ik = n̂ik. This model can be considered as the approximation of
the Poisson distribution by the Normal distribution. The values
nik (i = 1, 2,..., M, k = 1, 2) are the numbers of events appeared
in the bin i for the histogram k. We consider the RMS (the root
mean square) of the distribution of the significances

RMS =

√∑M
i=1(Ŝi − S̄)2

M
(3)

Here, S̄ is the mean value of Ŝi. The RMS measures the distance
between two histograms. If total number of events N1 in the
histogram 1 and total number of events N2 in the histogram 2
are different, then the normalized significance Ŝi(K) is calculated
as follows

Ŝi(K) =
n̂i1 − Kn̂i2√
σ̂2

i1 + K2σ̂2
i2

(4)

where K = N1/N2. The relation RMS2 = χ2/M− S̄2 exists for the
distribution of significances where χ2

=
∑M

i=1 Ŝ2
i . One can show

that the distribution of observed significances is close to normal
distribution with the RMS ∼ 1. This distance measure between
two histograms has a clear interpretation: RMS ∼ 0 histograms
are identical, RMS ∼ 1 both histograms are obtained from the
same parent distribution, RMS� 1 histograms are obtained from
different parent distributions.

RESULTS

Effects of Capsaicin and Lidocaine on
Different Classes of CDPs Recorded in
Preparations With Intact Neuroaxis
As in previous studies (Manjarrez et al., 2000, 2003; Chávez et al.,
2012; Contreras-Hernández et al., 2015; Martin et al., 2017), we
found that the ongoing potentials recorded in the dorsum of
the lumbar spinal segments included a series of brief potentials
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(CDPs), some of which appeared synchronously in different
segments (Figure 1A). By 1 h after the nociceptive stimulation
produced by the intradermal injection of capsaicin, the ongoing
CDPs showed, in addition to the brief potentials, a series of
slow synchronized oscillations (Figure 1B) that were transiently
suppressed after the systemic injection of lidocaine, leaving
sequences of brief potentials that resembled those recorded
before the injection of capsaicin (Figure 1C). As the effect of
lidocaine faded, the slow oscillations reappeared and were, in fact,
more apparent than those recorded just before the administration
of lidocaine (Figure 1D). Following acute spinalization, the slow
synchronized oscillations were no longer observed and brief
synchronized potentials were again generated (Figure 1E). These
potentials appeared to be marginally affected by the second
injection of lidocaine (Figure 1F).

One of the questions that were left unanswered in our
previous study (Contreras-Hernández et al., 2018) pertained
the mode of action of capsaicin and lidocaine on the patterns
of functional connectivity between the dorsal horn neuronal
ensembles involved in the generation of specific sets of CDPs.
We assumed that some clues could be obtained by examining
the changes on the probabilities of occurrence of the different
classes of ongoing CDPs induced by nociception as well as
during the antinociception produced by systemic lidocaine. To
this end, we used machine learning (see section “Materials and
Methods” and specially Martin et al., 2015) to identify and select
the ongoing CDPs recorded in each segment according to their
shape and amplitude and examine how capsaicin, lidocaine, and
spinalization affected the fractional probabilities of occurrence of
each class of CDPs.

Figures 1G,H show the means of the 12 different classes
of CDPs selected from recordings made in segments L5rL (left
rostral L5 lumbar segment) and L6rL (left rostral L6 lumbar
segment). These CDPs were ordered according to their control
probabilities of occurrence during each of the 10 min steps and
displayed as vertical black bars in the corresponding histograms.

It may be seen that some of the selected CDPs started from
a flat baseline and were purely negative, resembling the nCDPs
reported in previous studies (e.g., classes 2 and 9 in L5rL and
classes 1 and 6 in L6rL), while others were negative-positive
(classes 8 and 12 in L5rL and classes 5, 9, and 12 in L6rL)
resembling the npCDPs. There were in addition other classes of
CDPs in which the main negative potential was preceded either
by a slow negative component (classes 6, 7, and 10 in L5rL and
classes 4, 7, and 8 in L6rL), or by a positive component (classes 1,
4, and 11 in L5rL and classes 3 and 11 in L6rL).

As shown by the black bars in the histograms, in both
segments the fractional probabilities of occurrence of each class
of the selected CDPs were relatively constant during the control
periods (three consecutive 10 min bins in this case). Quite
interestingly, the classes comprising the smallest CDPs recorded
during the control periods had higher fractional probabilities of
occurrence than the classes including the largest CDPs (see also
Martin et al., 2015).

The red bars in the histograms show that the intradermal
injection of capsaicin had mixed effects on the fractional
probabilities of occurrence of the CDPs: they were gradually

reduced in some of the classes comprising the smallest CDPs
(classes 1–5 in segment L5rL and classes 1–3 in segment L6rL),
increased in other classes of CDPs (classes 7, 8, and 10 in
segment L5rL and classes 7, 8, 10–12 in segment L6rL), or else
remained unaffected.

After the systemic injection of lidocaine (blue bars), the
effects of capsaicin were reversed in a differential manner for
a short time period (20–40 min). That is, lidocaine increased
the probabilities of those CDPs showing low probabilities of
occurrence after capsaicin and reduced the probabilities of
the CDPs with higher probabilities. The reversal by lidocaine
of the effects of capsaicin was over by 60–80 min after its
systemic administration. After spinalization, the probabilities of
occurrence of the different classes of CDPs (white bars) were also
changed but to a smaller extent by a second injection of lidocaine.

We have performed a Student’s t-test to assess the changes in
the fractional probabilities of occurrence in each of the different
classes of CDPs displayed in the histograms of Figures 1G,H
induced by capsaicin, lidocaine, and spinalization. To this end we
used as reference the average of the three control probabilities
that were compared with those obtained during the different
procedures at the times indicated with the brackets on the
histograms. Statistical significance between the different sets is
indicated in the figure by the asterisks (∗∗∗p< 0.001, ∗∗p< 0.01,
and ∗p< 0.05).

The finding that the shapes of the different classes of the
CDPs selected in segment L5rL resembled rather closely those
extracted from recordings made in segment L6rL (and in other
lumbar segments as well) further supports our previous proposal
that the different classes of CDPs are generated by the activation
of a segmentally distributed ensemble of interconnected dorsal
horn neurones (Manjarrez et al., 2000, 2003; Chávez et al., 2012;
Contreras-Hernández et al., 2015; Martin et al., 2017).

State Transitions
To have some information on the global state of the neuronal
networks involved in the generation of the different classes of
CDPs, we used similarity procedures to compare the probabilities
of occurrence of all the classes of CDPs generated in a given
segment during a particular moment with the probabilities of the
potentials generated at another time in the same segment. For
example, on the extent to which the set of CDPs recorded during
the Control 1 period resembled the potentials recorded during
the Control 2 period and so on.

In order to assess the differences between the probabilities
of occurrence of the whole set of the selected classes of
CDPs during the different maneuvers we used a test based on
the significance of differences between histograms (see section
“Similitude Between Pairs of Histograms of CDPs”). The obtained
RMS values were displayed in a matrix relating the similarity of
the histograms. Figures 2A,B shows the evolution of the changes
in the probabilities of occurrence of the CDPs recorded in two
neighboring spinal segments (L5rL and L6rL), measured by the
RMS of the distribution of significances.

This figure displays the RMS values between pairs of
histograms. The lower the RMS values, the more similar the
histograms (see color scale on the right). A zero RMS would
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FIGURE 1 | Changes in the shape dictionaries of the CDPs recorded in two spinal segments during the action of capsaicin and lidocaine and after spinalization.
(A–F) Samples of raw recordings of the ongoing CDPs made in the left and right sides of the caudal region of the L5 segment (L5cL and L5cR) and rostral region of
the L6 segment (L6rL and L6rR), as indicated. (A) Control. (B) 70 min after the intradermic injection of capsaicin in the left hindpaw. (C,D) 30 and 90 min after the
first injection of lidocaine. (E) 20 min after a complete spinal transection at T4 and (F) 20 min after a second injection of lidocaine. (G,H) Shape dictionaries of the
CDPs recorded in the L5rL and L6rL lumbar segments and histograms of the fractional probabilities of occurrence of each shape during successive time steps, as
indicated. Black bars, control steps. Red bars, capsaicin steps; Blue bars, after the first administration of lidocaine. White bars, spinalization steps followed by a
second administration of lidocaine. The brackets and asterisks over each set of columns indicate the statistical significance of the fractional probabilities of
occurrence of each class of CDPs and the corresponding control probabilities (∗∗∗p < 0.001, ∗∗p < 0.01, and ∗p < 0.05). See text for further explanations.
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FIGURE 2 | (A,B) Comparison of the histograms of probabilities of the CDPs recorded in two spinal segments (L5rL, L6rL) during the action of capsaicin and
lidocaine and after spinalization using the RMS of the distribution of significances. Each change in maneuvre induces an important change in the distribution of the
probabilities of occurrence of the CDPs with different shapes. Each matrix value shows RMS statistic for a given pair of steps of the experiment. Values closer to
approximately 0–2 (darkest colors) mean that histograms of probabilities of CDPs in both steps are significantly similar according to RMS significance test. The
higher the value of RMS, the higher the differences in the histogram of probability of the CDPs. See section “Similitude Between Pairs of Histograms of CDPs” for
further details.

indicate that both histograms were identical. Higher RMS values
would mean increasing dissimilarities. It may be seen that
both matrices were remarkably similar in general with minor
differences in detail (see color patterns). For example, the first
three vertical columns in the left side of the figure (control
histograms) were rather similar to each other in both segments
(low RMS values, dark blue). They became gradually dissimilar
during the action of capsaicin, slightly more in the L6 than in
the L5 segment (light blue, steps 1–3 to green, steps 4–9). The
histograms obtained after the first injection of lidocaine became
temporarily similar to the control histograms in both segments
(shift to dark blue, steps 1–6) and dissimilar later on (shift to
light green, steps 7–11), thus resembling the effects of capsaicin.
Spinalization reduced similarity with control histograms rather
abruptly (shift to yellow) that was again slightly increased after
the second injection of lidocaine. Notice that the effects produced
by lidocaine before and after spinalization were quite dissimilar.

Figures 3A,B illustrates the transitions produced by capsaicin,
lidocaine, and spinalization on the different classes of CDPs
extracted from the rostral regions of the L5 and L6 segments in
the left side obtained from the same set of data as those used to
generate Figure 1. Each graph shows the similarity of the whole
set of CDPs obtained at a given moment with the CDPs recorded
at other times. The structure of the CDPs recorded during each
procedure can be identified by the internal similarities among
each one of the steps as show in Figure 2. For example, in
Figures 3A,B, control steps 1, 2, and 3 appear close together, both
in segment L5rL and in segment L6rL, suggesting that the control
distributions of the different classes of CDPs in each segment
were rather similar and behaved alike in these segments. These

control groups became clearly differentiated from the capsaicin
steps 5–9 in segments L5rL and L6rL.

After lidocaine, the node distributions transiently resembled
the control distributions (e.g., lidocaine steps 1–6 in L5rL and
in L6rL). Later on (steps 7–11), the distributions attained in
segments L5rL and L6rL resembled those seen during capsaicin
steps 5–9. They became separated after spinalization (spinal
steps 1 and 2). Quite interestingly, after the second injection
of lidocaine applied in the already spinalized preparation, the
distributions remained within the same cluster in segment
L5rL but not in segment L6rL. The transitions between the
different classes of CDPs produced by capsaicin and lidocaine
illustrated in Figures 3A,B were not limited to the L5 and L6
segments, but were also seen in all the other spinal segments
(not illustrated). Although each one of them displayed its own
particular features, the transitions between the different classes of
CDPs followed similar patterns, in the sense that in all segments
each experimental procedure shifted the state of functional
connectivity in a similar direction.

In other words, every group of steps from the individual
graphs remained clustered nearly in the same way in all lumbar
segments. So, if these structures were similar at the local level, it
is possible that they would also do it in a global level.

Consensus Graphs
We have used the consensus graphs to examine the effects of
nociception and antinociception on the global behavior of the
CDPs recorded in both sides in the L4 to L7 spinal segments.
The data depicted in Figures 3A,B show state transitions of
the CDPs generated in two spinal segments following the
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the CDPs recorded in two different spinal segments, as indicated. These graphs were constructed with k = 3 and S = 0.9. Each node represents a different step of
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intradermal injection of capsaicin, how the systemic injection
of lidocaine temporarily reversed these state transitions and
how they were affected by a subsequent spinalization. It thus
seemed of interest to examine the state transitions of the
whole segmental ensemble of CDPs induced by the different
experimental procedures. That is, of the global state transitions.
This was achieved by building a unique consensus graph using a
majority voting procedure (see section “Materials and Methods”
and Appendix).

Figure 3C shows the consensus graph obtained from the
data recorded in segments L4–L7 in both sides, in the
same experiment as that of Figure 1. In this case, similar
nodes were grouped in the same cluster. The red arrows
indicate the temporal sequence of the transitions between the
different nodes in each cluster induced by capsaicin, lidocaine,
and spinalization.

Cluster 1 includes the control nodes (control steps 1–3,
circles). The injection of capsaicin produced an initial transition
of the nodes to cluster 2 (capsaicin steps 1–4, squares), and later
on to cluster 3 (capsaicin steps 5–9, squares). The injection of
lidocaine again shifted the nodes, initially to cluster 2 (lidocaine

step 1, upward triangle) and later on to cluster 1 (lidocaine steps
2–4, upward triangles) resembling the control nodes.

As the effect of lidocaine faded, the nodes appeared in cluster
2 (lidocaine steps 5–6, upward triangles), later on in cluster 3
(lidocaine steps 7–8, upward triangles) and then in cluster 4
(lidocaine steps 9–11, upward triangles). Clusters 5 and 6 include
the nodes obtained after spinalization (diamonds) and the second
injection of lidocaine (downward triangles), respectively. It is
quite clear that the configuration of the CDPs in these clusters had
no resemblance with the configuration seen before spinalization.

In Contreras-Hernández et al. (2018), we examined the
functional relations between the dorsal horn neuronal networks
involved in the generation of the synchronized activity in
different spinal segments by calculating the coefficients of
correlation between the different sets of segmental potentials
recorded during 10 min periods. These data were used to
construct the correlogram illustrated in Figure 4A. The first
column in this correlogram (Control 0) displays the coefficients
of correlation between the different paired sets of L4–L7 CDPs
recorded with the ensemble of 12 electrodes. These coefficients
were arranged in decreasing order and displayed vertically (see
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between paired sets of CDPs generated during successive 10 min recording periods. The coefficients of correlation obtained during the Control 0 period are shown
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colored scale). The other columns show the coefficients obtained
during successive 10 min non-overlapping recording periods
made continuously along the whole experiment. They were
displayed keeping the same order as that of the coefficients
obtained during the control 0 recording period.

It may be seen that capsaicin gradually increased the
correlation between the CDPs recorded from different segments
and that this effect was transiently reduced after the systemic

injection of lidocaine. The patterns in correlation observed
after the effects of lidocaine faded were drastically changed
after a high acute spinalization and were barely affected
by the second injection of lidocaine (for more details see
Contreras-Hernández et al., 2018).

This graph was introduced to compare the changes in
the coefficients of correlation between the CDPs induced by
capsaicin, lidocaine, and spinalization with the state transitions
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inferred from the consensus graph displayed in Figure 3C. The
arrows and symbols together with the horizontal lines at the
bottom of the correlogram in Figure 4A show the distribution
of the six clusters and their nodes obtained from the consensus
graph illustrated in Figure 3C. The nodes belonging to the same
cluster are joined with a horizontal line.

As shown in Figure 4B, there was a clear correspondence
between the grouping of the nodes in particular clusters
and the patterns of correlation between the CDPs displayed
during the different periods. This correspondence was assessed
by comparing the similarity indices between the sets of
coefficients of correlation indicated by the nodes obtained from
the consensus graphs illustrated in Figure 3C. A similarity
index of 0 would indicate identity between the two sets
of coefficients of correlation, while an index of 1.0 would
indicate that the two sets were completely different (see section
“Materials and Methods”).

It then follows that the data sets included within cluster
1 had similarity indices between 0.274 and 0.304, suggesting
a reasonable similarity between them. This was also the case
for the data included in clusters 2 and 3, as well as for
clusters 4–6. It should be noted that after spinalization, the
similarity indices of the data included in clusters 5 and 6
were pretty low, suggesting that in the absence of descending
influences, the correlation between the CDPs recorded from
different segments was relatively steady, even after the second
injection of lidocaine (see Contreras-Hernández et al., 2018, for
further details).

Figure 5 shows the consensus graph obtained in another
experiment where we followed the same protocol. In this
case, the nodes were grouped in three clusters. Cluster 1
comprised six similar control nodes (steps 1–6, circles). By
10 min after the injection of capsaicin, the nodes shifted to
cluster 2 where they remained during 3 h (steps 1–18, squares).
Immediately after the injection of lidocaine (step 1, upward
triangles) the node shifted again to cluster 1 and so were the
nine following steps (steps 2–10, upward triangles). Later on,
lidocaine steps 11 and 12 shifted back to capsaicin cluster
2. After spinalization, the nodes were again shifted, this time
to a separate cluster and remained there for at least 1 h
(spinal steps 1–6).

In summary, the consensus graphs depicted in Figures 3C,
5 indicate that capsaicin changes the state of functional
connectivity between the neurones involved in the generation
of the different classes of CDPs and that the acquired state is
temporarily reverted to the control configuration by lidocaine.
They also show that the transition between clusters produced by
capsaicin and lidocaine is shaped by supraspinal influences that
are suppressed after spinalization.

Which Are the Effects of Capsaicin and
Lidocaine Applied in Previously
Spinalized Preparations?
In Contreras-Hernández et al. (2018), we showed that after
spinalization the effects of capsaicin and lidocaine on the
correlation between different sets of CDPs were significantly

attenuated. Yet, the question remained if capsaicin and
lidocaine had some action when applied in previously spinalized
preparations. Clearly these two situations are not necessarily
equivalent, because capsaicin applied in a preparation with intact
neuroaxis will activate ascending pathways reaching supraspinal
structures which in turn promote descending influences that
modulate the functional connectivity between the dorsal horn
neuronal ensembles distributed along the lumbar segments
(Ramírez-Morales et al., 2019). These descending control
mechanisms include activation of 5-HT and dopaminergic
fibers that may produce long lasting changes of synaptic
transmission along a diversity of spinal pathways, including
activation of silent synapses (Suzuki et al., 2004). Application
of capsaicin in a previously spinalized preparation would
certainly eliminate the descending control activated by the
nociceptive stimulus.

Figures 6A–E shows the ongoing CDPs recorded in the L5 and
L6 segments in both sides of the spinal cord and how this activity
was changed by spinalization and by the subsequent injection
of capsaicin and lidocaine. It may be seen that spinalization
increased the frequency of the ongoing CDPs, some of which
remained synchronized (Figures 6A,B). The records displayed
in Figure 6C were taken 65 min after the intradermal injection
of capsaicin and resembled those displayed in Figure 6B,
suggesting that capsaicin had a relatively weak effect on the
functional relations between the neuronal sets involved in the
generation of the different classes of CDPs. Nevertheless, the
low frequency activity recorded after the injection of capsaicin
was temporarily reduced following the systemic injection of
lidocaine (Figures 6D,E).

Figures 6F,G shows the 12 classes of CDPs that were selected
with the machine learning procedures from recordings made
in the L5rL and L6rL segments, respectively. These classes
were obtained from recordings made before spinalization and
were used as a reference for the selection of the different
classes of CDPs generated after spinalization as well as after the
administration of capsaicin and lidocaine. In general, the selected
CDPs resembled those observed in the preparation with intact
neuroaxis displayed in Figures 1G,H. That is, some classes of
CDPs started from a flat baseline and were negative or negative
positive, while slow negative or positive potentials preceded other
classes of CDPs.

The histograms displayed below the CDPs show that
spinalization slightly increased the probability of occurrence of
some of these potentials (e.g., classes 3, 9, 10, and 12 in segment
L5rL and classes 6, 7, 8, and 11 in segment L6rL, while at the
same time the probabilities of other classes were reduced (classes
1, 2, 4, 5, and 6, in L5rL and classes 3, 4, and 5 in L6rL), or else
remained unchanged.

In contrast with what has been observed in the preparation
with intact neuroaxis (Figures 1G,H), capsaicin injected
after spinalization had rather small effects on the fractional
probabilities of occurrence of the CDPs. Some were weakly and
transiently increased (classes 5 and 10 in L5rL and classes 6, 7, and
11 in L6rL) while others were slightly reduced (classes 1 and 3 in
L5rL and classes 8, 9, and 10 in L6rL). The statistical significance
of the changes produced by capsaicin and lidocaine on the
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fractional probabilities of occurrence of the different classes of
CDPs relative to the probabilities of the potentials recorded after
spinalization (white columns) is indicated by the brackets and
asterisks above the corresponding columns.

Another difference with the changes of the CDPs observed in
the preparation with intact neuroaxis was that in the spinalized
preparation the capsaicin-induced changes had a slower time
course. Lidocaine applied after capsaicin also increased the
probabilities of occurrence of some classes of CDPs and
reduced the probabilities of other classes, but the effects were
relatively small.

Figures 7A,B show the changes in the patterns of similarity
between the different sets of CDP histograms. It may be
seen that after spinalization the histograms representing the
global behavior of the CDPs recorded in the L5rL and L6rL
segments showed no similarity with the histograms obtained
before the spinal section. Yet, capsaicin and lidocaine changed
the similarity patterns, apparently in the same direction
as in the preparation with intact neuraxis. These changes
lead to the grouping of the histograms in separate clusters
(Figures 8A,B).

Figure 8C shows the consensus graph of the effects produced
by capsaicin and lidocaine applied after spinalization. These
graphs were obtained from the data recorded in all segments
in the same experiment as that of Figure 6. In the consensus
graph, similar nodes were grouped in five clusters. The red
arrows indicate the temporal sequence of the transitions between
the different clusters induced by spinalization, capsaicin, and
lidocaine. It may be seen that spinalization first shifted the
control nodes (control steps 1–3, circles) from cluster 1 to
cluster 2 (spinal steps 1–2, diamonds) and later on to cluster

3 (spinal steps 3–4, diamonds). The injection of capsaicin
shifted the nodes to cluster 4 (capsaicin steps 1–4, squares) and
later on to cluster 5 (capsaicin steps 5–8, squares) that also
included the CDPs recorded during the first 20 min after the
injection of lidocaine (lidocaine steps 1–2, upward triangles).
After that, the nodes first shifted to cluster 2 (lidocaine steps
3–6, upward triangles) and later on to cluster 3 where they
remained until the end of the recording period (lidocaine steps
7–11, upward triangles). The correlogram depicted in Figure 9A
allows comparison of the changes in the patterns of correlation
between the CDPs induced by capsaicin and lidocaine in the
already spinalized preparation with the distribution of the nodes
and clusters obtained from the consensus graphs displayed in
Figure 8C. It may be seen that in the absence of a supraspinal
control, capsaicin and lidocaine still affected the functional
connectivity between the dorsal horn neurones, even though the
changes in correlation between the CDPs recorded from different
segments were not as marked as those seen in preparations
with intact neuroaxis (see Contreras-Hernández et al., 2018, for
further details).

Figure 10 displays the consensus graph constructed with
data obtained in another experiment. It may be seen that the
nodes of the segmental CDPs recorded before spinalization
(steps 1–4, circles) were rather similar and were grouped
in cluster 1. Those obtained soon after spinalization (steps
1–4, diamonds) were transiently shifted to cluster 2, then
to cluster 3 (steps 5–8, diamonds) and back to cluster
2 (steps 9–10, diamonds), that also comprised the nodes
obtained during the first 40 min after the injection of
capsaicin (steps 1–4, squares). Subsequently, the nodes shifted
to cluster 4 (steps 5–10, squares) that also included the
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Frontiers in Systems Neuroscience | www.frontiersin.org 12 September 2019 | Volume 13 | Article 4750

https://www.frontiersin.org/journals/systems-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/systems-neuroscience#articles


fnsys-13-00047 September 24, 2019 Time: 17:44 # 13

Martín et al. Adaptive Transitions in the State of Functional Connectivity

BA

Cont

Caps

Lido

Spin

tno
C

spa
C

odiL

nip
S

Lr6LLr5L

0

1

3

Cont

Caps

Lido

Spin

tno
C

spa
C

odiL

nip
S

0

1

3

FIGURE 7 | (A,B) Comparison of the histograms of probabilities of the CDPs recorded in two spinal segments (L5rL, L6rL) during the action of capsaicin and
lidocaine in a previously spinalized preparation. Same format as that of Figure 2. Note that immediately after spinalization the patterns of the ongoing CDPs were
drastically changed and were quite different from the control patterns (shift from deep blue to green). Yet, they were still modified following the administration of
capsaicin and lidocaine suggesting persistence of dynamic processes. See text for further explanations.

B

C

L6rL

1

2,3

3,4

1,2

1,2

9,10

11

1,2

3,4

5,6

7,8

7,8

5,6

3,4

3,41,2

5,6

2,3

1,2

1,2

7,8

7,8

1

3,4
3,4

5,6

Cluster 1

Cluster 4

Cluster 3

Cluster 5

Cluster 2

9,10
11

Control
Capsaicin
Lidocaine

Spinal

L5rLA

1

2,3

3,4

1,2 3,4

7,8

5,6
9,10

1,2

3,4

5,6

7,8

1,2

11

1,2

FIGURE 8 | Effects of capsaicin and lidocaine applied after spinalization on the similarity and consensus graphs of the CDPs recorded from different spinal
segments. (A,B) Similarity graphs of CDPs recorded in two different spinal segments, as indicated. These graphs were constructed with k = 3 and S = 0.9. As in
Figures 3A,B, each node represents a different step of the experiment and each cluster includes nodes among the k most similar models found by applying the
WalkTrap clustering method. (C) Consensus similarity graph (k = 4, mst = 0.9, k2 = 3). See text for further explanations.

Frontiers in Systems Neuroscience | www.frontiersin.org 13 September 2019 | Volume 13 | Article 4751

https://www.frontiersin.org/journals/systems-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/systems-neuroscience#articles


fnsys-13-00047 September 24, 2019 Time: 17:44 # 14

Martín et al. Adaptive Transitions in the State of Functional Connectivity

Control 0 Spinal Lidocaine 1Capsaicin

15 min

 1

 0.5

 0

�

Cluster 1
Cluster 3

Cluster 4

Cluster 2

Cluster 5

Cluster 1

0.168

0.258

0.146

Cluster 5

0.161

0.380

0.103

Cluster 4

0.245

0.099

0.134

Cluster 2

0.195
0.592

0.547

0.553

0.1380.138

1 2

3

4

5

A

B

Cluster 3

0.272

0.290

0.313

0.106
0.206

1 2

3 4

1 2 3

1 2 3 4 5 6 7 8 1 2

3 4

7 8 9 10

5 6

FIGURE 9 | Effects of capsaicin and lidocaine applied after spinalization on the correlation between the paired sets of CDPs. Same format as that of Figure 4.
(A) Changes in correlation between the different paired sets of CDPs produced by spinalization, capsaicin, and lidocaine. The arrows joined with an horizontal line
displayed below the correlogram comprise nodes with similar classes of CDPs taken from the consensus graph shown in Figure 8C. (B) Similarity indices between
the sets of coefficients of correlation during some of the steps obtained from the consensus graph, as indicated. Further explanations in text. The graph displayed in
A was taken from Contreras-Hernández et al. (2018) and is reproduced with permission of Journal of Physiology.

nodes generated during the first 40 min after lidocaine (steps
1–4, upward triangles) and finally to cluster 2 (steps 5–8,
upward triangles).

In summary, the consensus graphs depicted in Figures 8C, 10
indicate that in the previously spinalized preparation, capsaicin,
and lidocaine also change the state of functional connectivity
between the neurones involved in the generation of the

different classes of CDPs. Yet, as shown in Figure 9A (see also
Contreras-Hernández et al., 2018), in the spinal preparation
the effects on the overall correlation between the CDPs
produced by capsaicin and lidocaine were relatively weak,
suggesting that in the preparation with intact neuroaxis
the transitions between clusters during nociception and
antinociception is dominated by supraspinal influences. At
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this point, we have no information on whether in the spinal
preparation the same or different dorsal horn neurones are
activated by capsaicin before or after spinalization and on
the kind of interaction that these neurones have with other
spinal pathways.

DISCUSSION

Capsaicin and Lidocaine Change in a
Structured Manner the CDPs Selected
With Machine Learning Procedures
We have now used machine learning similarity procedures to
build dictionaries of spontaneous CDPs selected according
to their shape and amplitude to disclose the changes
produced in each of them by the experimental procedures
associated with nociception (see Martin et al., 2015). We
found that under control conditions (i.e., before capsaicin,
lidocaine, or spinalization) most of the classes comprising
the smallest CDPs were produced during a state of low
neuronal synchronization. They occurred more often than
classes comprising the largest CDPs that were instead
generated during states of higher synchronization. We also
found that capsaicin had opposite effects on the fractional
probabilities of occurrence of some classes comprising the
smallest and largest CDPs.

The differential action of capsaicin on the different classes
of CDPs could be explained assuming that these population
potentials were generated by a segmentally distributed
ensemble of interconnected dorsal horn neurones, and that
the changes in the probabilities of occurrence of each class
resulted from dynamic modifications in the interaction

between neurones within the same ensemble, as it has been
proposed for the generation of the nCDPs and npCDPs
(Contreras-Hernández et al., 2015).

An alternate explanation to the differential action of capsaicin
in preparations with intact neuroaxis would be that each class of
CDPs was generated by a specific set of strongly interconnected
neurones (modules?) distributed along the different spinal
segments. Capsaicin would inhibit, either directly, or via
descending pathways, the neurones in some of the modules and
at the same time activate the neurones in other modules, perhaps
via the on and off brain-stem neurones (Basbaum and Fields,
1978; Urban and Gebhart, 1999; Vanegas and Schaible, 2004;
Brooks and Tracey, 2005; Smith et al., 2006; Ossipov et al., 2010;
Brink et al., 2012).

It should be noted that a fair number of the selected CDPs were
preceded by slow negative or positive potentials and few started
from a flat baseline (see Figures 1G,H, 6F,G). At present we don’t
know if these potentials were produced by the same neuronal
ensemble that generates the selected CDPs or if they were
generated by the activation of separate neuronal ensembles that
affected the probabilities of occurrence of the ensembles involved
in the generation of the CDPs, as suggested by Markovian
analysis (see below).

The finding of some classes of CDPs whose probabilities of
occurrence were not changed by capsaicin and lidocaine suggests
in addition that the neurones involved in the generation of these
potentials were not directly related to nociception but could still
control information transmission in other pathways as suggested
by recent observations of Ramírez-Morales et al. (2019), who
found that the dorsal horn field potentials produced by activation
of low threshold afferents signaling joint position, were basically
unaffected after the intradermic injection of capsaicin, in
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contrast with the facilitation of the responses produced by
stimulation of high threshold myelinated fibers conveying
nociceptive information.

Future research should be addressed to relate the activity of
individual, functionally characterized dorsal horn neurones with
the different classes of CDPs and to examine how this relation is
affected during nociception and antinociception.

The Assemblage of CDPs in a Specific
Cluster Defines the State of Functional
Connectivity Between Specific Sets of
Dorsal Horn Neurones
By using a Markovian approach, we were able to compare
the similarities between the whole set of CDPs recorded in a
given segment with the CDPs generated in the same segment
under different experimental conditions (Figures 3A,B). We
assumed that grouping in the same cluster the different classes
of CDPs according to similarity criteria defines the functional
state of connectivity of the dorsal horn neuronal network in that
particular segment at a given moment. In contrast, the uniquely
generated consensus graphs (see Figure 3C) provide a general
vision of the behavior of the whole ensemble of dorsal horn
neurones by including information obtained from all segments
with a degree of reliability higher than that obtained by observing
the selected sets of CDPs in each segment. The clusters displayed
in the consensus graphs would then illustrate the transition
between the different functional states induced by nociception
and antinociception.

Our observations suggest further that the system does
not operate as a causally deterministic relay but instead as
a probability system able to process and/or modulate the
output behavior (increased/decreased/total blockade) through
the operation of specific sets of intraspinal neurones. It is
tempting to suggest that the spontaneous synchronous and
coordinated neuronal activity recorded in the dorsal horn
of the spinal cord represents pieces of complex dynamic
adaptive behaviors associated to particular functional states of
the spinal neuronal networks that may behave as functional
units that control the balance between excitation and inhibition,
as part of the homeostatic processes involved in health
and disease. It thus seems possible, as suggested in our
previous study (see Contreras-Hernández et al., 2018), that
the changes in spinal circuitry produced by acute nociceptive
stimulation are part of the response of the system in
conditions of self-organized criticality in which descending
control can shift the spinal neuronal networks to a different
functional state.

In this context, we would like to point out that even
though the term “adaptation” has been traditionally used to
describe the reduction of the responses recorded in afferent fibers
following sustained activation of peripheral receptors (Adrian
and Zotterman, 1926), as well as the modifications of the
reflex responses produced by repeated sensory stimulation (Grau
et al., 2014), a more general definition of adaptation comprises
the frequently used term “adaptive” that characterizes dynamic
changes in neuronal connectivity under a variety of physiological

and pharmacological conditions used to induce contextual
modulations in neuronal functional connectivity lasting for
minutes that shape transmission of sensory information in a
structured manner (Holland, 2006).

The exact nature and mechanisms of criticality, and its
functional role are still an open question. Criticality is a
fundamental concept to understand the operation of complex
adaptive systems and is defined as a specific type of behavior
observed when a system undergoes a transition between
different phases (Strogatz, 2000). Criticality maximizes the
dynamic range of the responses to different inputs (Kinouchi
and Copelli, 2006; Shew et al., 2009, 2011; Yang et al.,
2012; Meisel et al., 2013), and it has been proposed that
complex dynamical adaptive systems such as large neuronal
networks in the central nervous system operate in a critical
state through an active decentralized process known as self-
organized criticality (Bak et al., 1988; Bornholdt and Rohlf,
2000; Levina et al., 2009; Meisel and Gross, 2009; Droste et al.,
2013). One possible explanation to the differential action of
capsaicin on the functional connectivity (correlation) between
the dorsal horn neuronal networks involved in the generation
of the different classes of CDPs, as well as on their different
probabilities of occurrence, might be related to different states
of criticality induced by nociception simultaneously on different
neuronal ensembles.

Some Functional Implications of the
Capsaicin-Induced Changes on the
Probabilities of Occurrence of the
Different Classes of CDPs
We have shown previously that the spontaneous nCDPs
recorded in the lumbar cord were associated with states of
low neuronal synchronization and that in these conditions
there was a concurrent activation of the pathways mediating
non-reciprocal Ib post-synaptic inhibition. In contrast, during
states of increased neuronal synchronization, as well as after
the acute section of the superficial peroneal (SP) and sural
(SU) nerves, npCDPs were preferentially generated, suggesting
increased activation of the pathways leading to primary afferent
depolarization and presynaptic inhibition (Chávez et al., 2012;
Contreras-Hernández et al., 2015).

These findings led us to examine the extent to which the
nociceptive stimulation produced by the intradermal injection
of capsaicin in preparations with intact neuroaxis affected the
probabilities of occurrence of the CDPs selected with the machine
learning procedures, even though so far the nCDPs and npCDPs
are the only classes of CDPs that we have been able to associate
with the activation of specific inhibitory pathways.

The data displayed in Figures 1G,H show that capsaicin had
a differential action on the fractional probabilities of occurrence
on the different classes of CDPs. We have assumed that these
changes contribute to the development of the capsaicin-induced
hyperalgesia. Although the individual and global contribution
of each class to the development of hyperalgesia remains as
an open question, it is tempting to suggest that the decreased
probabilities of occurrence of the smallest CDPs (most of them
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nCDPs) led to a reduced activation of glycinergic neurones and
this effect had some role in the development of hyperalgesia
and allodynia, as suggested by the observations of Foster et al.
(2015) who showed that the targeted ablation or silencing of
glycinergic dorsal horn neurones induces localized mechanical,
heath and cold hyperalgesia. It should be noted that there were
other negative CDPs whose fractional probabilities of occurrence
were instead increased by capsaicin (e.g., classes 7 and 10 in L5rL
and classes 7, 8, and 10 in L6rL; Figures 1G,H) whose role in the
activation of inhibitory pathways is still unknown.

In the experiment of Figure 1, the capsaicin-induced changes
on the npCDPs were rather small, suggesting that activation of
the pathways mediating PAD and presynaptic inhibition was not
as strong as expected. However, in other experiments (see Martin
et al., 2015), in addition to the capsaicin-induced reduction of the
probabilities of occurrence of the classes comprising the smallest
nCDPs, the probabilities of occurrence of some npCDPs were
clearly increased, just as it was observed following the acute
section of a cutaneous nerve (see Chávez et al., 2012), although
it should be considered that these two procedures (capsaicin and
nerve section) are not necessarily equivalent.

It thus seems possible that the scarce effects of capsaicin on
the probabilities of generation of npCDPs in the experiment
illustrated in Figures 1G,H were determined by the state of
functional neuronal connectivity exhibited by the ensemble at
the time of the intradermic injection of capsaicin (see Contreras-
Hernández et al., 2018) which may to some extent depend on
anesthesia depth as well as on the magnitude of the descending
inhibitory control incremented by nociceptive stimulation (see
Ramírez-Morales et al., 2019).

CONCLUSION

The present set of observations was performed to further
disclose the changes in functional connectivity between the
segmental populations of dorsal horn neurones under conditions
of nociception-antinociception and to evaluate the extent to
which these changes were shaped by supraspinal influences.

The method presently employed goes beyond the
measurement of global changes in correlation between the
activity recorded from different spinal segments (Contreras-
Hernández et al., 2018). It focuses on the changes in the fractional
probabilities of occurrence of specific classes of CDPs selected by
machine learning according to their shape and amplitude.

Our observations provide evidence of an intrinsic
organization of the neuronal ensembles generating the
different classes of CDPs as well as of the participation of
descending influences in this organization during nociception
and antinociception. It is tempting to speculate that the
interaction between subpopulations of neurones through
changes in the frequency of the CDPs (probabilities) observed
under different experimental conditions represents the activation
of specific sets of strongly interconnected sets of neurones acting
as biological switches that address nociceptive information
flow to particular pathways in the spinal cord and also to
supraspinal structures.

Our present findings should not be taken as an assertion
that spinal neuronal circuitry devoid of supraspinal control
is unable to change its patterns of functional connectivity
and their interaction with other spinal pathways in response
to nociception and antinociception. In fact, as shown in
Figures 7–10, in the previously spinalized preparation, the
transition and consensus graphs representing population
neuronal activity, do change after the administration
of capsaicin and lidocaine. This situation could well-
underlie the plasticity and learning of the spinal circuitry
in response of nociceptive stimulation demonstrated by
Grau et al. (2014) in chronically spinalized rats. It will be
interesting to investigate if this form of plasticity can be also
demonstrated in the acute preparation using the methodology
presently described.

The effect of systemic lidocaine is remarkable in the
sense that this local anesthetic counteracts the plastic
neuronal changes induced by capsaicin. One possibility
would be that lidocaine temporarily erases the state of
central sensitization developed in a variety of supraspinal
structures (i.e., brainstem, hippocampal and thalamocortical
networks; see Drdla-Schutting et al., 2012; Bonin and De
Koninck, 2014). Another possibility, suggested by recent
observations (Plamenov et al., 2018) would be that lidocaine
decorrelates and/or decouples the information flowing from the
brainstem nuclei to the spinal circuitry, without significantly
affecting the process of central sensitization that persists
at higher levels.

We wondered on the extent to which the changes produced
by capsaicin and lidocaine disclosed by the consensus graphs had
a functional meaning, in the sense that they indeed represented
different states of functional connectivity between the different
ensembles of dorsal horn neurones at rest and after nociceptive
stimulation and antinociception, or if they were computational
constructions made without considering the context in which
each of the specific classes of CDPs were generated. That is, of
the state of functional connectivity displayed by the neuronal
ensembles in the lumbar segments at that moment. In our
view, the close resemblance between the arrangements of the
clusters and nodes obtained from the consensus graphs and
the concurrent changes in the patterns of global correlation
induced after the administration of capsaicin and lidocaine
illustrated in Figures 4, 9 validates the use of the consensus
graphs as indicators of global changes in functional state
observed during nociception and antinociception. It provides
a tool to examine the changes in the functional role of the
different populations of dorsal horn neurones that generate
the spontaneous CDPs during different physiological and
pathological conditions.

SIGNIFICANCE

We used Machine Learning and Markovian methods to examine
the effects of nociception and antinociception analgesia on
specific classes of the ongoing cord dorsum potentials (CDPs)
generated in the lumbar segments of the anesthetized cat.
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We found that in preparations with intact neuroaxis,
the machine learning selected classes of CDPs displayed
structured (non-random) configurations that were changed
by the intradermic injection of capsaicin to other, also non-
random configurations. The systemic injection of lidocaine,
a procedure known to decrease the manifestations of
neuropathic pain, transiently reversed these configurations
to their pre-capsaicin structure. It is suggested that the
dorsal horn neuronal networks involved in the generation
of the different classes of CDPs operate in a state
of self-organized criticality as part of the homeostatic
processes shaped by supraspinal descending influences in
response to nociception.
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APPENDIX

Extraction of CDPs
The first step aimed to build dictionaries of events that were relevant for the analysis. In our domain, these events were the CDPs. As the
initial step, an automated and unsupervised CDP detection method was applied. This method assumes smoothness in the definition
of the CDP candidates and considers that they appear as peaks in the signal. We have assumed that the noise in the background of the
recordings is stationary and Gaussian, and also independent of the neuronal signal. Given these assumptions, the signal was subjected
to an automatic event extraction algorithm that detects peaks. This algorithm uses a sliding window with a length large enough to
contain the relevant events (between 100 and 150 ms). The signal contained inside the window was smoothed using a bandpass
filter that eliminated all frequencies higher than 70 Hz. This smoothing also reduced the possibility of detecting spurious events by
maximizing the noise-signal ratio. The window was selected only if a peak was present at its center and some shape constraints held.
These constraints were related to the distribution of the integral of the signal inside the window.

After the CDP candidates were identified, and before generating the basic dictionary of events, we proceeded as follows:
The time-stamp of a detected CDP corresponds to the time of its maximum value in the considered event window. Experts’

knowledge was used to define a suitable time window (Tw) around the identified event maximum. In our case, this window had a
duration of 100 ms. The signal inside this window was extracted and preprocessed to prepare it for clustering. To this end, we first
resampled the signal from 10 to 1.6 kHz for data reduction. In addition, we removed the potential baseline offset by subtracting the
average of a subset of the initial points of the signal. This simplified the comparison of different CDPs. Given that the signal must also
be sufficiently smooth, the CDPs were processed using PCA as a feature extraction method to compute the most relevant dimensions
that describe the whole set of identified CDPs. Finally, only the dimensions that accounted for 98% of the variance were used to
reconstruct each CDP. This eliminated all the high-frequency variations in the signal.

To build the dictionary for each signal we used the k-means algorithm. The main reason for choosing this algorithm was that
resulting cluster prototypes were interpretable and meaningful for the experts. A combination of methods was used for the estimation
of the number of clusters required to build the dictionaries to assure the consistency of the result (see Martin et al., 2015). Figures 1G,H
shows shape dictionaries obtained from the peaks of signals extracted from the left L5 and L6 rostral segments. The symbols from these
dictionaries were used in the next step to discretize the signals recorded from each segment and time step in the experiment. Each
event was associated with the closest cluster in their corresponding dictionary and labeled accordingly. Because there were periods
in the signal where no event was detected, a pause symbol ($ symbol) was introduced representing this situation. This pause symbol
corresponds to parts of the signal not selected and was discarded from the analysis. They do not correspond to a lack of activity but
to random fluctuations or events without enough quality to be considered. The duration of this pause symbol was experimentally
estimated from the distribution of the time distance among consecutive peaks. The mean of this distribution was used as its duration.
If the distance between consecutive events was a multiple of this duration, multiple pause symbols were introduced among them.

Markovian Behavior of CDPs
In Martin et al. (2015), we showed that the firing of one ensemble of neurons (and so, the appearance of one CDP) depended on
the last activated ensemble of neurons (the last appeared CDP). Mathematically, the firing dependence of groups of neurons can
be modeled as a Markovian process. With these results, we assumed that the best representation of the dynamical behavior of the
recorded sequences are the transition probabilities matrices that describe the behavior as Markov processes of order one. Therefore,
we modeled the behavior of lumbar segment l in step s of the experiment with a matrix ml,s consisting in the complete set of transition
probabilities between each pair of CDPs:

ml,s = {P(ct+1
l,s = ci|ct+1

l,s = cj)|∀ci, cj ∈ CDPs} (5)

where probabilities of transitions P (ci|cj) were estimated from sequence Cl,s of CDPs recorded in lumbar segment l and step s. An
example of such matrices for two different steps of the experiment in the same lumbar segment is shown in Figures 1G,H.

Finally, we modeled the complete experiment by setting M:

M = {ml,s|∀l ∈ L, s ∈ S} (6)

where L is the set of studied lumbar segments, and S is the set of recorded temporal steps. Remember that a temporal step consists of
data recorded during the experiment that spans for several minutes, usually 10. Table 1A contains a description of the notation and a
description for each entry.

Likelihood Computation and Similarity Index Definition
Here, we aimed to obtain a high-level interpretation of the behavior of the potentials recorded in the spinal cord dorsum. We computed
for a given lumbar segment l the similarity index described above between all pairs of step s ∈ S. So, for any given step s recorded in
lumbar segment l, we had an index on how similar were the data recorded to all other steps, from the Markovian point of view. We
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decided to visualize that information by depicting a neighborhood graph for the given lumbar segment l. In the graph, each node
represents a time step of the experiment and edges connect steps of the experiment that are considered similar. Following standard
procedures to build neighborhood graphs to represent only significant similarities, we allowed connections between nodes only when
the following two constraints were fulfilled:

• k-closest neighbors constraint: Nodes can only be connected to the k most similar nodes. Parameter k was set in our experiments
in the range [2.10]. Two was the minimum to ensure connections to other nodes. Larger values imply a much more connected
network. This constraint avoided graphs overpopulated with too many connections. To set this parameter, we used the method
described for the experiment in the previous section. We started from 2 and increased the value of k until we found that among
the k steps with the highest likelihood we recovered the original step in 80% of the cases. According to results shown in Table 1B,
it would be k = 4.
• Minimum similarity constraint: Only nodes with similarity higher than a threshold mst were connected. Usually, this parameter

was set from 0.9 to 0.99, allowing only connections between highly similar nodes. This parameter was used to avoid connections
between nodes where a minimum similarity was not achieved. If set to a too high value, all steps were disconnected. To fix this
parameter, we started from value 0.99 (from which all nodes are disconnected) and repeatedly reduced the value in 0.01 until
each node was connected to at least another one or when we reached the limit of 0.9.

An inspection of the resulting graphs (displayed in Figures 3A,B) shows groups of nodes highly connected among themselves
and with few connections with other nodes. However, the structure of the graphs was not evident without a careful examination. In
order help to the visualization of the graph’s structure, we applied the methods described in the literature for graph partitioning or
clustering (Schaeffer, 2007; Brandes et al., 2008; Fortunato, 2010). Clustering allows a more straightforward interpretation of the graph
by separating steps of the experiment with different Markovian behavior. In the graphs depicted in this paper (see Figures 3, 5, 8, 10)
we represented clusters of steps of the experiment with the same color. We have experimented with different algorithms obtaining
very similar results. However, we decided to use the Walking trap method (Pons and Latapy, 2005), that is based on random walks,
because it worked well for relatively small graphs as in this case, and because it allowed building a dendrogram of the obtained clusters
for a finely grained study of the results.

Consensus Graph Generation
For a given experiment, we could examine the graphs obtained for each segment of the spinal cord l. However, to obtain a general vision
of the dynamical behavior of the spinal neuronal network during the experiment, we generated a unique consensus graph considering
information from all segments. In order to build this consensus graph, we applied ensemble methods, widely used in machine learning

TABLE 1A | Description of major symbols used in the text.

Notation Description

L Set of lumbar segments

S Set of time steps

Cl,s Sequence of CDPs from lumbar segment l and time step s

C100
l,s Subsequence of the last 100 CDPs from sequence Cl,s

Cn−100
l,s Subsequence CDPs from sequence Cl,s without the last 100 CDPs

Ct
l,s CDP from a sequence Cl,s at time instant t

ml,s Probability model for lumbar segment l and time step s estimated from a
sequence Cl,s of CDPs

m̂l,s Probability model for lumbar segment l and time step s estimated from
sequence Cn−100

l,s

P(Cl,s |ml,s) Likelihood of sequence Cl,s for lumbar segment l and time step s given model
Ml,s

P(Cl ,s
t+1 |Cl ,s

t;ml,s) Probability of CDP ct+1
l,s given CDP ct

l ,s and model ml,s

S(si ,sj ) Similarity index between time step si and sj

TABLE 1B | Percentage of success using consensus procedure described in section “Consensus Graph Generation” compared with average and random classifier.

k

Lumbar segment 1 2 3 4 5 6

Random classifier 6 11 17 23 28 32

Average 35 55 71 81 87 90

Consensus 55 82 88 91 91 97
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(Rokach, 2010). Ensemble methods consider several different predictions of different machine learning models to consensuate one,
like in real life one would consider diagnoses of different experts to obtain a reliable outcome. A straightforward way to combine
predictions of different models (and very successful in ML) is the simple majority voting (Zhou, 2012). Mathematically, it has been
proved that, under general conditions, accuracy in predictions using this technique outperforms prediction and reliability of even the
best expert model in the ensemble. So, benefits of following this procedure are not only that we obtain a single representation of the
whole behavior of the system but also that we increase the reliability and accuracy of the graph represented.

In our case, we consider each ml,s a ML model built from data for a particular lumbar segment l and step of experiment s. Each
model predicts (using recorded data) which are the “more similar” steps from the point of view data recorded in that segment (by
considering the likelihood of the model ml,s to generate the data of that step st). The expression of the majority vote for these models
is what we call “consensus graph.” To build this consensus graph we used the following procedure:

As we stated above, we implemented majority voting procedure (see Zhou, 2012). We built the consensus graphs by using the
majority voting scheme as follows:

1. Given a lumbar segment l, for each step s of that lumbar segment, we made a list with the k most similar steps above threshold
mst as described in section “Likelihood Computation and Similarity Index Definition.” This list was considered as votes for
similar steps of s in the lumbar segment l.

2. Given a step si, we collected the votes produced in all lumbar segments l. The result was a list of pairs (sj, ni,j) where ni,j is the
number of votes, that is, the number of lumbar segments for which sj is among the k most similar steps to si.

3. For each step si, we kept the k2 more voted steps (k2 is a new parameter to implement the consensus procedure). In case of ties
in votes, we also kept all tied steps. Parameter k2 avoids graphs overcrowded with edges and was set to values in the range [2.10].
It plays a role similar to parameter k in the building of particular graphs described in the previous section, so it is usually set to
k or k− 1 value used for specific graphs in point one of this procedure, depending on the number of edges of the final graph.

4. We built a consensus graph, with a node for each step of the experiment and edges between steps si and sj if sj is among the k2
most voted steps of si. As in the case of particular similarity graphs, we did not consider the direction in edges.

5. Finally, the graph was segmented into clusters of nodes using the WalkTrap method as described in the previous section. Nodes
belonging to the same cluster were represented with the same color in the figures of the paper.

The consensus graph not only describes the overall behavior of the system, but it also describes it with a degree of reliability higher
than each of the individual graphs. One property of the majority vote procedure is that aggregate prediction is more accurate than the
average forecast of the events occurring in all the selected segments.
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Adaptation is a multi-faceted phenomenon that is of interest in terms of both its

function and its potential to reveal underlying neural processing. Many behavioral studies

have shown that after exposure to an oriented adapter the perceived orientation of

a subsequent test is repulsed away from the orientation of the adapter. This is the

well-known Tilt Aftereffect (TAE). Recently, we showed that the dynamics of recurrently

connected networks may contribute substantially to the neural changes induced by

adaptation, especially on short time scales. Here we extended the network model and

made the novel behavioral prediction that the TAE should be attractive, not repulsive,

on a time scale of a few 100ms. Our experiments, using a novel adaptation protocol

that specifically targeted adaptation on a short time scale, confirmed this prediction.

These results support our hypothesis that recurrent network dynamics may contribute

to short-term adaptation. More broadly, they show that understanding the neural

processing of visual inputs that change on the time scale of a typical fixation requires

a detailed analysis of not only the intrinsic properties of neurons, but also the slow and

complex dynamics that emerge from their recurrent connectivity. We argue that this

is but one example of how even simple recurrent networks can underlie surprisingly

complex information processing, and are involved in rudimentary forms of memory,

spatio-temporal integration, and signal amplification.

Keywords: V1, orientation, tilt aftereffect, adaptation, perception, recurrent connections, model

INTRODUCTION

In a broad sense, sensory adaptation is the phenomenon that perception depends not only on the
current stimulus, but also what was presented before. Adaptation is found across a wide range of
time scales, from contrast adaptation occurring within a few hundreds of milliseconds (Shapley
and Victor, 1978; Heinrich and Bach, 2001) to slow serial dependence spanning beyond seconds
(Chopin and Mamassian, 2012; Fischer and Whitney, 2014). These behavioral phenomena are of
interest in terms of their function, but also as a tool to gain insight into the underlying neural
mechanisms. Here, we focus on visual adaptation on the timescale of a few 100ms. This has high
ecological relevance as it corresponds to the typical duration of a single fixation in the primate.

It is well-known that exposure to an oriented stimulus (the “adapter”) affects the perceived
orientation of a subsequent stimulus (the “test”). In behavioral experiments with such an adaptation
protocol, subjects typically report that the test orientation is more different from the adapter than
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it really is. This is called the tilt aftereffect (TAE); the test is
repulsed away from the adapter (Gibson, 1933). Functionally,
this phenomenon is thought to reflect the visual system’s
constant adjustment and recalibration to improve its ability to
discriminate visual inputs (Clifford et al., 2000; Krekelberg et al.,
2006a; Kohn, 2007; Schwartz et al., 2007; Kristjansson, 2011).

In primary visual cortex, similar adaptation protocols result in
two well-documented changes (Gilbert and Wiesel, 1990; Müller
et al., 1999; Dragoi et al., 2000; Felsen et al., 2002; Wissig and
Kohn, 2012; Patterson et al., 2013, 2014). First, neurons shift
their preferred orientation. The dependence of these shifts on
the properties of the adapter are complex, but repulsive shifts
(away from the adapter) dominate at short time scales (Wissig
and Kohn, 2012; Patterson et al., 2013, 2014). Second, neurons
change their peak response to the test stimulus. Here too the
neural changes are complex, but rate suppression is found when
the adapter is small compared to the receptive field (Wissig and
Kohn, 2012; Patterson et al., 2013, 2014).

Although tuning shifts and rate suppression are sometimes
both described as being the consequence of plasticity (Yao
and Dan, 2001; Felsen et al., 2002), we recently showed that
tuning shifts could arise from the attractor dynamics imposed
by a network’s recurrent connections. We studied the dynamics
of orientation-tuned units in a recurrently connected network
model without any form of plasticity (i.e., no changes in the
biophysical, intrinsic properties of neurons or their synaptic
connections) and showed that this model quantitatively captured
the tuning shifts observed in monkey and cat V1 (Quiroga
et al., 2016). This model, however, could not account for
rate suppression, which does appear to require a mechanism
involving some form of plasticity (Sanchez-Vives et al., 2000a,b).

Several modeling studies have linked the neural to the
behavioral phenomena. As has been noted previously (Gilbert
and Wiesel, 1990; Yao and Dan, 2001; Teich and Qian, 2003;
Jin et al., 2005), tuning curve repulsion predicts (perhaps
counterintuitively) an attraction of the percept, contrary to the
typical TAE. However, rate suppression predicts a repulsion of the
percept. Hence, to account for the fact that the behavioral TAE
is typically repulsive, we have to assume that, in a typical TAE
experiment, rate suppression is more potent than tuning shifts
(Jin et al., 2005; Ursino et al., 2008). In the current contribution,
we use this link between neural and behavioral findings to
generate behavioral predictions based on our model, and test
them in healthy human subjects.

Specifically, we reasoned that a hypothetical V1 with recurrent
connections but without plasticity (i.e., with tuning shifts, but
without rate suppression) should lead to an attractive TAE, while
a V1 with plasticity but without recurrent connections should
lead to a repulsive TAE. Given that no experimental methods
can block all plasticity or remove all recurrent connectivity,
testing this prediction will necessarily be somewhat indirect. Our
experimental test relies on two observations. First, our previous
modeling results show that the influence of attractor dynamics
plays a significant role for adaptation on a time scale of at most a
few 100ms. Second, experimental data in macaque V1 show that
rate-suppression is a comparatively slow process; its magnitude
is small when adaptation is brief, and it increases substantially on

a time scale of several hundreds of milliseconds (Patterson et al.,
2013). This leads to the prediction that the attractive TAE (caused
by the recurrent connectivity) should dominate at short time
scales. To test this prediction, we designed a novel variant of the
TAE adaptation protocol that minimizes long-term adaptation.
Our experiments show that the TAE in human subjects is indeed
attractive on a time scale of <200ms. In the discussion we return
to the question of how this informs our view of early visual
processing, and the role of recurrent connections in particular.

METHODS

All experimental procedures were approved by the local
Institutional Review Board, followed the Declaration of Helsinki,
and the National Institutes of Health’s guidelines for the ethical
treatment of human subjects. All subjects provided written
informed consent.

Apparatus
Stimuli were presented on a Sony FD Trinitron (GDM-
C520) CRT monitor using custom software (Neurostim, http://
neurostim.sourceforge.net). The display measured 40◦ (width)×
30◦ (height) at a viewing distance of 57 cm. Eye-position was
monitored using a 500Hz video-based eye tracker (Eyelink II;
SR Research, Mississauga, Canada) and the subject’s head was
stabilized using a bite bar.

Short-Term Adaptation Paradigm
Subjects were required to maintain fixation within a 3◦ ×

3◦ square at the center of the display (around the fixation
point) for the duration of each trial (excluding the response
epochs). Each trial started when the subject fixated; trials in
which subjects failed to fixate appropriately were terminated
immediately, discarded, and repeated at a random later time
within the block.

The trial started 250ms after fixation with the presentation
of the adapter (an oriented Gabor) on the left or right (selected
randomly) and a null adapter (See section Visual Stimuli) on
the other side. The null adapter was included to match spatial
frequency and contrast adaptation on both sides of fixation and
to maintain relative symmetry in the display (to prevent shifts
of attention to one side). Immediately after, two oriented Gabors
were presented for a variable duration, one on either side of the
fixation point. Subjects were instructed to report which of these
Gabors was tilted more clockwise. The Gabor that appeared in
the same location as the adapter is referred to as the “test” (right
Gabor in the example trial shown in Figure 2A), and the Gabor
that appeared in the location of the null-adapter is the “reference”
(left Gabor in the example trial shown in Figure 2A). After the
presentation of the test and reference stimuli, two masks were
presented in the same spatial locations on either side of the screen
for 500ms. These masks were identical to the null-adapters; they
served to minimize afterimages and limit the amount of temporal
integration of the target stimuli. Subjects indicated which Gabor
(left/right) appeared more clockwise by pressing one of two
designated keys on the keyboard.
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In a traditional adaptation paradigm, the same (or similar)
adapter orientation is repeated on every trial. In such a
paradigm, effects can accumulate across trials and therefore
mix the influence of mechanisms that operate on a short
and long time scale (Discussion). Here, we minimized the
contribution of long-term effects by choosing a new random
adapter orientation on each trial (orientation drawn from a
flat distribution between 0 and 180◦), thereby spreading long-
term orientation-specific effects equally across orientation space
over the session. Under these circumstances, orientation-specific
behavioral consequences of adaptation can only be ascribed to a
mechanism that operates on the timescales of single trials.

Subjectively, this paradigm is substantially more difficult to
perform than a standard orientation discrimination paradigm.
The reasons for this include the variation of the reference across
trials (which requires subjects to compare the two test stimuli on
each trial), the brief duration of the test, and the potent masking
stimuli. For this reason, all subjects practiced the task (without
adapters) for at least two and up to 5 h prior to completing
experimental trials. Auditory feedback was provided during these
practice runs and the data were only used to assess whether the
subject consistently performed the task.

Invisible Adapter TAE Experiment
Eight naïve subjects (three males, five female) participated. All
participants had normal or corrected-to-normal vision, were
aged between 17 and 36, and right-handed.

In this experiment, we used adapters that were high enough
in spatial frequency that their orientations could not be resolved
by the subjects (“invisible” adapters; see “Isolating Short-term
Attractive Aftereffects” in Results for the rationale). The spatial
frequency of the adapter Gabors was fixed for the duration of the
experiment but varied per subject, according to their individual
ability to perceive orientation at high spatial frequencies (based
on the screening experiment, below). To avoid the necessity
of using spatial frequencies beyond the limits of our monitor
(resolution: 1,280 × 960 at a refresh rate of 90Hz), the stimuli
were placed at relatively high eccentricity (centers at 12 degrees
of visual angle (dva) to either side of the fixation dot).

Both experimental data (Felsen et al., 2002) and our model
(Quiroga et al., 2016) show that the largest tuning curve shifts
occur when the difference between the adapter and the test
is ∼20◦. Hence, to maximize the expected attractive TAE, we
jittered the offset between the reference and the adapter using a
uniform probability distribution between 17◦ and 23◦ or between
−17◦ and −23◦, all in randomly interleaved trials. In the main
analysis, we ignored the small variation around the ±20◦ mean
and grouped the trials based only the sign of the offset between
the reference and the adapter (clockwise condition: +20◦ or
counterclockwise condition:−20◦).

We used an adaptive procedure (Kontsevich and Tyler, 1999)
to choose the orientation offset between the test and reference
Gabors in each trial and estimate the point of subjective equality.
The adapting stimulus was presented for 200 ms.

To test subjects’ ability to perceive the orientation of the
adapter, we randomly interleaved (10%) catch trials. In these

trials, the test Gabor was replaced by a null-adapter, leaving the
adapter as the only oriented element on that side of the screen.

Trials were presented in blocks of 64 trials for each test
duration: [50, 100, 200] ms. Each 15-min run consisted of four
blocks, and subjects typically completed two to three runs in a 1-h
session. Subjects completed between 6000 and 9000 trials (mean
7000) across multiple days.

Screening Experiment
We mapped each participant’s ability to discriminate the
orientation of two Gabors at 12 dva eccentricity as a function of
spatial frequency. The task was identical to the TAE experiment
except that there were no adapters and no masks (i.e., only
the reference and test were shown). The spatial frequencies
for the reference and test were chosen from [3, 4, 5, 6, 7, 8]
cycles per degree of visual angle (cpd) across trials (though
always matched on each trial). Because our goal was to measure
the discriminability of the orientation of the adapter and the
reference in the main experiment, the orientation offset between
the test and the reference in the screening experiment was ±20◦

plus a random jitter of±3◦ (following the same procedure as the
TAE experiment). As for the other experiments, the subjects’ task
was to identify the most clockwise stimulus (left or right). The
test was presented for 200ms, matching the longest test in the
TAE experiment, and thus provided an upper bound to visibility
for all test durations.

From their responses, we determined two spatial frequencies
per subject. The first was the highest spatial frequency for which
they performed the task at least 80% correct; this was used
for the test stimulus in the invisible adapter TAE experiment.
The second was the lowest spatial frequency that was higher
than that of the test and for which the subject was at or close
to chance performance. This was used as the spatial frequency
of the adapter in the invisible adapter TAE experiment. This
ensured that the subject was unable to judge the orientation of the
adapter stimulus accurately, while keeping the spatial frequencies
of the adapter and test as similar as possible (see section Results
for rationale).

Visible Adapter TAE Experiment
In this control experiment, the centers of the stimuli were
positioned 3 dva to either side of the fixation dot. The spatial
frequency of the sinusoidal modulations underlying both Gabors
and null-adapters was 2 cpd. The orientation of the test was
offset from that of the reference by −12, −8, −4, 0, 4, 8, or
12◦, which allowed us to compute a psychometric curve. The
adapting stimulus was presented for 100ms. All other procedures
matched those in the invisible adapter TAE experiment. Three
subjects participated in this experiment. One subject could not
reliably perform this task at the shortest test duration (50ms),
even for the largest differences between test and reference. Hence,
we excluded this condition from the analysis for this subject.

Visual Stimuli
The adapter, test, and reference stimuli were oriented Gabors
(sinusoidal luminance gratings modulated by a Gaussian contrast
envelope to fade smoothly into the background). The standard
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deviation of the Gaussian envelope was 0.8 dva, the contrast
was 75%, and the phase of each was randomized independently
on each trial. We constructed the null-adapters by adding
together eight Gabors whose orientations spanned 180◦ evenly
with a random phase offset. These null-adapters were matched
in spatial frequency to the adapting and testing Gabors, but
contained little orientation specific energy (Figure 2). The
contrast of the component gratings in the null-adapters was
adjusted to produce an approximate perceptual match to the
contrast of the single Gabor stimuli. The fixation stimulus
was a small red square located in the center of the screen,
which remained visible for the duration of the trial. The
mean luminance of the equal energy white screen was set to
30 cd/m2.

Data Analysis
The adapter orientation was randomized between 0◦ and 180◦

across trials (to avoid accumulation of adaptation across the
session; see above), but the reference and test orientation were
defined relative to the adapter on each trial. This allowed
us to analyze the data in the standard way, by calculating
psychometric functions for adapters that were either clockwise
or counterclockwise (relative to the reference). To estimate the
lapse rate, we fitted a logistic psychometric function to the
data [using the psignifit toolbox (Wichmann and Hill, 2001b)]
while pooling across clockwise and counterclockwise adapters,
separately for each subject. Then, we fitted the responses in the
trials with clockwise and counterclockwise adapters separately,
fixing the lapse rates to the previously estimated values. We
defined the shift in perceived orientation (i.e., the TAE) as
the difference between the points of subjective equivalence
(PSE) in these two curves. A positive difference signals an
attractive shift; that is, the perceived orientation of the test
was biased toward that of the adapter. Statistical comparison
of the PSE differences in individual subjects was performed
using Monte Carlo simulations based on the response data, as
implemented in the pfcmp function for Matlab (Wichmann and
Hill, 2001a).

At the group level, we used the increased power of parametric
tests (Student T-test, and repeated measures analysis of variance)
after confirming that the dependent measures (the TAE) did not
deviate significantly from normality using the Lilliefors test.

Model
Recurrent Network and Dynamics
We implemented an artificial network consisting of a bank
of orientation-tuned V1 units, each receiving weakly tuned
feedforward input (representing V1 neurons’ judicious selection
of LGN inputs), and recurrent excitatory and inhibitory input
from its neighbors (Carandini and Ringach, 1997; Teich and
Qian, 2003). All model parameters were rooted in empirically
observed measurements and the units exhibited typical V1-like
tuning curves and response dynamics to isolated oriented stimuli.
We list the essential model specifications here, but for full details
see Quiroga et al. (2016).

Each of the 256model neurons wasmodeled as a single passive
voltage compartment, whose membrane potential Vθ obeyed the
differential equation:

τ
dVθ

dt
+ Vθ

= Vθ
lgn + Vθ

cortex, (1)

with τ the membrane time constant, Vθ
lgn

the synaptic potential

generated by the thalamic inputs to the model neuron and
Vθ
cortex is the net synaptic input to the neuron from its cortical

neighbors (Carandini and Ringach, 1997; Teich and Qian, 2003).
For each neuron, the input from LGN was a function of stimulus
orientation ω and contrast c:

Vθ
lgn (ω, c) = cJlgnf

(

ω|θ , κlgn
)

, (2)

where Jlgn represents the strength of the input and f
(

ω|θ , κlgn
)

is a von Mises function with period π , mean θ , and
concentration κlgn

f (x|µ, κ) = eκ cos(2(x−µ))

�2π I0(κ), (3)

and Io (κ)is the modified Bessel function of order zero. The
recurrent connection profiles were modeled as the difference of
an excitatory and inhibitory von Mises distribution:

Fθ (φ) = Jcortex
(

f (φ|θ , κE) − rIEf (φ|θ , κI)
)

. (4)

In this recurrent connection profile Jcortex represents the strength
of the cortical connections, and rIE the ratio of the strength of
inhibition to the strength of excitation. With this connection
profile we can define the recurrent input as:

Vθ
cortex (t) =

∑

φ

Fθ (φ)Rφ (t) (5)

The instantaneous firing rate was calculated as a piecewise linear
function of the membrane potential:

Rθ (t) = αmax
(

Vθ (t) , 0
)

, (6)

with α a gain factor (i.e., increase in firing rate in spikes
per second for a 1mV increase in the membrane potential
above zero). The model and all simulations were implemented in
MATLAB and solved numerically using ode45, an adaptive time
step Runge-Kutta method. Model parameters were determined
in a non-linear optimization procedure that resulted in a
quantitative match with the tuning curve shifts observed for brief
duration adaptation in anesthetized macaque V1 (i.e., Figure 5 in
Patterson et al., 2013). For details of this procedure see Quiroga
et al. (2016). The parameters were: τ = 8ms; α = 3.88 Hz/mV;
Jlgn= 11.04 mV/Hz; κlgn= 0.47; Jcortex= 2.84 mV/Hz; rIE= 1.24;
κE= 1.12; κI= 0.56.
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Rate Suppression
The recurrent networkmodel reported previously (Quiroga et al.,
2016) was developed specifically to isolate the role of recurrent
connections and show that they are sufficient to explain dynamic
tuning curve shifts even in the absence of all plasticity. Here we
extended the model to investigate the potential interaction of
recurrent dynamics with the changes in intrinsic properties that
are also known to occur in the brain. In visual cortex, exposure to
a stimulus is known to result in the reduction of the response to
subsequent stimuli (Patterson et al., 2013). We modeled this as a
reduction in rate that is proportional (with gain β) to the neuron’s
mean firing rate in the adaptation period

〈

Rθ
〉

and recovers on an
exponential time course with time constant ρ after the offset of
the adapter at t = t0. Formally:

Radapt
θ (t) = Rθ (t) − β

〈

Rθ
〉

e
−

t−t0
ρ (7)

RESULTS

We first present model simulations based on macaque V1
responses that lead to the prediction of a short-term attractive
TAE, and then the results of a set of psychophysical experiments
that test and confirm the prediction in human observers.

Model Simulations
We used a network model of orientation processing in V1
in which the neurons’ weak orientation selectivity that arises
from the afferent input is sharpened by strong, Mexican-hat
type, recurrent intracortical connectivity (see section Methods).
Figure 1A shows the population activity dynamics in the model
for a simulated experiment in which an adapter with orientation
20◦ is first presented for 200ms and then followed immediately
by a 0◦ test stimulus. At the start of the adaptation phase (yellow;
t = 5ms), the hill of activity is broad, reflecting the tuning that
arises from the combination of LGN input. While the adapter is
on the screen (t < 200ms) the hill of activity grows and narrows
under the influence of the recurrent connections.

When the 0◦ test stimulus is shown (t = 200ms), the LGN
input is switched immediately (afferent delays to the LGN are
ignored in this simulation) to provide maximal input to the unit
that prefers 0◦; and yet, the hill of activity in V1 moves only
gradually toward the neuron that prefers 0◦. Quiroga et al. (2016)
showed that these population dynamics can be surprisingly slow,
even though all neurons in the network have short membrane
time constants (here 8ms; see section Methods). The traveling
speed of the hill of population activity is a complex function of
the network connectivity, but using parameters estimated from
macaque V1 (Patterson et al., 2013), it takes several hundreds of
milliseconds after test stimulus onset before the hill reaches its
stable state (Figure 1B). For a full discussion of the model, and
how it captures the magnitude and dynamics of tuning curve
shifts observed in cat and monkey V1, we refer to Quiroga et al.
(2016). Here we focused on behavioral predictions of the model.

We used a labeled line readout to translate population activity
into a (predicted) perceived orientation. Specifically, the decoded
orientation was defined as the sum of the preferred orientations

of the neurons, weighted by their instantaneous firing rate.
To match the experimental protocol (see below), we did this
separately for a 20◦ adapter and a −20◦ adapter and defined the
TAE as the difference in the model’s perceptual readout for these
two conditions (Figure 1C; blue curve).

By design, the model of Quiroga et al. (2016) captured only
the influence of network dynamics and not the changes in
intrinsic neuron properties that can lead to a suppression of
firing after adaptation. Hence, in a model without plasticity (blue
curve in Figure 1C), one would predict an attractive TAE with a
magnitude<15 degrees (the value early after test stimulus onset),
and because the curve almost reaches zero in 300ms, the duration
of the attractive TAE should be <300 ms.

However, rate suppression clearly does occur during
adaptation; we extended the model to quantify the contribution
of rate suppression. We made no specific assumptions about the
underlying cellular mechanisms, but assumed that each neuron’s
firing rate suppression was proportional (β) to its average
response to the adapter (i.e., we assumed that suppression was
tuned) and that this response suppression recovered with an
exponential (ρ) time course (Methods). We estimated these
parameters based on Figures 2, 5 in Patterson et al. (2013). For
adaptation periods on the order of seconds, the Patterson et al.
data show that rate suppression is substantial (β = 50%) and
recovery slow (σ = 500ms). Entering these parameter estimates
into the model leads to the prediction of a repulsive TAE (“strong
suppression;” Figure 1C; red dashed line). This is consistent with
behavioral findings and conceptually similar to the explanation
of the repulsive TAE by Jin et al. (2005) and Teich and Qian
(2003). For adapters that are presented for at most a few
100ms, however, rate suppression in V1 is small (β = 20%) and
recovers rapidly (ρ = 100ms). Therefore, the model predicts an
attractive TAE (“weak suppression;” Figure 1C; red solid line),
for adaptation protocols that isolate short-term adaptation.

Isolating Short-Term Attractive Aftereffects
To measure a short-term attractive TAE, we need to address
two important issues. First, to emphasize short-term effects, the
design should minimize the accumulation of adaptation both
within a trial but also across trials. We addressed this by using
brief adapters, and, unlike common TAE protocols, a random
adapter orientation on each trial.

More specifically, subjects were instructed to respond which
of two oriented Gabors (presented on each side of the fixation
stimulus) was tilted more clockwise. One of these Gabors
(the “test”) was preceded by an oriented adapter at the same
spatial location, whereas the other (“reference”) was preceded
by a non-oriented stimulus (null-adapter; see section Methods).
Importantly, the orientation of the adapter was chosen randomly
on each trial (i.e., any angle between 0 and 180◦). The
reference was on average oriented either 20◦ clockwise or 20◦

counterclockwise to the adapter orientation; this offset generates
the largest tuning curve shifts in V1 and in the model (see section
Methods). Randomization of the adapter orientation minimized
the build-up of plasticity effects (i.e., rate suppression) across
trials. This paradigm therefore allowed our measurements to
isolate perceptual effects that are induced on the time scale of
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FIGURE 1 | Recurrent network model simulations of an adaptation protocol in which a 20◦ adapter was followed by a 0◦ test. (A) Population activity dynamics in a

model without plasticity. Color indicates progression over time. The earliest pattern (orange) represents the activity at the start (t = 5ms) of the adaptation phase; the

hill of activity is broad but, due to the recurrent connections, it gradually narrows around the neurons that prefer 20◦. After 200ms (black arrow) the 0◦ test stimulus is

presented and the hill of activity gradually moves to position itself around the neurons that prefer 0◦. (B) The dynamics of the location of the hill of population activity

(here represented by its centroid). In the adaptation phase (t < 0ms), the hill is centered on 20◦. Once the 0◦ test is presented, the hill moves toward 0◦, but this takes

a surprisingly long time (Quiroga et al., 2016). Colors match those used to represent time in (A). Time points omitted for clarity from (A) are shown here in black. (C)

Predicted TAE in three models. One model (blue curve) has no plasticity and its tuning curve shifts are the consequence of the recurrent network dynamics alone. The

other two models include the effect of spike rate suppression that occurs for prolonged (seconds) adapter presentations (red dashed curve; strong suppression) or for

brief adapter presentations (red solid curve; weak suppression). These modeling results predict that the common long-term adaptation protocols should evoke the

well-documented repulsive TAE, while an adaptation protocol that isolates (or emphasizes) the contribution of short-term effects should result in an attractive TAE.

adapter presentation (200ms in this experiment, matching the
simulations in Figure 1). We measured the recovery time scale
of these effects by presenting the “test” stimulus for one of
three durations: 50, 100, and 200ms, which the model predicts
to be associated with progressively weaker attractive aftereffects
(Figure 1B).

The second issue addressed by our design was a potential
substitution confound. Given the brief test stimulus
presentations, it is conceivable that on some trials subjects
could compare the adapter (rather than the test) to the
reference orientation. From this, we would infer the presence
of an attractive aftereffect, independent of any true influence
of adaptation. To address this, we exploited the invisible
adapter paradigm of He and MacLeod (2001). They used laser
interferometry to create a grating stimulus directly on the
fovea with a spatial frequency so high that its orientation was
invisible to the participants. Such invisible patterns nevertheless

evoked a TAE in test stimuli with a lower spatial frequency (and
therefore visible orientation) (He and MacLeod, 2001; Rajimehr,
2004). This offers an opportunity to study the TAE without
the presence of the substitution confound. Our experiment
was analogous to He and MacLeod, except that, lacking an
interferometer, we presented the gratings at high eccentricity
where even the orientation of gratings with more modest spatial
frequencies cannot be resolved. Although strictly speaking only
the orientation of these patterns was invisible, we refer to these
patterns as invisible adapters.

Screening Experiment
The screening experiment was designed to find such invisible
patterns, separately for each subject. For each subject we assessed
the ability to discriminate orientation as a function of spatial
frequency. This experiment matched the test phase of the main
experiments but no adapters or masks were present (because the
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FIGURE 2 | Experimental Paradigms. In each experiment, subjects fixated a central red dot for the duration of the trial. At the end of the trial they reported which of

the oriented Gabors in the test display (left or right) was tilted more clockwise. (A) An example trial in the Invisible Adapter TAE experiment. An oriented pattern and a

non-oriented mask appeared on either side of the fixation stimulus. The adapter’s orientation was chosen at random in each trial to avoid the build-up of plasticity

effects across trials, and the spatial frequency of the adapter was chosen such that the subject could not reliably perceive the orientation of the adapter (i.e., it was

“invisible”). Immediately after the adaptation phase, an oriented test stimulus appeared on the same side as the adapter while a reference stimulus appeared on the

opposite side. Finally, non-oriented masks were presented in both locations. (B) An example trial from the screening experiment. A reference and test stimulus with

matching spatial frequencies, but an orientation difference of 20◦, were shown for 200ms. (C) Control experiment which followed the design shown in (A) with the

exception that the adapter now had the same low spatial frequency as the test stimulus and was therefore visible to the subject.

FIGURE 3 | Screening Invisible Adapters. Psychometric curve for a single

subject’s performance on the screening task. This subject performed near

chance for 8 cpd (dashed arrow) and above 80% correct for spatial

frequencies above 6 cpd (solid arrow). Solid curve shows a logistic fit to the

psychometric data. Based on this screening experiment, this subject’s adapter

frequency was set to 8 cpd and the test frequency to 6 cpd. Using the

notation (8/6) to denote this outcome, two other subjects’ screening

experiments resulted in the same frequency setting outcome (8/6), four

subjects had (7/4), and one subject had (6/4).

adapters in the main study were not forward masked; Figure 2B).
The example subject in Figure 3 could not reliably discriminate
the orientation of 8 cpd patterns (dashed arrow). In the TAE
experiment of this subject, the spatial frequency of the adapter
was therefore set to 8 cpd; thus minimizing the possibility that
the subject could report the orientation of the adapter.

In the model, the TAE results from the recurrent connections
between neurons representing the adapter and the test. In V1
such connections are likely stronger between neurons with
similar spatial frequency preference (Ts’o et al., 1986; Malach

et al., 1993). Hence the model predicts a larger TAE if the test
stimulus has a high spatial frequency similar to the adapter, while
the logic of the experiment requires that the test stimulus spatial
frequency is low enough to make it visible. We compromised
between these conflicting demands by setting the test frequency
to the highest spatial frequency at which the subject could reliably
perform the task in the screening experiment (>80% correct).
For the example subject this was 6 cpd (solid arrow).

Invisible Adapter TAE Experiment
Figure 4A shows a stacked histogram of TAE sizes for all
subjects. The overall mean TAE was 1.5◦, which was significantly
larger than zero (p < 0.05; one-sided T-test), and confirms our
prediction that the TAE for brief (200ms) adapters is attractive
for a short time after (≤200ms). This overall measure, however,
averages over an underlying decay time-course that is seen more
clearly in the average across subjects in Figure 4B. Statistical
analysis confirmed a significant effect of duration on the TAE
[F(2) = 38, p < 0.001; one-way repeated measures ANOVA],
reflecting the rapid recovery of the TAE on a 200ms time scale.
Post-hoc tests showed that only the shortest duration test (50ms)
led to a significant positive TAE (p <0.01; one-sided T-test).
For this shortest test duration, the effect was 3.9◦ in magnitude.
TAE at test durations of 100 and 200ms were not significantly
larger than zero (p > 0.5), nor were they significantly different
from each other (p > 0.7). At the single subject level, the TAE
at the shortest duration was attractive for all but one subject,
and significantly larger than zero in 4 out of 8 subjects (p <

0.05; Monte Carlo comparison of PSEs; see section Methods). No
subjects had a significantly repulsive TAE.

The experiment was designed to make the adapter’s
orientation invisible and thereby remove the potential confound
that the subjects reported based on the orientation of the adapter
instead of the test. However, due to drifts in subject thresholds,
it is possible that subjects performed near chance for a high
spatial frequency in the screening experiment, but were still
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able to detect the pattern’s orientation in the TAE experiment.
To assess whether this could account for the attractive TAE,
we used interleaved catch trials in which the test grating was
replaced by a null-adapter. In these trials the adapter was the only
oriented element on the test side of the display. If the subjects
could see the adapter, they would likely respond clockwise if
the adapter was clockwise to the reference. We used this to
estimate adapter visibility by calculating the proportion of trials
in which the subject’s report (CW vs. CCW) was consistent with
the relation between the adapter and the reference. The extent to
which these proportions differed from 50% provides a measure
of adapter visibility. Figure 5 shows the relationship between
the TAE and adapter visibility. On average, adapter visibility
was 5.7 ± 4.2% (mean ± standard deviation), suggesting little
awareness of adapter orientation, as intended by our design. For
five of the data points (data points surrounded by black squares
in Figure 5), we could not reject the null hypothesis that the
adapter was invisible (p < 0.05, binomial test). These data points,
however, did not drive the main results illustrated in Figure 4.
Notably, even after excluding these data points, the mean TAE
was significantly larger than zero (p < 0.05; one-sided T-test)
and the TAE depended significantly on adapter duration [F(2)
= 23; p < 0.001]. Furthermore, if inadvertent adapter visibility
caused the attractive TAE, it should be larger in conditions
with high adapter visibility. Figure 5, however, shows that the
magnitude of the TAE did not depend on the visibility of the
adapter (Pearson correlation r =−0.084, p > 0.69).

Visible Adapter TAE Experiment
As explained above, we used an invisible adapter to avoid the
possibility that the subjects reported the orientation of the
adapter, instead of the test. For completeness, and to demonstrate
that the attractive TAE is not restricted to the use of an
invisible adapter, we performed a control experiment using a
standard, visible, adapter. In this experiment all Gabor stimuli
(adapter, test, null) had a spatial frequency of 2 cpd, and
were presented at 3◦ eccentricity. Subjects performed the same
orientation discrimination task (Figure 2C), but we used the
method of constant stimuli to obtain better estimates of the
full psychometric functions. In this experiment, the adapter was
presented for only 100ms (compared to the 200ms used in the
invisible adapter experiment). The example subject whose results
are shown in Figure 6 had a significant, attractive TAE for a 50ms
test duration (p < 0.05; Monte Carlo simulations; see section
Methods), but not for the longer test stimuli.

Figure 7 shows the average size of the TAE across the three
subjects that performed this experiment, as a function of test
duration. Each subject had a significant, attractive TAE at the
shortest test duration for which they could perform the task (p <

0.05, Monte Carlo simulations; see section Methods). This result
is consistent with the findings for invisible adapters (Figure 4);
brief adaptation results in an attractive TAE that decays on a time
scale faster than 200ms.

As explained above, in this experiment, we cannot exclude
the possibility that subjects inadvertently reported the orientation
of the adapter. We note, however, that the full psychometric
curves (e.g., Figure 6) suggest that subjects primarily reported

FIGURE 4 | Attractive tilt aftereffects following an invisible adapter. (A)

Histogram of TAE magnitude, across subjects for each test duration (legend).

The mean TAE (white arrow) was attractive: 1.48◦. (B) Average TAE per test

duration. Error bars show the standard error in the mean. This figure shows

that an adapter presented for 200ms induced an attractive TAE that lasted

<200 ms.

the orientation of the test (as instructed) and not the adapter.
Notably, if the subject always reported the adapter orientation,
the psychometric curves would have been independent of the
test orientation (i.e., the figure would have shown two flat lines
with the green line (a clockwise adapter) above the blue line
(counterclockwise adapter). The sigmoidal shape of the subjects’
psychometric functions showed that they responded primarily to
the test stimulus, not to the adapter. Given, however, that this
potential confound limits the forcefulness with which these data
can be interpreted, we did not pursue this experimental design
with a larger number of subjects.

DISCUSSION

Our experiments show that briefly presented oriented stimuli
are perceived to be more similar to immediately preceding
stimuli than they really are. This effect is opposite to the well-
known (repulsive) tilt aftereffect. Under the conditions of these
experiments, it is induced on a time-scale of 100–200ms and
recovers on a similar time scale: it is a short-term attractive tilt
aftereffect. The attractive nature of the aftereffect and its fast
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FIGURE 5 | TAE as a function of the visibility of the adapter in catch trials.

Individual TAEs are shown for all subjects and durations (legend) as a function

of the visibility of the adapter on catch trials in matched conditions. The arrow

indicates the mean visibility (5.7%), and data points surrounded by black

squares indicate conditions in which the null hypothesis that the adapter was

invisible could not be rejected (p < 0.05). TAE and adapter visibility were not

significantly correlated (r = −0.084; p = 0.7), suggesting that the subjects

indeed reported the orientation of the test and not, inadvertently, that of

the adapter.

recovery were predicted by our recurrent network model and
therefore supports the view that orientation tuning curve shifts
in V1 on the order of hundreds of milliseconds may be generated
by the attractor dynamics of recurrent networks.

Attractive and Repulsive Tilt Aftereffects
Gibson and Radner (1937) showed that 1min of exposure to
an adapter leads to a sizable tilt aftereffect. Even in that first
paper, both repulsive and attractive aftereffects were reported.
Repulsion was found when the orientation difference between
the adapter and the test was between 10◦and 30◦ (the so-
called direct TAE), while attraction was observed in trials with
large orientation differences (50◦-90◦; the indirect TAE). Our
model predicted an attractive TAE even for small orientation
differences, hence we focused on the direct TAE where the
prediction appeared to conflict with well-established findings
of a repulsive TAE even for brief test stimuli (Sekuler and
Littlejohn, 1974; Wolfe, 1984). The apparent conflict is resolved
by distinguishing two, logically distinct time scales involved
in adaptation.

The first is the time scale of recovery from adaptation. This
time scale can be probed, for instance, by leaving a gap between
adapter and test or by varying the duration of the test stimulus.
Previous studies have probed this recovery timescale extensively
and concluded that shorter test stimuli generate larger TAEs
(Wolfe, 1984; Magnussen and Johnsen, 1986; Harris and Calvert,
1989; Wenderoth and van der Zwan, 1989). The horizontal axes

FIGURE 6 | Short-term attractive tilt aftereffects with visible adapters.

Psychometric curves for one example subject, for three test durations: 50,

100, and 200ms. For the shortest duration of the test stimulus (50ms), the

perceived test orientation was significantly attracted toward the adapter.

Horizontal error bars show 95% confidence intervals on the estimated PSE.

in Figures 4B, 7 represent this recovery time scale, and these
figures show that our findings are consistent with those previous
reports; short test flashes produce larger aftereffects.

The second is the time scale of the induction of adaptation.
The duration of the adapter partially determines this time
scale and previous work has shown that TAE magnitude
increases with longer induction (Magnussen and Johnsen, 1986).
Importantly, the duration of the adapter on a single trial is
not the only determinant of the time scale of induction. In
fact, Magnussen and Johnsen (1986) showed that multiple short
presentations of the same adapter generate more adaptation
than a single long presentation with the same total duration.
This demonstrates that—as long as the adapter stays the same—
adaptation accumulates over multiple trials (This is likely part of
the reason why the commonly used top-up paradigm generates
large adaptation effects even with brief top-up adapters). In
previous work, the same adapter (or a small set of adapters)
was presented repeatedly. This allowed such paradigms to tap
into induction mechanisms operating on slow time scales, even
when individual adapters were presented only briefly (Sekuler
and Littlejohn, 1974).
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FIGURE 7 | Recovery time course of short-term tilt aftereffects. The figure

shows the change in PSE as a function of the test duration. For each of the

subjects, the aftereffect was attractive at the shortest test duration at which

they reliably performed the task (50 or 100ms). Error bars show 95%

confidence intervals based on Monte Carlo simulations (see section Methods).

In our experimental paradigm, adapter orientation was
randomized across trials. Therefore, adaptation could not
accumulate across trials in an orientation specific manner, and
this isolated the TAE that is generated on a short induction time
scale. There is therefore no contradiction between our finding
of an attractive (direct) TAE and previous reports of a repulsive
(direct) TAE; the separate induction time scales account for
the difference.

Time Scales
Although the time scale of the attractive TAE may seem short
in terms of traditional behavioral adaptation experiments, it
is actually well-matched to natural behavior. During normal
exploratory behavior, primates make eye movements two to
three times per second, hence new inputs arrive in the visual
system on a time scale of hundreds of milliseconds (Ibbotson and
Krekelberg, 2011). Our findings suggest that the V1 recurrent
network is well-suited for the need to integrate and amplify
information available within a typical fixation period.

Of course, recurrent network dynamics are unlikely to be
responsible for neural and behavioral response changes on
very long time scales. For instance, training on an orientation
discrimination task results in tuning changes in early visual
cortex (Schoups et al., 2001; Ghose et al., 2002). The link
between these neural changes and behavioral improvements
[i.e., perceptual learning (Watanabe and Sasaki, 2015)] is only
partially understood (Ghose et al., 2002; Teich and Qian, 2003)
and models that incorporate plastic changes (Teich and Qian,
2003; Chelaru and Dragoi, 2008; Ursino et al., 2008) are needed
to understand this link. In a recurrent network, however,
changes in connectivity can cause substantial changes in network
dynamics (e.g., Figures 3, 4 in Quiroga et al., 2016). This shows
that changes taking place on the slow time scale of learning
can influence dynamics at the rapid sub-second time scale.
Considering this aspect may help to generate testable predictions

for changes in neural response properties and how these affect
behavioral performance.

Motion
Kanai and Verstraten (2005) reported repulsive motion
aftereffects for long induction time scales, and attractive
motion aftereffects for induction time scales below 200ms. This
phenomenological similarity of the short-term aftereffects in
the motion and orientation domain is intriguing and suggests
that similar recurrent network mechanisms could underlie these
phenomena. This view is supported by theoretical and empirical
work demonstrating that recurrent network dynamics could play
a fundamental role in motion tuning (Mineiro and Zipser, 1998;
Joukes et al., 2014; Pachitariu and Sahani, 2017).

Because there is substantial interaction between orientation
and motion processing (Krekelberg et al., 2003; Kourtzi et al.,
2008), one can also ask whether motion signals may lead to
the short-term attractive TAE. In any adaptation paradigm, the
successive presentation of the adapter and test has the potential to
generate apparent motion signals, and theoretically, these could
affect the perception of orientation. This would be analogous
to the many ways in which translational motion can induce
a misperception of position (Krekelberg, 2001; Krekelberg and
Lappe, 2001; Müsseler et al., 2002). In our view, however, it is
unlikely that the apparent motion signal played an important role
in the perception of orientation in our experiments. First, the
phase of the adapter and test were randomized independently,
this should limit the strength of apparent motion. Second, in
the invisible adapter experiment the spatial frequency of the
adapter was higher than that of the test. This further reduces
the strength of apparent motion and yet, the attractive TAE
was of a similar magnitude. Of course, these arguments do not
preclude the possibility that stronger motion signals could affect
orientation adaptation. In fact, our recent findings show that
one link between the neural mechanisms of complex form and
motion processing is their reliance on recurrent connectivity
(Joukes et al., 2017). This predicts that some of the adaptation
effects resulting from recurrent connectivity could affect both
form and motion perception.

Neural Mechanisms
Previously, we showed that our model can account quantitatively
for the repulsive tuning curve shifts observed in V1 (Quiroga
et al., 2016). Here, we show that these repulsive tuning curve
shifts predict an attractive TAE. Although counterintuitive, this
apparent contradiction follows directly from the labeled line code
(Gilbert and Wiesel, 1990; Yao and Dan, 2001; Teich and Qian,
2003; Jin et al., 2005). Consider a neuron that normally prefers
0◦–in any labeled line decoder, spikes from this neuron are always
interpreted as evidence in favor of 0◦. Across a population of
labeled line neurons, the percept is given by the location of the
peak or center of the population activity. The statement that
“adaptation causes a repulsive tuning curve shift” means, for
example, that after adaptation at −10◦, the 0◦ neuron responds
most strongly to a 2◦ stimulus. That implies, however, that for
a 2◦ stimulus, the population activity is centered on 0◦. And
this, in turn, means that the 2◦ stimulus is decoded as 0◦. In
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other words, the 2◦ stimulus is attracted to the −10◦ adapter.
The inversion from repulsion to attraction occurs because the
former describes tuning curves (the response of a single neuron
to different stimuli; a theoretical construct that exists only across
trials), while the latter describes population activity (the response
of many neurons to a single stimulus; this construct exists in each
trial and underlies perception). For a more extensive discussion
of these issues in the context of speed perception see Krekelberg
et al. (2006b).

In our model, repulsive tuning curve shifts (and therefore the
attractive TAE) results from the persistence of neural activity
evoked by the adapter. This persistence is determined by the
strength of the recurrent connections (as discussed in detail
by Quiroga et al., 2016) and results in a predicted recovery
time scale of the aftereffect on the order of a few 100ms
(Figure 1). Given that the model parameters were determined
solely from the macaque V1 responses, the match between the
model prediction and the behavioral results is surprisingly good
and supports our claim that recurrent connections could underlie
this behavioral effect.

Quantitatively, the model (Figure 1) predicts a larger TAE
than we observed in our subjects. Part of this could be
explained by well-known, but uncontrolled experimental factors.
For instance, occasional reductions in attentional focus would
reduce adaptation (Rezec et al., 2004) and fixational instability
during the brief presentation of the adapter could also reduce
adaptation. Our data provide support for the latter hypothesis;
the interquartile range of fixational eye positions during the
presentation of the adapter was negatively correlated with the
TAE (Pearson r =−0.7; p= 0.03).

At the same time, because the model parameters were
constrained only by data obtained in the anesthetized
macaque, a mismatch between the model and human
behavior should not be too surprising. The magnitude
of tuning curve shifts increases when excitatory lateral
connections are narrowly tuned, when inhibitory
connections are broadly tuned, or when the overall
strength of lateral connections is large compared to
the afferent thalamic input (Quiroga et al., 2016). Most
likely, these parameters are not the same across species,
or even across individuals, or across retinal location
within an individual. This implies that a range of TAE
magnitudes is to be expected, just as the magnitude of
tuning curve shifts also varies considerably across studies
(Dragoi et al., 2000; Felsen et al., 2002; Patterson et al., 2013).

It would be interesting to find better methods to constrain
model parameters. In principle, it should be possible to use
behavioral responses to sequences of oriented gratings to infer
the underlying functional connectivity in a network model.
However, this problem is ill-constrained and adaptation is a
poor replacement for an electrode (Krekelberg et al., 2006a;
Sawamura et al., 2006; Hegdé, 2009; Solomon and Kohn, 2014;
Kar and Krekelberg, 2016). Nevertheless, we believe that progress
could be made by using carefully tailored paradigms, and models
that are constrained not only by behavioral data, but also by
the properties of rapid adaptation at the single neuron level
(Benucci et al., 2009).

Function
In our model, the short-term attractive TAE can be attributed to
repulsive tuning curve shifts, which are caused by the pushing
and pulling of population activity in a network with Mexican
hat shaped recurrent connectivity (Quiroga et al., 2016). This
connectivity pattern has many potential benefits. For instance,
it sharpens orientation tuning and amplifies weak signals
(Carandini and Ringach, 1997; Hahnloser et al., 2002; Teich and
Qian, 2003), or it can implement a statistical prior assumption
that changes in the sensory input are typically small (Deneve
et al., 2001; Schwartz et al., 2007). The attractive TAE could
therefore be interpreted as a side effect of such mechanisms that
optimize orientation processing. The fact that these side-effects
are not immediately obvious from themodel, but require detailed
simulations and exploration, attests to the fact that even simple
recurrent networks can generate surprisingly complex responses.
Phrased more positively, recurrent networks can underlie highly
complex functionality. For instance, recurrent networks are able
to implement rudimentary forms of memory that are needed
in motion detection (Joukes et al., 2014), generate sensitivity
for higher-order statistics (Joukes et al., 2017), or amplify weak
stimuli in a state-dependent manner (Rutishauser and Douglas,
2009). These are elementary computations that are useful in
perception and cognition and may be a reason why recurrent
connections are ubiquitous across cortex.

Alternative Models
The attractive TAE can be seen as an example of temporal
integration; the response to the test is integrated with the
response to the adapter and therefore the test looks like
the adapter. This is an appealing, simple phenomenological
description, but our goal is to understand the underlying
neural mechanisms. In other words, one can postulate that
a hill of persisting activity represents the adapter in a set of
orientation-tuned neurons, and the interaction of this persisting
activity with activity generated by the test could result in
an attractive aftereffect. This description, however, does not
answer the question of how such persistence is generated.
Our model provides one answer to this question: we propose
that recurrent connections lead to persistence and underlie
temporal integration. In the model, the recurrent connections
are necessary to explain an attractive TAE that lasts 50–100ms
(Figures 4, 7) because without them persistence is short, as
activity dissipates on the time scale of the membrane time
constant (8 ms).

There may well be other answers to the question of what
generates (or contributes to) the persistence and temporal
integration. For instance, prolonged exposure to visual input
could affect the state or dynamics of slow channels and
thereby result in persisting activity, or at least subthreshold
depolarization, on a time scale of several 100ms in individual
neurons. Experimental data from cat visual cortex, however,
show that prolonged exposure to visual input hyperpolarizes
neurons by opening K-channels, and reduces their spiking
activity (Sanchez-Vives et al., 2000a,b). The model shows that
such effects shorten the recovery time course, and, when spike
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rate suppression is large enough, result in a repulsive, not an
attractive TAE (Figure 1C).

Another possibility is that exposure to the adapter strengthens
lateral connections between V1 neurons. This can generate
repulsive tuning curve shifts (Felsen et al., 2002) and would
therefore also lead to attractive aftereffects. To explain our
findings, however, one would have to assume that a single 200ms
presentation of an adapter is sufficient to change the effective
synaptic connectivity between neurons. We are not aware of
experimental data that support the existence of such rapid
plasticity in V1. Instead, plasticity is typically observed after the
repeated exposure to the same (pairs of) stimuli (Yao and Dan,
2001). Just like the traditional TAE paradigm, this potentially taps
into slow mechanisms that accumulate over seconds, even if the
individual stimulus presentations are brief.

Of course, the neural mechanisms underlying the TAE need
not be restricted to V1. The orientation-specificity of the TAE,
however, demonstrates that the integrators must be orientation-
tuned, which argues for at least a cortical locus. In addition, the
finding that the TAE occurs even without conscious awareness of
the adapter orientation (as in our invisible adapter experiment)
suggests that its neural locus is relatively early (pre-attentive) in
visual processing (Clifford, 2014). While it is certainly possible,
ultimately even desirable, to construct a model that spans all
levels of visual processing, it is difficult to constrain such a model
with currently available experimental data.

In summary, in Quiroga et al. (2016) we proposed that
recurrent network connections could underlie tuning curve shifts
in V1 and supported this model with electrophysiological data.
Here we used the recurrent network model, fully constrained
by neural data, to generate novel predictions about orientation
perception. Our experiments confirmed the predicted attractive
TAE. Because the model uses only well-supported patterns
of recurrent connectivity, it is a parsimonious, mechanistic
explanation of repulsive shifts in short-term tuning curves and
the short-term attractive TAE. We emphasize, however, that
neither the electrophysiological nor the current behavioral data
prove that the model is correct, or that recurrent connections are
necessary to explain these phenomena. Such proofs of necessity
are fundamentally beyond the purview of models. Instead,

model value derives from the ability to generate conceptually
novel understanding of neural processing and experimentally
testable hypotheses.
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A prior cue or stimulus allows prediction of the future occurrence of an event
and therefore reduces the associated neural activity in several cortical areas. This
phenomenon is labeled expectation suppression (ES) and has recently been shown
to be independent of the generally observed effects of stimulus repetitions (repetition
suppression, RS: reduced neuronal response after the repetition of a given stimulus).
While it has been shown that attentional cueing is strongly affected by the length of
the cue-target delay, we have no information on the temporal dynamics of expectation
effects, as in most prior studies of ES the delay between the predictive cue and the
target (i.e., the inter-stimulus interval, ISI) was in the range of a few hundred milliseconds.
Hence, we presented participants with pairs of faces where the first face could be
used to build expectations regarding the second one, in the sense that one gender
indicated repetition of the same face while the other gender predicted the occurrence
of novel faces. In addition, we presented the stimulus pairs with two different ISIs
(0.5 s for Immediate and 1.75 or 3.75 s for Delayed ISIs). We found significant RS
as well as a reduced response for correctly predicted when compared to surprising
trials in the fusiform face area. Importantly, the effects of repetition and expectation
were both independent of the length of the ISI period. This implies that Immediate and
Delayed cue-target stimulus arrangements lead to similar expectation effects in the face
sensitive-visual cortex.

Keywords: expectation, fMRI adaptation, prediction, repetition suppression, inter-stimulus interval

INTRODUCTION

Repetition related phenomena have been widely studied using both electrophysiological and
neuroimaging techniques. Typically these studies report suppression of the neural signal for
repeated when compared to alternating stimuli (repetition suppression, RS; Henson and Rugg,
2003; for review see Grill-Spector et al., 2006). RS has been explained in many ways (i.e., synaptic
depression, network dynamics, and facilitation of the neural response) and has become one of the
most intensively studied phenomena in cognitive neurosciences. Further, it is broadly applied as a
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tool to investigate the selective properties of neuronal
populations in neuroimaging experiments (fMRI adaptation;
Malach, 2012).

Recently, the neural mechanisms of RS have been connected
to predictive coding theories of sensory perception (PC, see
Friston, 2005; Auksztulewicz and Friston, 2016). According
to models of PC, the brain constantly generates predictions
about sensory inputs and then computes the difference between
these predictions and the actual sensory input. Therefore,
surprising/incorrectly predicted events cause higher neural
activity than expected/correctly predicted events (Friston, 2005,
2010; Friston and Kiebel, 2009). In other words, the occurrence
of an expected event can also lead to reduced neuronal activity
when compared to incorrect predictions, i.e., to surprising events.
This phenomenon was recently labeled expectation suppression
(ES, Todorovic and de Lange, 2012).

In an influential study, Summerfield et al. (2008) presented
participants with pairs of faces that could either repeat or
alternate. These faces were grouped into blocks with either high
(75%, RB) or low (25%, AB) repetition probabilities (P(rep)].
The results revealed larger RS in the fusiform face area (FFA;
Kanwisher et al., 1997) in blocks with more repetitions (RB),
and hence more expected when compared to blocks with fewer
repetitions, and thus surprising repetitions (AB). Therefore,
the authors suggested that higher-order contextual expectations
modulated repetition-related processes. Other studies confirmed
the existence of such P(rep) modulations of RS for faces (Kovács
et al., 2012, 2013; Larsson and Smith, 2012; Grotheer et al.,
2014) and Roman letters (Grotheer and Kovács, 2014). While
no such modulations were found for chairs (Kovács et al.,
2013) or unfamiliar characters (Grotheer and Kovács, 2014), but
for a different conclusion see Mayrhauser et al. (2014). All of
these studies used a factorial design in which repetition and
repetition probability varied orthogonally. However, they did
not allow the independent testing of expectation and repetition
effects due to the use of high and low repetition blocks to
manipulate expectations.

Other studies have induced explicit perceptual expectations
on a trial-by-trial basis by associating a given stimulus with a
preceding schematic cue or image (Egner et al., 2010; Meyer
and Olson, 2011). Current MEG and neuroimaging studies have
combined such paradigms with stimulus repetitions, in the sense
that the first stimulus of a pair signals the likelihood of repetitions
or alternations, and found both ES and RS to be present in the
target-related signal (Todorovic and de Lange, 2012; Grotheer
and Kovács, 2015; Amado and Kovács, 2016). Importantly, both
the MEG and the neuroimaging studies have found that the
effects of expectation and repetition are independent and additive
processes in the human brain. Moreover, a recent EEG study
(Feuerriegel et al., 2018) also investigated whether repetition
effects are influenced by perceptual expectations and found
distinct spatiotemporal patterns of repetition and expectation
effects, supporting the idea of separable mechanisms underlying
these phenomena.

Earlier studies have explored the influence of the
inter-stimulus interval (ISI) length on RS and showed
similarities between short and long-lagged repetition effects

(Henson et al., 2004; Sayres and Grill-Spector, 2006), but it
has also been suggested that different neuronal mechanisms
explain RS for long and short ISIs (Epstein et al., 2008; Kouider
et al., 2009; Weiner et al., 2010; Larsson and Smith, 2012).
Additionally, both electrophysiological (Feuerriegel et al., 2015)
and behavioral (Matthews, 2015) studies of RS and repetition
priming, describing behavioral response improvements for
repeatedly presented stimuli, have reported distinct effects of
stimulus duration and ISI variability.

Moreover, it is also known that ISI length affects attentional
cueing (Hansen and Hillyard, 1980; Busse et al., 2006). Briefly,
attentional cueing experiments rely on the flexible allocation
of attention to specific aspects of the sensory stimulation, such
as certain features of the stimuli, as well as their temporal
or spatial properties. In general, attention can be driven both
by top-down (i.e., cognitive expectations, called “endogenous”
attention) or bottom-up (i.e., sensory events, called “exogenous”
attention) processes (Hopfinger and West, 2006). The nature of
the cue determines the type of attentional process (see Posner and
Cohen, 1984). Interestingly, the ISI length seems to interfere with
exogenous and endogenous attention in a different manner. At
short durations (at around 2 s), endogenous attention enhances
perceptual sensitivity (through an improvement in the accuracy
of the responses). However, at longer durations (typically larger
than 4 s) endogenous attention can actually impair stimulus
sensitivity (Ling and Carrasco, 2006). In the case of exogenous
attentional processes, the responses are faster and more accurate
when valid cues are presented with short intervals between
the cue and the target. If, however, the ISI length is large the
participants’ reactions for valid cues will be slower (i.e., larger
than 300 ms; see Posner and Cohen, 1984) and less accurate
(Handy et al., 1999) than for invalid cues. Also, Busse et al.
(2006) found facilitation of the behavioral response (in terms of
shorter RTs) with short cue-target ISIs, only when both location
and feature cues were valid. Longer ISIs induced the opposite
effect, as the RTs were longer when the targets appeared at
the cued location.

In terms of the PC theory expectations are probability-based
top-down information that are tested against sensory input.
Endogenous attention can be connected to the term perceptual
expectation as both can rely on cues on a trial-by-trial basis
(Meyer and Olson, 2011). In spite of the demonstrated effects
of ISI on RS and on attentional cueing, previous studies which
have investigated ES have invariably used short (in the range of
few hundred milliseconds) delay-intervals between the predictive
cue and the target (Egner et al., 2010; Grotheer and Kovács, 2015;
Amado and Kovács, 2016).

Since we have no information on the temporal dynamics of
cue-based expectation effects (Matthews and Gheorghiu, 2016),
the current study aimed to investigate whether additive effects of
RS and ES are consistent across changes of the presentation delay.
To this end, we used the methods, task, and paradigm of Grotheer
and Kovács (2015) with different ISI lengths. To anticipate our
results, we observed significant RS and ES in the FFA, but we
did not find any interaction between ES and RS for either ISI
conditions, suggesting that the length of ISI does not influence
the neural mechanisms of ES and RS.
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MATERIALS AND METHODS

Participants
Twenty-six healthy Caucasian volunteers participated in the
experiment. The number of participants was chosen based on
our prior published works. In our previous papers testing RS
(Grotheer et al., 2014: n = 26; Grotheer and Kovács, 2014:
n = 17; Grotheer and Kovács, 2015: n = 25; Amado et al., 2016:
n = 22; Hermann et al., 2016: n = 29) we invariably tested similar
number of participants and observed always strong and reliable
RS as well as probability-based modulations of RS. Therefore,
we did not use any specific way to estimate the sample sizes
here. No participant reported any neurological or psychiatric
illnesses and all subjects had normal or corrected to normal
visual acuity and gave written informed consent in accordance
with the protocols approved by the Ethical Committee of the
Friedrich-Schiller-University Jena by following the Declaration
of Helsinki. Overall, three participants were excluded from
the final analysis. One was excluded due to excessive head-
movements (i.e., translation/rotation of > 5 mm/degrees) during
the recording, while another participant failed to perform the
experimental task properly (the performance was below 50%
in one experimental run) and one participant interrupted the
recording session. Therefore, the current report is based on the
data of 23 participants (17 females; 20 right-handed, mean age
(±SD): 21.6 (0.7) years).

Stimulation and Procedure
Stimuli were 300 gray-scale, digital photos of full-frontal
Caucasian faces (2.75◦ visual angle), identical to those of
Grotheer and Kovács (2015). Briefly, stimuli were fit behind a
circular mask, placed in the center of the screen on a uniform
black background. Stimulus pairs were presented, with 250 ms
presentation time for each stimulus. We only used Caucasian
faces as it is known that the own-race bias results in differences
regarding the perceptual expertise with own when compared to
other-race faces (for review see: Meissner and Brigham, 2001).
Two ISI conditions were used. In the Immediate condition,
the ISI was 500 ms, and hence identical to that of previous
publications (Grotheer and Kovács, 2015; Amado and Kovács,
2016). In the Delayed condition, the ISI was varied randomly
between 1.75 and 3.75 s (this temporal jitter was introduced to
help the separation of the BOLD response, related to S1 and S2
as these two are not presented within one TR anymore). The
two ISI trial types (Immediate and Delayed) were presented in
two separate runs in an order randomized across participants.
The inter-trial intervals were randomized between 1 and 3 s
or between 3.75 and 5.75 s for the Immediate and Delayed
conditions, respectively (see Figure 1). This relatively short time-
range for the Delayed ISI condition was chosen because the
further elongation of the ISI (to the order of minutes) would
have led to an experiment-duration up to 2 h. Two runs were
recorded from each participant (one for each ISI condition) and
no stimulus occurred in more than one trial during a given run
(i.e., the same stimulus could occur in two different runs). The
runs contained 180 trials and lasted for about 11 and 25 min for

the Immediate and Delayed conditions, respectively. Stimuli were
back-projected via an LCD video projector (NEC GT 1150, NEC
Deutschland GmbH, Ismaning, Germany, with modified lens
for short focal point) onto a translucent circular screen, placed
inside the scanner bore [stimulus presentation was controlled by
Matlab R2013a (The MathWorks, Natick, MA, United States),
using Psychtoolbox (Version 3.0.9)].

Trial structure and design were identical to those of Grotheer
and Kovács (2015) and Amado and Kovács (2016). We used
a paired stimulus presentation where the predictive cue, the
first stimulus (S1), could either be different [Alternation Trial
(Alt)] or identical [Repetition Trial (Rep)] to the second, target
stimulus (S2). To reduce local feature adaptation the size of
either S1 or S2 (chosen randomly) was reduced by 18%. Both
stimuli of a pair were either female or male and participants were
presented with 50% female/male trials randomly. The gender
of S1 cued stimulus repetition or alternation to the participants
probabilistically, meaning high (75%) or low (25%) probabilities
of repetition/alternation of the target stimulus (S2). For example,
for half of the subjects, female faces signaled high repetition
probability (75%), while male faces signaled high alternation
probability (75%). This way, participants could form expectations
regarding the likelihood of repetitions and alternations. Correctly
predicted trials correspond to a congruence between the given
cue (S1) and the repetition/alternation occurrence during S2
(75% of the trials), whereas the incorrectly predicted, or
surprising trials correspond to an incongruency between the
given cue (S1) and the repetition/alternation occurrence during
S2 (25% of the trials). The relationship between face gender and
repetition probability was counterbalanced across participants
(11 participants in one version and 12 in the other one), in a way
that for the other half of the subjects (N = 11) the gender cueing
high repetition probability was male and the relative repetition
probabilities were reversed accordingly. Participants were
informed about the relative repetition/alternation probabilities as
well as about their contingencies on the face gender of S1 prior
to the scanning sessions. In addition, participants performed a
5-min long training session (using stimuli that were different
from those used in the main experiment) immediately prior to
the fMRI recordings.

Briefly, a trial started with a yellow fixation cross, which
was presented for 1 or 3 s in the Immediate ISI condition and
3.75 or 5.75 s in the Delayed ISI condition. Participants were
asked to fixate it. The cross was followed by the predictive
cue, S1, which was shown for 250 ms. During the ISI a
small white circle appeared on the screen. The ISI conditions
correspond to Immediate and Delayed lengths of fix 500 ms
and varying 1.75/3.75 s, respectively. Finally, the target, S2, was
presented for 250 ms.

Moreover, following the method of Larsson and Smith (2012),
20 (11.1% of the trials) additional blank trials were included
in each run to enable the estimation of the average response
time course to the target stimulus (S2) alone. In these trials, S1
was normally displayed and instead of S2, a blank screen was
presented. This way, an estimate of the average response time
course to S2 alone was obtained by performing a subtraction
between the blank trials and the experimental conditions which
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FIGURE 1 | Overview of the stimulation parameters and arrangements. At the beginning of each trial, a yellow fixation cross was presented for 1 or 3 s in the
Immediate ISI condition and for 3.75 or 5.75 s in the Delayed ISI condition. The cross was followed by the predictive cue, S1, which was shown for 250 ms. During
the ISI a small white circle appeared on the screen. The ISI conditions correspond to Immediate and Delayed lengths of fix 500 ms and varying 1.75/3.75 s,
respectively. Finally, the target, S2, was presented for 250 ms. Note that Immediate and Delayed trials were given in separate runs.

included S2 and S1 as well. In order not to bias the predictions
of participants, these trials had an equal amount of female and
male faces for S1. Importantly, the overall probabilities for the
correctly predicted and surprising conditions were 66.7 and
22.2%, respectively. As the introduction of the blank trials made
the separation of subsequent trials perceptually more difficult,
the color of the fixation cross was changed to yellow before the
presentation of S1, to clearly mark the beginning of trials.

In total, we had five different experimental conditions,
presented randomly within a run: expected repetition (E_Rep),
expected alternation (E_Alt), surprising repetition (S_Rep),
surprising alternation (S_Alt), and blank (Blank) trials. Figure 2
illustrates the experimental design.

To control participants’ attention and to confirm that they are
able to judge the stimulus gender effectively, 18% of the trials were
target trials in which subjects had to report whether the S1 had
been a female or male face by pressing a button (Todorovic and
de Lange, 2012). Therefore, for these target trials, a choice-screen
was presented for 2 s centrally showing either the text “female?
male” or “male? female,” randomly. The choice-screen appeared
1 s after S2 was blanked out. A small color change of the fixation
cross functioned as feedback regarding their answers (green for
correct and red for incorrect responses).

Imaging Parameters and Data Analysis
Imaging was done with a 3-Tesla MR scanner (Siemens
MAGNETOM Prisma fit, Erlangen, Germany). T2∗ weighted
images were collected using an EPI sequence (35 slices, 10◦

tilted relative to axial, TR = 2000 ms; TE = 30 ms; flip
angle = 90◦; 64 × 64 matrices; 3 mm isotropic voxel size). A high-
resolution T1-weighted 3D anatomical image was acquired using

an MP-RAGE sequence (TR = 2300 ms; TE = 3.03 ms; 192 slices;
1 mm isotropic voxel size).

Details of preprocessing and statistical analysis were described
previously (Cziraki et al., 2010). The functional images were
realigned, normalized to the MNI-152 space, resampled to
2 × 2 × 2 mm resolution and spatially smoothed with a Gaussian
kernel of 8 mm FWHM (SPM12, Wellcome Department of
Imaging Neuroscience, London, United Kingdom). A separate
functional localizer run (640 s long, 20-s epochs of faces,
objects and Fourier randomized versions of faces, interleaved
with 10 s of blank periods, 2 Hz stimulus repetition rate;
300 ms exposure; 200 ms blank) served as a basis for Regions
of Interest (ROIs) detection. ROI creation was performed with
MARSBAR 0.44 toolbox for SPM (Brett et al., 2002). Only those
individuals in whom the respective ROIs could be identified
in both hemispheres were included in the further analyses.
The FFA was determined individually as an area responding
more intensely to faces than to objects and Fourier randomized
versions of faces (p < 0.0001UNCORRECTED). Its location could
be identified reliably and bilaterally in 20 participants [average
MNI coordinates (±SE): 41 (0.6), −54 (1.3), −19 (0.8), and −41
(1.4), −57 (1.7), −18 (0.7); average cluster size (±SE): 72(7), 52(5)
voxels; for the right and left hemispheres, respectively].

A time series of the mean voxel value within the areas
of interest was calculated and extracted from our event-
related sessions using custom made scripts and Marsbar. The
convolution of each of the five experimental conditions (E_Rep,
E_Alt, S_Rep, S_Alt, Blank) with the canonical hemodynamic
response function (HRF) of SPM12 (Welcome Department of
Imaging Neuroscience, London, United Kingdom) was used to
define predictors for a General Linear Model (GLM) analysis
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FIGURE 2 | Experimental design and conditions. Each face gender signaled different repetition/alternation probabilities (high or low) randomly for every participant.
Here we present an example where the face gender signaling high repetition probability was female (E_Rep), while male faces cued high probability of alternations
(E_Alt). Male/female faces signaled low probability of repetitions/alternations (S_Rep/S_Alt). Blank trials contained either female or male faces, randomly.

of the data. Target trials were not modeled separately, as there
was sufficient time (1 s) between the end of the trial and
the choice-screen presentation. Thus, the BOLD signal of the
S2 was not affected by the button presses or by the choice-
screens. Note that the subtraction between blank trials and the
other experimental conditions (E_Rep, E_Alt, S_Rep, S_Alt)
was executed to estimate the average response time course
to S2 alone (Larsson and Smith, 2012). The peak values of
the BOLD signal elicited by S2 only were submitted to the
following statistical analysis. We performed repeated measures
ANOVAs for the FFA activity separately with hemisphere (2),
expectation level (2, E and S), trial type (2, Alt and Rep)
and ISI condition (2, Immediate and Delayed) as factors. Post
hoc analyses were executed using Fisher LSD tests. We also
performed a t-test and calculated Bayes factor (e.g., Dienes,
2011) to test the independence of RS/ES from the ISI length
and denoted evidence according to the thresholds proposed by
Jeffreys (1940). We used the following prior hypothesis: RS and
ES effects are larger in the Immediate ISI condition than in
the Delayed one, therefore the reported results show how much
more likely our hypothesis is when compared with the null
hypothesis. In order to perform a t-test and directly compare
the effects of repetition and expectation suppression for the
two ISI conditions, we calculated the repetition suppression
index (RSI = Alt-Rep) and the expectation suppression index
(ESI = Sur-Exp).

As there is evidence that prediction error units of FFA can be
activated by a positive prediction error (i.e., the occurrence of an
unexpected face), but not by a negative one (i.e., the unexpected
omission of a face; see Egner et al., 2010). We decided to test the
influence of stimulus omission in this experiment by performing
a repeated measures ANOVAs for the FFA activity separately with
ISI condition (2, Immediate and Delayed) and omission level

(2, Blanked and Non-blanked trials) as factors. Post hoc analyses
were executed using Fisher LSD tests.

RESULTS

Behavior
Participants required on average 981 ms (±SD: 45 ms) to
determine the gender of the presented S1 faces. Reaction times
did not differ significantly between trial types (F(1,22) = 1.15,
p = 0.29, ηp

2 = 0.05), expectation levels (F(1,22) = 0.24,
p = 0.63, ηp

2 = 0.01) or ISI conditions (F(1,22) = 2.22, p = 0.15,
ηp

2 = 0.09). Similarly, only tendencies were observed for any
of the interactions (p > 0.08 for all comparisons). We found a
tendency for an interaction between expectation levels and ISI
conditions (F(1,22) = 3.18, p = 0.088, ηp

2 = 0.126), showing that
correctly predicted trials differed between ISI conditions [being
faster for Immediate trials (M(±SD) = 927 (39)ms) as compared
to Delayed ones (M(±SD) = 1018 (35)ms), p = 0.003], while
incorrect predictions did not show any difference.

Mean accuracy for gender judgment was 86% (±SD: 3%)
across all experimental conditions. The participants’ accuracies
did not differ between trial types (F(1,22) = 1.53, p = 0.22,
ηp

2 = 0.07) and ISI conditions (F(1,22) = 1.62, p = 0.22,
ηp

2 = 0.07). Further, no significant interactions were observed
(p > 0.08 for all comparisons). Interestingly, and confirming
previous results (Grotheer and Kovács, 2015; Amado and Kovács,
2016), there was weak evidence for a main effect of expectation
level (F(1,22) = 3.4, p = 0.08, ηp

2 = 0.13), showing an enhanced
accuracy for correctly predicted (M(±SD) = 88 (3)%) when
compared to surprising (M(±SD) = 82 (5)%) trials.

The similar accuracy rates and response times suggest a similar
allocation of attention to the different experimental conditions.
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Fusiform Face Area
Overall, the results confirmed those of our prior studies
(Grotheer and Kovács, 2015; Amado and Kovács, 2016). We
observed a significant main effect of trial type (i.e., significant RS;
Figure 3; F(1,19) = 25.09, p = 0.0008, ηp

2 = 0.57) with an average
signal reduction of 0.1% (equivalent to an average relative signal
reduction of 27%). We also found a main effect of expectation
level (i.e., significantly higher responses for surprising as
compared to correctly predicted events: F(1,19) = 5.65, p = 0.028,
ηp

2 = 0.23). On average the correct predictions led to a signal
reduction of 0.05% (corresponding to an average relative signal
decrease of 16%) when compared to the incorrect predictions. No
main effect of hemisphere was found (F(1,19) = 1.27, p = 0.27,
ηp

2 = 0.06). Additionally, the effects of trial type and expectation
level did not interact with each other (F(1,19) = 3.08, p = 0.10,
ηp

2 = 0.14), but were additive (Figure 3).
More important to the aims of the current study, we did not

find a significant main effect of ISI condition (F(1,19) = 1.68,
p = 0.21, ηp

2 = 0.08). There was neither an interaction of ISI
condition with the effect of trial type (F(1,19) = 0.37, p = 0.54,
ηp

2 = 0.02) nor with the effect of expectation (F(1,19) = 1.2,
p = 0.28, ηp

2 = 0.06). The four-way interaction of the hemisphere,
ISI condition, trial type and expectation was not significant either
(F(1,19) = 0.53, p = 0.48, ηp

2 = 0.03). None of the remaining
two-way and three-way interactions are significant. This suggests
that both RS and ES are independent of the length of the ISI
period. The Bayesian t-test revealed that both effects of neuronal
response suppression, i.e., RS (B10 < 0.2) and ES (B10 < 0.2) are
independent of the ISI length.

We found a significant main effect of omission level [i.e.,
larger BOLD responses to the non-blank trials when compared
to blank trials; F(1,19) = 53.95, p = 0.000001, ηp

2 = 0.59]. No
interaction was found between the ISI condition and the omission
level (F(1,19) = 1.44, p = 0.23, ηp

2 = 0.074).
Importantly, the two ISI conditions of this study differ in terms

of ISI variability characteristics and predictability. Although
we included blank trials in both ISI condition blocks, in the
Immediate ISI condition, there is only one possible ISI length
(500 ms), and therefore the stimulus onset is nearly fully
predictable in time. While, in the Delayed ISI condition, there
are two possible ISIs (long – 5.75 s and short – 3.75 s). In this
condition, the longer one is nearly fully predictable, as it will
occur whenever there was no stimulus after 3.75 s and the current
trial isn’t a blank trial. The short ISI in the Delayed condition
is only expected in 44, 45% of the trials. To test whether the
results were affected by these differences in the variability and
predictability characteristics of the ISI length of the Immediate
(constant and fully predictable) and the Delayed ISI condition
(variable and semi-predictable, i.e., long – 5.75 s and short –
3.75 s), we performed a repeated measures ANOVA to compare
the BOLD responses of the two fully predictable conditions, i.e.,
the longer Delayed ISI lengths and the Immediate ISI condition.
This extra analysis only revealed to be significant in two main
effects: repetition suppression (F(1,19) = 15.63; p = 0.0009;
ηp

2 = 0.45) and ISI (in a way that the Immediate ISI length elicited
larger BOLD responses when compared with the longer Delayed
ISI condition; F(1,19) = 18.88; p = 0.0004; ηp

2 = 0.47).

Whole-Brain Analysis
It is theoretically possible that expectation and repetition effects
are encoded elsewhere in the brain. Hence, we performed a
second level whole-brain analysis testing for the main effects of
RS, ES, ISI and the interaction of these factors, using a fixed
threshold of p < 0.05FWE, with a cluster size > 50 voxels. Testing
the main effect of ISI (Delayed > Immediate) revealed an active
cluster in the early visual cortex (MNI [x,y,z]: 4, −86, 20; cluster
size: 288), while the opposite contrast (Immediate > Delayed)
led to several regions with significant activations (Figure 4).
The whole-brain analysis did not reveal additional active clusters
when testing for the main effects of RS and ES or the interactions
between ES, ISI, and RS.

In order not to overlook any activation on the whole-brain
level (however, see the recent discussion, initiated by Eklund
et al. (2016) about the inflated false-positive rates of such cluster
analyses) we also applied a more liberal p < 0.0001uncorrected
threshold with a smaller cluster size (>20 voxels). Both the
Immediate > Delayed and the Delayed > Immediate contrasts
showed some additional regions with significant activations
(Table 1). Yet, once again, no additional active clusters were
found when testing for the main effects of RS and ES or for
the interactions between ES, ISI and RS, supporting the results
of the ROI analysis. In principle, one would expect the FFA to
be activated in the whole-brain analysis when testing for the
main effects of RS and ES as well. Still, it is likely that the lower
sensitivity of the whole-brain, when compared to the ROI based
analysis (Nieto-Castanon et al., 2003), as well as the large inter-
individual difference in the peak location of the FFA (Zhen et al.,
2015) accounts for the lack of such an observation.

DISCUSSION

We observed significant repetition and expectation effects in the
FFA in the form of reduced responses for repeated and expected
stimuli, respectively. These effects were found to be additive and
independent of the length of ISI and imply that Immediate and
Delayed predictive cueing produce similar effects of expectation
related response suppression in the FFA, suggesting that the
observed expectation effects survive a several second-long time-
interval. The fact that RS and ES were found to be additive
and thereby independent from each other for both ISI lengths
confirms the results of recent studies that used short ISIs
(Todorovic and de Lange, 2012; Grotheer and Kovács, 2015;
Amado et al., 2016).

Repetition Suppression
Earlier RS studies, using different ISI lengths, have suggested
that RS is stable over short cue-target periods (in the range
of 250 ms to 4 s) for object stimuli in an fMRI experiment
(Henson et al., 2004; Sayres and Grill-Spector, 2006), which is in
accordance with our results showing no difference in RS across
ISI lengths. However, if ISIs are prolonged further (maximum
of 8 min) several studies propose that the neural mechanisms
underlying RS with short ISIs (less than 3 s) are different from
those underlying RS with long ISIs (Henson et al., 2004; Sayres
and Grill-Spector, 2006).
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FIGURE 3 | Effects of expectation and repetition on the FFA responses (averaged left and right hemispheres) for different ISI conditions. (A) Average response time
course for Rep and Alt trials in expected (correctly predicted; left) and surprising (incorrectly predicted; right) events for the Immediate (up) and Delayed (down) ISIs.
(B) Percent-signal changes (±SE) are presented separately for trials types, expectation levels and ISI conditions. ∗∗p < 0.001; ∗p < 0.05.
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FIGURE 4 | Results of the whole-brain analysis with a fixed threshold of p < 0.05FWE, with a cluster size bigger than 50 voxels for the following contrasts:
Delayed > Immediate and Immediate > Delayed.

TABLE 1 | Summary of significant activations in the whole-brain analysis.

Contrast Brain region Coordinates Cluster size Threshold

Delayed > Immediate Brodmann area 18 4, −86, 20 288 (p < 0.05 FWE)

Delayed > Immediate Inter-Hemispheric 0, −62, 56 57 (p < 0.0001 unc)

Delayed > Immediate Brodmann area 6 56, −4, 6 23 (p < 0.0001 unc)

Immediate > Delayed Precentral Gyrus −50, −4, 48 241 (p < 0.05 FWE)

Immediate > Delayed Inferior Occipital Gyrus 40, −84, −10 405 (p < 0.05 FWE)

Immediate > Delayed Brodmann area 6 50, 2, 48 481 (p < 0.05 FWE)

6, 8, 54 143 (p < 0.05 FWE)

Immediate > Delayed Sub-Gyral 28, −50, 46 67 (p < 0.05 FWE)

Immediate > Delayed Lingual Gyrus −18, −88, −8 211 (p < 0.05 FWE)

Immediate > Delayed Middle Frontal Gyrus −28, −5, 54 61 (p < 0.0001 unc)

For example, Epstein et al. (2008) reported that the effect of
ISI on RS for visual scenes measured in the fMRI depends on
scene viewpoint (in the range of 500 ms to 8 min, for short
and long ISIs, respectively), in other words, short-interval RS
was only significant when scenes were repeated from the same
viewpoint, while long-interval RS was less viewpoint-dependent.
Also, long- and short-interval RS effects did not interact at all.
Furthermore, Weiner et al. (2010) used objects as stimuli and
showed that RS varies quantitatively across time periods in the
ventral temporal cortex. This study used ISI categories which are
somewhat different from those used in the current study: the
short and the long ISI periods were 500 ms to 3 s and of 1 to 174 s,
respectively. Therefore, in the study of Weiner et al. (2010) there
was an overlap of durations in the short and long ISI conditions,
which was not present in the current study. Additionally, the
maximum length of their “short” ISI is comparable to ourDelayed
condition and they did not study RS on a trial by trial basis. Please
note that Weiner et al. (2010), as well as Epstein et al. (2008)
and Henson et al. (2004) used object stimuli and therefore also
tested different regions. All these facts make the comparison to
the current study difficult.

Face studies have found that with long ISIs (in the range of
7 min), the effects of repetition depend on familiarity such that RS
only occurs for familiar faces (Kouider et al., 2009). In this study,
participants had to judge face familiarity. The results revealed
that face-processing occurs even without perceptual awareness.
Furthermore, different face viewpoints were also investigated for
the short-lagged (subliminal priming) condition, yet no effects of

viewpoint were found for either the familiar or unfamiliar faces.
Note that the minimum duration for the long-lagged condition
was 7 min in their study, which is considerably larger than the
3.75 s applied in the current study. Importantly, instead of a blank
screen, in this study, a mask was presented between S1 and S2 to
manipulate perceptual awareness. The use of shorter lengths and
the absence of this mask in the ISI period might explain why we
found RS effects with unfamiliar faces for the Delayed condition
as well. Also, the current study did not include familiarity as a
factor. It will be important to determine what role familiarity
plays in expectations and RS with specifically designed future
experiments that are comparable to those of the study of Kouider
et al. (2009). Another study using face stimuli and examining the
impact of different cue-target intervals is from Larsson and Smith
(2012). They investigated how probability-based expectations
affect RS with longer ISIs and showed that P(rep) modulation of
RS exists with longer (4 s) cue-target periods but that this effect
depends on attention. These findings are in accordance with our
results, despite the fact that Larsson and Smith (2012) induced
expectations implicitly, based on the differential probabilities of
trials within blocks, while here expectations were manipulated
explicitly, with a cue, on a trial-by-trial basis. Please note, that
the main goal in their study was to show the effect of attention on
probability-based RS modulation.

A recent electrophysiological study has investigated not only
how RS varies with different ISI periods but also how it is
influenced by diverse stimulus presentation durations of S1
(Feuerriegel et al., 2015). Their results indicate no effect of ISI
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period on the N170 amplitudes for faces or chairs. However, the
amplitude of the positive P2 component was lowest when the
ISI was short (200 ms). As is known, electroencephalography has
better temporal resolution than fMRI, and this fact can possibly
explain incongruences between that and the current studies. Also,
the ISI periods of this study varied from 200 to 500 ms, which is
in the range of our Immediate condition and makes comparison
difficult. Anyway, further electrophysiological studies are also
necessary to evaluate how expectation effects modulate RS in
different cue-target stimulation periods.

Expectation
Notably, no ISI effects on ES were observed on the behavioral
data or on the BOLD signal in the current study, whereas Busse
et al. (2006) reported reaction time facilitation for expected
events that were presented with short cue-target stimulus periods.
In other words, if expectations are fulfilled (the target can be
predicted) and the cue and the target appear in a narrow time
window response times are shortened (which fits the predictive
coding framework). The discrepant results of Busse et al. (2006)
and our current study can easily be explained by the lower
number of trials in our study [360 vs. 500 in Busse et al.
(2006)] and the application of different stimuli (moving dots
vs. faces). Also, Busse et al. (2006) used an exogenous cue,
whereas we applied endogenous cues, signaling the appearance
of subsequent images.

Another behavioral study inspected how time perception
depends on different durations of stimulus presentation and
ISI (Matthews, 2015). Following the paradigm of previous
studies (Summerfield et al., 2008; Larsson and Smith, 2012),
this behavioral study used the probabilities of repetitions in
each block to manipulate expectations. Interestingly, repeats were
judged longer than novel items for shorter ISIs, but this effect was
more pronounced when the repetitions were rare. For the longer
ISI condition repeated and novel images were judged the same.

The fact that we found similar ES for the Immediate and
Delayed conditions is in line with theories of predictive coding
(Friston and Kiebel, 2009, PC). PC explains the brain as a cascadic
system of parallel feed-forward and feedback processes in which
the sensory information is continuously compared to the current
expectations of the system, based on prior experiences, and only
the difference of the two, the predictive error, is propagated
to higher-level areas (Friston, 2010). The predictive error is
calculated and updated continuously in such a system. Whether
there is an upper time-limit of the influence of the predictive
stimuli is still an open question. Our results, however, suggest
that the effect of the calculated predictions is not only manifest
for immediate subsequent phenomena but also extends to a
time range of several seconds, increasing the stability of the
system. Recently, the processing of sensory information and most
of the neuronal phenomena, such as RS and ES is explained
under the predictive coding framework more and more widely.
This framework assumes that, for example, visual processing
occurs in a hierarchical manner in which lower-level areas
receive predictions about the incoming sensory input from
higher-order areas through feedback connections (Friston, 2005).
Consequently, when the sensory input coincides with the created

high-level expectations, there is a suppression of the predicted
neural responses in lower level areas, due to an inhibited response
of these neuronal populations in the form of an efficient encoding
mechanism (Friston and Kiebel, 2009).

Given the universal nature of PC, it is rather surprising that
some recent findings disagree with the PC explanations of the
neuronal response suppression. Evidence comes from studies
that used non-face stimuli (fractals and chairs) and found no
repetition probability modulations of RS in macaques’ inferior
temporal (Kaliukhovich and Vogels, 2011) and humans’ lateral
occipital cortices (Kovács et al., 2013) (but see Mayrhauser et al.,
2014 for a different conclusion). These results are in contrast
to what had been found for faces and voices, i.e., a strong
modulation of RS by P(rep) (Summerfield et al., 2008; Kovács
et al., 2012; Larsson and Smith, 2012; Andics et al., 2013).
Therefore, the question if the observed similarity of short and
long-term ISI on P(rep) in our study is a general property of
the visual processing network, or its validity is limited to the
areas processing faces is open and requires further studies. The
above described differences in the capacity of PC explaining
RS led to the following question: are there several neuronal
mechanisms underlying the effect of P(rep) in the different
cortical areas or are there other crucial factors determining these
differences? One possible factor could be the level of expertise
or prior experience with the given stimulus category. In fact,
the results of Grotheer and Kovács (2014) suggest that expertise
influences the magnitude of P(rep) modulation effect on RS, in a
way that expectation effects only occur for familiar (real Roman
characters) but not novel objects (false Roman characters). Since
we assume that we are experts on faces, this could be a possible
explanation for the different results. However, a more recent
fMRIa study using face stimuli (Olkkonen et al., 2017) could show
that expectation facilitates recognition behaviorally, but these
modulatory effects could not be found in the BOLD signal of
face-sensitive regions. Also, a recent study (Vinken et al., 2018)
tested the effects of repetition probability in RS of the macaque
inferotemporal cortex and found no interaction of P(rep) and RS
on the spiking activity even though repetitions were task-relevant
and repetition probability affected behavioral decisions. Again, in
the current study, the sensory stimuli were of high expertise, i.e.,
faces. Therefore, future experiments will be needed in order to
clearly understand whether the time window between cue and
target stimuli lead to similar expectation effects for novel and
familiar stimuli equally.

Furthermore, Larsson and Smith (2012) showed that
perceptual expectation requires attention, specifically the P(rep)
modulation effect on RS was only present if participants’
attention was directed toward the stimuli. Note that the
experimental design of Larsson and Smith (2012) study focused
on probabilistic, implicit expectations. Hence, it would be
worthwhile to manipulate the subjects’ spatial and/or object-
based attention, repetitions and expectations orthogonally,
possibly applying a paradigm similar to Todorovic and de
Lange (2012) or Grotheer and Kovács (2015). It is likely that the
attentional state of the participants and therefore the applied task
also plays a role in the fact that different results were obtained in
the previous studies.
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However, as it has been mentioned above, Kovács et al.
(2013) did not observe P(rep) effects for every-day objects and
the participants performed the same task (i.e., to signal the
occurrence of a target trial, where the size difference between S1
and S2 was 55% by pressing a button) as in those prior studies,
which reported significant P(rep) effects on RS for faces (Kovács
et al., 2012; Grotheer et al., 2014). These findings suggest that
differences in the attentional state alone are unlikely to induce
such dissimilar perceptual expectation effects unless the given
stimuli attract different attentional resources per se. In fact, there
is evidence that faces recruit more attention than inanimate
objects (Mack et al., 2002; New et al., 2007), which might explain
the differences in P(rep) modulation effects on RS previously
observed (Summerfield et al., 2008; Kovács et al., 2013). Still, to
the best of our knowledge, there is no evidence that real Roman
characters draw more attention than false Roman characters.
Also, Olkkonen et al. (2017) could not find a P(rep) modulation
effect on RS magnitude even though they used faces. Still, in this
case, attentional effects could have caused the differences between
the behavioral and neuroimaging data, as for the behavioral
experiment attention was drawn to the images, whereas in the
fMRI experiment participants performed an orthogonal task on
target trials. Even though attention cannot be completely ruled
out to explain previous findings, it is very unlikely as the source
of the stability in terms of the ISI of expectation effect observed
in the current study.

Importantly, in the current study there is a methodological
asymmetry between the two expected experimental conditions,
i.e., expected repetition (E_Rep) and the expected alternation
(E_Alt). In the expected alternation condition the participants
can only predict that the S2 is a previously unseen face, while
in the expected repetition condition the predictions are that
the S2 face is equal to S1. In other words, in the expected
alternation condition participants can predict what the stimulus
is not, but not what it is. Note that predictive theories argue that
prediction updates occur repeatedly, and beliefs are gradually
refined until the sensory system settles on the most likely
interpretation of the inputs. Considering this, one can reason
that if the statistical regularities of an environment are against
our “default” predictions (i.e., learned based on experience), the
strength of those predictions would be continuously diminished,
due to constant updates. There is, therefore, a gap in the precision
level of the predictions created in these two conditions. Still,
there is an expectation effect on the alternation trials for both
Immediate and Delayed ISI lengths (see Figure 3), in a way
that the BOLD response is larger for surprising alternation
than for the expected one. Following this line of thought,
one question arises: what would happen if the alternation
is predictable? Pajani et al. (2017) employed the influential
Summerfield paradigm (2008) with an additional alternating
block type where alternations were predictable. Participants
could predict the S2 face based on S1, as S2 was specifically paired
with S1. The participants were not aware of the contingencies
but learned those in a preceding training session on the day
before the scanning session. The authors found that predictable
alternation trials elicited reduced FFA responses, as compared to
unpredictable faces. Interestingly, repetition trials showed similar
neuronal activation when presented in alternation blocks to when

presented in the predictable alternation blocks. In other words,
even though these repetition trials are surprising FFA responses
were more suppressed than for predictable. In fact, repetition is
always expected as it is the default expectation and, therefore,
even with the alternating trials being predictable and expected,
default expectations of repetition maintain and are stronger
than the experimentally induced perceptually expectations. Still,
it is not yet known how the predictable alternation affects
cue-based, explicit expectations. Thus, future training studies
will be necessary.

The gender-identification task used in the current study
requires attention to S1 and not to S2 (Todorovic and de Lange,
2012), which can lead to different attentional states between
S1 and S2. Prior studies using this task (Grotheer and Kovács,
2015; Amado et al., 2016) revealed that subjects utilized different
repetition probabilities to perform the task. In other words,
even if they did not know or remember the gender of the first
face, they could expect the faces to be repeated or alternating,
congruent on the gender of S1. If so, then participants should
show perfect performance and faster reaction times for expected
trials. Interestingly, the results of the current study do not
show any behavioral facilitation response for expected trials,
a result similar to those of Todorovic and de Lange (2012).
One possible explanation is that the gender-identification of
S1 is less dependent on the effects of expectation and surprise
than that of S2. We decided the behavioral task relied on
the discrimination of the S1 gender, to make sure participants
directed their attention to the S1 in a way that expectations were
induced and to ensure those expectations were not incorrect due
to wrong discrimination of the S1 gender. It is possible that the
chosen behavioral task might have directed attention toward S1
and way from S2, still, we found RS and ES effects in the FFA.
A very recent study (Olkkonen et al., 2017), on the other hand,
found a strong behavioral modulation of a priming effect (shorter
RT for repeated as compared to alternating trials) depending
on the likelihood of repetitions (larger modulation for expected
as compared to unexpected trials). Surprisingly and contrary to
many prior studies, the fMRIa was not modulated by expectation
in this study, suggesting the relative independence of behavioral
and neuroimaging correlates of expectation and urging further
experiments, testing the issue.

Possible ISI Variability Effects
In addition, we also know that the frequency or pace of events
is a crucial parameter for the creation of expectations. A central
timing system also referred to as “pacemaker,” describes that the
pace/frequency of the event occurrences enables the creation of
temporal perception units (Zakay and Block, 1997). Furthermore,
it has been proposed that these local temporal perception
units feed information to central systems (Matthews, 2015) and
probably have an important role in prediction generation as well.
Summerfield et al. (2011) investigated in an electrophysiological
study how the consistency of stimulus repetition influences the
effects of expectation and RS using stable (30–40 trial long)
and volatile (10 trial long) blocks of stimulus presentations.
Note that expectation was manipulated using different repetition
probabilities in these blocks. Their results showed that RS was
modulated by expectations at central electrodes for the stable,
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long blocks, while no modulation was present for the volatile,
shorter blocks. As stability over time (sometimes labeled as
“time-variability,” see Friston, 2010) can play a role in forming
expectations, it will be important to test possible effects of ISI
variability and the ISI length, independently. This relates to the
major limitation of the current experiment, i.e., the fact that the
two ISIs had different variability characteristics, as we, due to
methodological constraints, only had one long ISI but variable
and one short and at the same time constant ISI condition.
Furthermore, the possibility that activation differences found
between the Immediate and the Delayed ISIs are dependent
on the different synchrony levels cannot be excluded as the
additionally longer ITIs we used for the Delayed condition
might also contribute to different overall temporal patterns.
Therefore, further experiments are necessary to disentangle these
two distinct effects (variability and length).

Whole-Brain Analysis
The results obtained by the whole-brain analysis are in line with
the previous studies that propose different neuronal mechanisms
for short and long lagged cue-target stimulation periods. The
results show several brain activation differences between the
Immediate and the Delayed ISIs. Yet no significant differences
between these two conditions were found in the FFA. Moreover,
the whole-brain analysis did not elicit main effects of trial or
expectation conditions which were previously found by Grotheer
and Kovács (2015), Amado et al. (2016). The lack of these effects
in the present study might be due to the lower number of trials in
comparison with the former studies. Furthermore, the possibility
that activation differences found between the Immediate and the
Delayed ISIs are dependent on the different variability levels
(constant and variable) cannot be excluded.

CONCLUSION

In conclusion, this study shows that RS and expectation effects
in the FFA are independent and additive processes for both
Immediate and Delayed ISIs. As no significant difference was

found between the two ISI lengths in the FFA, we can conclude
the effects of repetition and expectation are maintained for
several seconds in the FFA.
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During the recognition of faces, the incoming perceptual information is matched against
mental representations of familiar faces stored in memory. Face space models describe
an abstract concept of face representations and their mental organization, in which facial
representations are located on various characteristic dimensions, depending on their
specific facial characteristics. However, these models are defined just as incompletely
as the general understanding of face recognition. We took two phenomena from face
processing to better understand face recognition, and so the nature of face space:
face adaptation and face priming. The face literature has mainly focused on face
adaptation, largely neglecting face priming when trying to integrate outcomes regarding
face recognition into the face space framework. Consequently, the present paper aims
to review both phenomena and their contributions to face recognition, representation,
and face space.

Keywords: face space, face adaptation, face priming, mental representation, face perception, face processing
model

INTRODUCTION

It is a common assumption that familiar faces are encoded and recognized by matching the
incoming perceptual information against facial representations stored in memory (Bruce and
Young, 1986). To discriminate faces from each other, these stored representations must contain
a large variety of characteristics, continuously differing from each other along many dimensions
(Lee et al., 2000). The ‘face space,’ according to Valentine (1991), describes an abstract concept,
that considers these dimensional relationships among mental representations. Valentine proposes
a multidimensional space, in which each facial representation is located, depending on its
characteristic value on each dimension. According to this model, face representations that are
located close to each other are similar, whereas representations that are further apart, share fewer
similarities. The facial information these dimensions contain and on which the representations
vary is not further specified. They could be global properties (e.g., age, gender, or ethnicity) or more
specific facial parameters, such as the eye–mouth distance or the size of the head (Valentine et al.,
2016). How many dimensions are needed to encode all human faces one encounters, is not known
exactly. Through computational modeling, Lewis (2004) was able to narrow down the number of
dimensions to between 15 and 22 (other authors, however, estimate the number of dimensions to
be much higher; see, Meytlis and Sirovich, 2007).
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Within the face space framework several models about its
specific structure exist. The two most well-known versions of
the face space, the norm-based face space and the exemplar
model, mainly differ in how the faces are arranged in space
and in relation to each other (Valentine, 2001; Lewis, 2004;
Valentine et al., 2016). The norm-based model assumes that faces
are encoded relative to a specific prototypical face or central-
norm face. Thus, a face must be located within the face space in
relation to the norm. The deviation from the norm can be seen
as a vector, in which the direction and the magnitude represent
the distinctiveness and identity of a face (Figure 1). Within the
exemplar model, however, faces are located in the face space
without any reference to a norm or prototype. The distances
between the face representations define the level of similarity
(faces that are closer to each other are more similar; regarding
facial similarity see also Tredoux, 2002). The distribution of the
representations provide information about the distinctiveness
(very distinct exemplars are located in areas of low representation
density; Lewis, 2004; Valentine et al., 2016).

Studies investigating the perception, processing, and storage
of faces can provide essential information about the functioning
and structure of the face space. Two paradigms that are frequently
used in this context are face adaptation and priming. In
experimental settings, face adaptation effects are usually assessed
by presenting familiar faces that were initially inspected as
manipulated versions. In a subsequent test phase, participants

FIGURE 1 | A two-dimensional illustration of the norm-based model of the
face space proposed by Valentine (1991). The two dimensions are used for
illustrative purpose only. The actual model contains multiple dimensions, on
which faces can be distinguished. The points in the illustration represent the
mental representations of familiar faces, which are located depending on their
expressions on each dimension. The center represents the general face norm.
The graph is based on the ideas of Valentine (1991). The permission and figure
license has been obtained from the copyright holder [© SAGE Publications].

are then asked to determine the veridical face out of the
original and slightly altered faces. Results typically show a bias
of the participants’ selection toward the previously inspected,
manipulated version. This implies that the original face seems
to be perceived as altered in the direction opposite to the
adaptor face (Strobach and Carbon, 2013). Unlike basic, low-
level adaptation effects on, e.g., color, motion or orientation,
face adaptation effects seem to be very robust over time and
thus suggest a high-level processing and an adaptation on
a representational memory basis (Carbon and Ditye, 2011;
Walther et al., 2013).

Priming is another phenomenon often used to demonstrate
how recent perceptual experiences can alter the perception
and recognition of faces. While adaptation usually leads to
a perceptual bias opposite to the adaptor (i.e., original face
versions are shifted away from the adaptation faces), priming
often results in faster and/or more accurate responses in
facial recognition after inspecting the same or similar faces
(Ellis et al., 1987; Walther et al., 2013). Different priming
paradigms can be distinguished, each addressing different mental
concepts. For instance, repetition priming describes a paradigm
in which a stimulus is initially presented as a prime and
presented again in the subsequent test phase next to alternative
stimuli. Repetition priming can facilitate the processing of
that initially presented stimulus through activating its specific
mental representation. Thus, the presentation of a face can
facilitate the subsequent perception and recognition of the
same face by activating its mental face representation (Ellis
et al., 1993; Schweinberger et al., 1995). Semantic or associative
priming characterizes a paradigm in which a stimulus is initially
presented and an associated or unrelated stimulus is shown
in the subsequent test phase. Associate priming can facilitate
the processing of semantically related stimuli through activating
a semantic network or an associated concept (Schweinberger
et al., 1995; McNamara, 2005). Thus, the presentation of a
person’s face can facilitate the recognition of an associated
person (e.g., Barack and Michelle Obama) by activating a
semantic network.

Both phenomena (i.e., face adaptation and priming) seem
to differ substantially from each other and even seem to cause
opposite effects (priming usually leads to an improvement
of recognition and identification, whereas a correct facial
identification becomes more difficult through adaptation).
Nevertheless, they generally lead to a similar result: in one way
or another, they both alter subsequent face recognition by either
activating or altering mental representations of faces. Thus, both
phenomena could potentially be used to gain insights into the
structure and the characteristics of the face space. However,
previous studies have so far mainly focused on adaptation when
trying to integrate outcomes regarding face perception into the
face space framework. Although priming could contribute as well
to the understanding of the face space, this phenomenon has
been mostly neglected in the face space literature. Consequently,
the present paper aims to review both phenomena and their
contributions to facial perception, processing and storage and
thus also to the face space. To enable a systematic evaluation and
categorization of the face adaptation and priming literature, both
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phenomena will be examined by taking into account two different
dimensions: temporal aspects of the paradigms (timing) and the
transferability of the effects to other face images or identities
(transfer; Strobach and Carbon, 2013).

TEMPORAL CHARACTERISTICS

The dimension timing categorizes adaptation and priming effects
according to different temporal information. The first temporal
information type adaptor/prime duration focuses on the length
of the presentation time of the adaptor or prime. It reveals the
impact the presentation duration can have on the adaptability or
priming ability of faces. The second type of temporal information
focuses on the test duration, the time span of the presented
test stimuli. Similar to the adaptor/prime duration, this temporal
information type provides insights into how the duration of the
presentation of test faces can modulate the size of the adaptation
or priming effects. Finally, we focus on the delay, the time interval
between the adaptation or priming stimuli and the test phase.
Here we distinguish between two general test designs: (1) a
design in which a test stimulus is presented trial-wise after an
adaptation or priming stimulus; and (2) a block-wise design in
which there is first an adaptation or priming phase with several
trials and then a separate test phase. The temporal information
type delay provides essential information about the robustness
and sustainability of adaptation or priming effects. It also gives
us information about the recalibration ability of the visual system
(meaning a recalibration back to the previous state of the visual

system; Carbon and Ditye, 2011; Strobach and Carbon, 2013).
The different temporal characteristics of all studies reported in
this chapter, are summarized in Table 1.

Adaptor/Prime Duration
Adaptor Duration
Different presentation durations of the adaptor can cause
differences in the strength of the adaptation effects. An increase in
the presentation duration of the adaptation stimuli, for example,
usually results in a stronger adaptation effect. For relatively short
time intervals between adaptation and test phases Leopold et al.
(2005) and Rhodes et al. (2007) have investigated adaptation
effects on identity alterations (features of identities, who were
unknown before starting the adaptation phase, were altered by
morphing identities or by increasing or decreasing the identity
strength through synthetically altering the person’s features) and
adaptation to (initially unknown) distorted faces, by varying the
presentation duration of the adaptation stimulus (1,000, 2,000,
4,000, 8,000, 16,000 ms). They demonstrated stronger effects
for longer adaptation durations. In fact, this relation can be
expressed by a logarithmic function between adaptation duration
and effect size. Thus, the adaptation effect constantly increases
with longer presentation durations, but the size of the increase
progressively decreases. However, it remains unanswered to
what extent the approach to the adaptor can proceed. Hence,
it is also an open question whether a complete adaptation
(meaning a complete adjustment of the mental representation
to the perceived face) could be possible with sufficiently long
adaptation duration. For long-term adaptation effects (i.e., a

TABLE 1 | Adaptation/prime duration, delay and test duration in the selected face adaptation and priming studies, reported in this paper.

Phenomenon Study Adaptor/prime duration Delay Test duration

Adaptation Carbon and Ditye, 2011 2000, 3000, 4000 ms (+200 ms
feedback)

5 min, 24 h, 1 week Unlimited

Carbon and Leder, 2006 30 s 80 min Unlimited

Carbon et al., 2007 81 s 5 min, 24 h Unlimited

Webster and MacLin, 1999 5 min (+8 s top-up) 500 ms 8 s

Leopold et al., 2001 5,000 ms 150, 300, 600, 1,200, 2,400 ms 200 ms

Kloth and Schweinberger, 2008 1 min, 24 s (+3.5 s top-up in the first
test block)

0–10 min 400 ms

Leopold et al., 2001 5,000 ms 150, 300, 600, 1,200, 2,400 ms 200 ms

Leopold et al., 2005 1, 2, 4, 8, 16 s nr 100, 200, 400, 800, 1,600 ms

Rhodes et al., 2007 1, 2, 4, 8, 16 s 1000 ms 100, 200, 400, 800, 1,600, 3,200 ms

Rhodes et al., 2003 4,000 ms (+8 s top-up) 500 ms 1,500 ms

Walther et al., 2013 500 ms 50 ms 300 ms

Priming Barbot and Kouider, 2012 60, 1,000 ms 0 min 700 ms

Ellis et al., 1997 5 s 5 min 2.5 s

Ellis et al., 1993 Unlimited 5 min Unlimited

Johnston and Barry, 2006 Unlimited 3–5 min Unlimited

Lewis and Ellis, 1999 nr 24 h, 7 and 60 days nr

Maylor, 1998 10 s 4 min, 22 months 10 s

Rieth and Huber, 2010 17, 50, 150, 400, 2,000 ms 0 min 33, 50, 100 ms

Walther et al., 2013 500 ms 50 ms 300 ms

Delay = interval between adaptation and test; feedback = additional adaptor presentation following the adaptation trial and a cover task; top-up = additional adaptation
stimulus preceding each test trial; nr = not reported.
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break between the adaptation and test phase of 5 min and 24 h)
Strobach et al. (2011) found a positive correlation between the
presentation duration (comparing durations of 1,000, 2,000, and
3,000 ms) of adaptation stimuli with manipulated eye–mouth
distances and the adaptation effect.

Prime Duration
For priming, previous studies show rather ambiguous results.
Barbot and Kouider (2012), for example, compared a relatively
brief duration (60 ms) with a longer duration (1,000 ms) of
prime stimulation and found for both durations facilitation in
later recognition for initially presented visible face prime stimuli
(using familiar faces). However, for stimuli that were invisible
to the participants, due to inter-ocular suppression, the authors
could demonstrate a facilitated recognition of the primed test
stimuli for the short prime duration while the longer prime
duration led to a negative priming effect in the test phase,
reflecting recognition impairments. Rieth and Huber (2010)
systematically investigated priming effects of visible face primes,
using face stimuli that were unfamiliar at the beginning of the
experiment. By continuously varying the presentation duration
of the prime stimuli (17, 50, 150, 400, and 2,000 ms), the authors
were able to demonstrate that brief prime durations (up to 50 ms)
provoke a facilitation effect while longer prime durations lead to
a continuous decrease in performance and again to a negative
priming effect (a negative priming effect was reported only for the
prime duration of 2,000 ms). Referring to the study of Barbot and
Kouider (2012), it might be possible that a negative priming effect
would also have been observed for visible familiar face primes if
the authors had increased the prime duration.

Study results investigating the priming duration by alternative
means, should be taken into account as well. Lewis and Ellis
(1999) for example, found a relationship between the number of
prime repetitions (using familiar face primes) and the reaction
time (to identify a subsequent face), which fits a negative power
curve. Thus, the priming effect constantly increases with more
prime repetitions (i.e., an increased prime duration), but the
size of the increase progressively decreased. Negative priming
effects, however, could not be detected in this study. Hence,
it can be concluded that prolonged priming in the way of
longer presentation durations are qualitatively different from a
prolonged priming due to an increase of prime repetitions.

Implications of Adaptation and Prime Duration for the
Face Space
Different adaptor and prime durations have very different effects
on both phenomena. While a longer presentation duration of
the adaptor seems to cause an increasing adaptation effect, a
longer presentation duration of a prime leads to a continuous
decrease of the effect and can even result in negative priming. In
an adaptation process, the representation continuously changes
in the direction of the adaptor (Strobach and Carbon, 2013):
the longer the presentation duration, the larger the adaptation
effect and thus the approximation of the representation to the
adaptor. As a result of this approximation, the representation
would change its position in face space (along a continuum
between the original and the adaptor), in such a way that a

greater approximation leads to a larger position shift in face space
(Valentine et al., 2016; see Figure 2 for an illustration).

In contrast to adaptation, a positive priming effect does
not lead to a shift of the representation within the face space
but to an activation increase of the representation. For the
greatest possible priming effect, a prime should be presented
briefly. This is probably the most effective way to achieve
the greatest possible activation of its representation within
the face space and a faster processing of the subsequent face
stimulus. Rieth and Huber (2010) assumed that a longer prime
presentation duration results in a neural habituation and thus
leads to a continuous activation reduction of the representation
of the previously inspected stimulus. The authors argued that
by inhibiting the representation of the previously seen face, a
confusion with subsequent faces will be avoided and hence the
identification of them will be facilitated. Thus, an accumulation
of activations of different representations within the face space
does not seem possible.

Furthermore, the reversal into negative priming could be
seen as an activation inhibition of face space representations
(by habituation of the corresponding neuronal networks; Rieth
and Huber, 2010). However, it is open as to whether this
negative priming effect could also be explained by an adaptation
mechanism and thus a change of the face representation’s
position in the face space. The negative priming effect is at least
very similar to the effect of a facial adaptation process; both
phenomena lead to slower or more difficult recognition of an
original face. If one assumes that a mental facial representation
never corresponds exactly to what one sees on the presented
stimuli (even if the stimuli have not been manipulated), an
adaptation process should occur due to the lack of fit between
both images (e.g., Clifford et al., 2000; Clifford and Rhodes,
2005). Following this assumption, a longer prime presentation
could probably trigger an adaptation process. It therefore remains
unclear whether the effect of an extended presentation duration
demonstrated by Rieth and Huber (2010) is rather that of a
negative priming or that of an adaptation mechanism, or whether
both phenomena may be used synonymously in this case.

While longer prime durations lead to a negative priming
effect (or adaptation effect) prolonged priming due to an
increase of prime repetitions also show a progressive decrease
of improvement but no reverse into negative priming (Lewis
and Ellis, 1999; Rieth and Huber, 2010). Thus, just like longer
prime durations, repeated priming somehow seems to trigger a
habituation process as well, leading to a continuous activation
reduction of the representation in face space and hence to
a decrease in performance. Nevertheless, compared to longer
prime durations a high number of repetitions does not lead
to negative priming effects. This might be explained by a
dishabituation process, caused by interfering sensations (which
can be mental or real) in between the prime repetitions. Thus, a
previous habituation triggered by a prime could be diminished by
the time interval between the prime repetitions, so that further
repetitions continue to lead to a positive (although weakened)
priming effect. Whether an even higher number of repetitions
(even higher than reported by Lewis and Ellis, 1999) could lead
to negative priming remains unanswered.
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FIGURE 2 | A basic illustration of the processes that occur in face space during adaptation and priming. A picture of German chancellor Angela Merkel is used as an
example. Both processes have the same starting point: a mental representation located in face space on a specific face dimension on which a face can vary. During
an adaptation process (upwards from center), a strongly manipulated version of the person is then presented on a monitor (in this case a manipulation of the face
width was performed). The adaptation to the extreme version subsequently leads to a position shift of the representation toward the adaptor. During a priming
process (downwards from center), however, a non-manipulated picture of the person is presented as a prime on a monitor. Although the prime subsequently leads to
an activation of the representation within the face space (represented by the “glow” and the enlargement of the image), it does not lead to a position shift. The
presented images are used for illustrative purpose only. Permissions and image licenses have been obtained from the copyright holders [Source: © Drop of
Light/Shutterstock.com].
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Test Duration
Adaptation Test Duration
The presentation duration of a test stimulus can, similar to
the adaptor presentation duration, modulate the magnitude
of adaptation effects. An increase of the test duration usually
leads to a decrease of the adaptation effect. Using familiarized
face stimuli (by implementing a discrimination training before
starting the adaptation phase), Leopold et al. (2005) and
Rhodes et al. (2007) have investigated facial adaptation effects,
varying the presentation duration of the test stimulus (i.e.,
100, 200, 400, 800, 1,600, and 3,200 ms). The study results
indicate an exponential decay of the adaptation effect, so that
the adaptation effect constantly decreases is with longer test
stimulus presentation duration, but the size of the decrease is
progressively reduced.

Priming Test Duration
Presenting face stimuli that were unfamiliar at the beginning
of the experiment and by using no time interval between
adaptation and test phase, Rieth and Huber (2010) investigated
the relationship between test stimulus presentation duration and
face priming and were able to demonstrate that longer test
durations lead to a decrease of the priming effect (employing test
durations of 33, 50, and 100 ms). However, to the best of the
authors’ knowledge, there is no systematic investigation of this
issue using familiar faces or longer test durations than 100 ms
(for results in the adaptation area see, Leopold et al., 2005; Rhodes
et al., 2007). This under-representation of studies could be caused
by the generally preferred test design. Usually a design is chosen
where the test duration depends on the onset of the response the
participant is executing, which makes a systematic analysis of the
relation between test duration and priming effect difficult. Future
research should therefore focus on studies that use a design in
which test durations are controlled and determined in advance. In
addition, investigations should also include familiar face stimuli,
to see if the observed pattern by Rieth and Huber (2010; a
decrease of the priming effect due to extended test durations) can
also be observed for familiar face stimuli.

Implications of Adaptation and Prime Test Duration
for the Face Space
It seems that the alteration of the test duration modulates
the magnitude of the effects of both phenomena in similar
ways. Adaptation studies have shown that an increase in the
test duration leads to a decrease in the adaptation effect. In
an adaptation process, a longer presentation duration of the
test stimulus probably leads to a continuous decrease of the
previously generated adaptation effect, due to a readjustment
(or re-adaptation) of the representation to the original face
(Carbon et al., 2007), since the test stimulus either corresponds
to the original face or differs only slightly from the original
face (compared to the adaptation stimulus). Referring to the
face space this would mean that the adaptation to the adaptor
leads to a position shift of the representation within the face
space, but a longer test duration reduces this shift by provoking
a re-adaptation to the original face and thus a shift of the
representation back to the original face space position.

According to Rieth and Huber (2010) not only a prime should
be presented briefly, but also the test stimulus, to achieve the
greatest possible activation of its representation within the face
space and thus the greatest possible priming effect. As mentioned
before, a longer prime duration causes a decrease in the priming
effect by a decrease of the representation activation due to a
neuronal habituation. Because the test stimulus addresses the
representation again (regardless of whether it corresponds exactly
to the prime stimulus or not), a longer test duration probably
has a similar effect as a longer prime duration and leads, as an
overstimulation of the representation, to neuronal habituation
and thus a decrease in the priming effect as well.

Delay
Delay Within the Adaptation Paradigm
In the early days of face adaptation research, adaptation effects
were tested with a time delay of a few seconds or even less
between the adaptation and test trials (Webster and MacLin,
1999; Leopold et al., 2001; Rhodes et al., 2003). Such a short
delay, however, does not provide much information about
the robustness of the effect. Kloth and Schweinberger (2008)
conducted one of the first studies to systematically investigate
the delay characteristics (using intervals of 1 s up to 539 s)
of face adaptation effects with gaze direction information (i.e.,
the direction the presented identity is looking toward with
the eyes while the head is orientated frontally). Although the
effects continuously decreased over time, the authors were
able to demonstrate those effects on gaze information up
to 385 s. Carbon and colleagues extended this research to
configural information of the eye–mouth distance and were
able to demonstrate (weaker but still significant) adaptation
effects even up to a delay of hours and even 1 week (Carbon
and Leder, 2006; Carbon et al., 2007; Carbon and Ditye, 2011;
Strobach et al., 2011). Thus, face adaptation effects seem to be
extremely robust. However, it is still an open issue as to how long
exactly an adaptation effect can last and whether these durations
vary between different types of facial information (e.g., local
information, age, gender, or emotion).

Delay Within the Priming Paradigm
The robustness of priming effects in faces is already represented
by an adequate number of studies. Face priming effects could be
demonstrated in a trial-wise test design for rather short delays
(such as milliseconds, seconds, or minutes) between priming and
test trials (see, e.g., Ellis et al., 1993, 1997; Johnston and Barry,
2006; Rieth and Huber, 2010; Barbot and Kouider, 2012; Walther
et al., 2013) and also for very long delays (such as days, months,
or even years) in a design in which both phases were separated
(Maylor, 1998; Lewis and Ellis, 1999). Although the face priming
effects also become weaker with increasing delays (e.g., Lewis and
Ellis, 1999), these effects appear to be similarly robust as face
adaptation effects.

Implications of the Adaptation and Prime Delay for
the Face Space
Both phenomena seem to have a similar robustness and a
similar decay pattern of the effects. For adaptation effects, the
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longest delay between adaptation and test phase investigated so
far has been 1 week (Carbon and Ditye, 2011, 2012), which
suggests an extremely robust effect. Referring to the face space,
these results indicate that changes of the representation are
‘sticky’ and that the shift of representations within the face
space is very persistent. However, the continuous decrease of
the effect suggests that a readjustment of the representation to
the preadaptation status is being performed. Moreover, little is
known about the possible reasons for this readjustment to the
original representation status before adaptation. It could be that
a longer delay between adaptation and test phase provides more
opportunities for an exposure (whether mental or real) to the
presented identity; because changes of the adaptation stimuli are
usually artificial, perceptual experiences outside the experimental
setting will mostly contain original faces. This could lead to
a re-adaptation process to the original representation in face
space, resulting in a continuous reduction of the adaptation
effect. Another possible explanation for a re-adaptation could
be that to integrate the changes of the adaptation stimuli
into the representation permanently, a more frequent and/or
longer exposure to the change is necessary (probably in the
sense of a threshold that must be overcome). This would
indicate that the representations within the face space are
extremely stable, so that with adaptation shorter than a potential
threshold, a continuous re-adaptation back to the original is
performed automatically.

Face priming effects seem to be similar or even more robust
than adaptation effects. Studies were still able to demonstrate face
priming effects after months or even years (Maylor, 1998; Lewis
and Ellis, 1999). Hence, the prime either seems to cause a very
stable and long-term activation of the representation located in
the face space or it must somehow facilitate a reactivation of it.
The latter may appear more likely, since the reactivation of a
representation probably consumes fewer cognitive resources and
capacities than maintaining an activation over a longer period of
time. The continuous decrease of the effect over time is likely
to be caused either by a constant decrease of the activation
or by a constant decrease of the reactivation capability of the
representation located in the face space.

TRANSFERABILITY

The dimension transfer categorizes adaptation and priming
effects according to their transferability between different
versions of the same image or between different face images and
identities. Hence, two approaches can be distinguished: (1) an
investigation of the transfer across different changes of specific
image dimensions (e.g., orientation, position, or size) or (2) a
transfer across different images of the same or different identities
(Carbon et al., 2007; Strobach and Carbon, 2013). Studies
investigating the transferability of adaptation and priming effects
will be discussed according to these approaches.

The first approach (transferability between images differing
in specific image dimensions) is often used to exclude low-
level, retinal effects and to understand the role of the altered
face dimensions in the storage of faces. This approach is

less informative about the identity-specific transfer but rather
focuses on image-specific characteristics and their role within
the face representations and thus the face space. The second
approach compares the identity specificity of the adaptation
or priming effects. Here we have three different categories to
systemize and compare the transferability (transfer levels). The
first category (pictorial level) describes an experimental design
where the identical image is presented in the adaptation/priming
as well as in the test phase. Effects from this category can
be contrasted with effects from the second category (structural
level) in which the adaptation/priming and test image differ
from each other but still show the same identity and the third
category (cross-identity level), in which different identities are
shown in the adaptation/priming and test phase (see Figure 3
for an illustration). By comparing the results of these three
categories, it can be determined to what extent adaptation
or priming effects are image- or identity-specific. Within the
cross-identity condition, the strength of divergence between
the adaptation/priming and test stimuli can be further varied
by investigating the adaptation/priming effects to different
groups of individuals, such as gender, ethnicity, age groups,
or family members.

In general, the transfer dimension provides important
information about the nature of face processing. It reflects
the plasticity and flexibility of representations stored in
memory, it can reveal common coding principles of faces
within different levels of visual processing (from sensory, more
retinotopic processing, to a high-level and probably face-specific
processing) and can therefore offer important information on
the organization of the representations in face space (Webster,
2011; Webster and MacLeod, 2011; Strobach and Carbon, 2013).
The different transfer characteristics of all studies reported in this
chapter, are summarized in Table 2.

FIGURE 3 | Illustration of the different transfer levels. The presented images
are used for illustrative purpose only. Permissions and image licenses have
been obtained from the copyright holders [Sources: © Drop of
Light/Shutterstock.com, Tinseltown/Shutterstock.com,
s_bukley/Shutterstock.com].
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TABLE 2 | Adaptation dimension or priming task, image transfer dimension and identity transfer dimensions in the selected face adaptation and priming studies
reported in this paper.

Phenomenon Study Adaptation dimension/
priming task

Image transfer dimensions Identity transfer dimensions

Adaptation Afraz and Cavanagh, 2008 Identity Position Cross-identity

Anderson and Wilson, 2005 Identity Size, viewpoint Cross-identity

Barrett and O’Toole, 2009 Gender nr Cross-identity

Carbon and Ditye, 2011 Distortion Position Pictorial, structural, cross-identity

Carbon and Ditye, 2012 Distortion Position Pictorial, structural, cross-identity

Carbon and Leder, 2005 Distortion nr Pictorial, structural

Carbon et al., 2007 Distortion nr Pictorial, structural, cross-identity

Fox and Barton, 2007 Expression nr Pictorial, structural, cross-identity

Fox et al., 2008 Identity Expression Inter-identity transfer

Guo et al., 2009 Contrast Inversion Pictorial, cross-identity

Hole, 2011 Identity Inversion, viewpoint, stretched image Cross-identity

Jaquet and Rhodes, 2008 Distortion Size Cross-identity

Jaquet et al., 2008 Distortion nr Cross-identity

Jiang et al., 2006 Identity Viewpoint, face shape, reflectance Cross-identity

Kovács et al., 2007 Gender Position Cross-identity

Lai et al., 2012 Age nr Structural, cross-identity

Leopold et al., 2001 Identity Position; size Cross-identity

Otten and Banaji, 2012 Expression nr Structural, cross-identity

Rhodes et al., 2003 Distortion Rotation of 45◦ or 90◦ Cross-identity

Rhodes et al., 2004 Distortion, gender Size, inversion Cross-identity

Strobach et al., 2011 Distortion nr Pictorial, structural, cross-identity

Watson and Clifford, 2003 Distortion Rotation of 45◦ or 90◦, inversion Pictorial

Watson and Clifford, 2006 Gender Rotation of 45◦ or 90◦, inversion, size Cross-identity

Webster et al., 2004 Gender, ethnicity, expression nr Structural, cross-identity

Yamashita et al., 2005 Distortion Size, spatial frequency content,
contrast, color

Pictorial, cross-identity

Zhao and Chubb, 2001 Distortion Size, inversion Pictorial

Priming Boehm et al., 2006 Familiarity decision Inversion Pictorial

Bourne et al., 2009 Familiarity decision Blurring, configural, position Pictorial

Brooks et al., 2002 Identification Inversion, size, position, mirror reversal Pictorial, structural transfer

Bruce et al., 1994 Familiarity decision Color alterations, cartoons Pictorial

Bruce and Valentine, 1985 Identification, familiarity
decision

nr Pictorial, structural transfer

Bruce and Valentine, 1986 Familiarity decision Blurring Cross-identity

Ellis et al., 1990 Occupation, familiarity,
expression, and gender
decision

nr Pictorial, cross-identity

Ellis et al., 1987 Identification, familiarity
decision

nr Pictorial, structural transfer

Ellis et al., 1993 Identification, expression
identification, gender decision

nr Pictorial, structural, cross-identity

Ellis et al., 1979 Familiarity decision Trimming to internal or external features Pictorial

Goshen-Gottstein and Ganel, 2000 Gender decision nr Pictorial, structural transfer

Johnston and Barry, 2006 Occupation and nationality
decision

nr Pictorial, cross-identity

Kaiser et al., 2013 Gender decision Size Pictorial, cross-identity

Rostamirad et al., 2009 Identification nr Pictorial, cross-identity

Walther et al., 2013 Identification Size Cross-identity

Young et al., 1994 Identification, familiarity, and
gender decision

nr Cross-identity

Zarate and Sanders, 1999 Gender and ethnicity decision nr Pictorial, cross-identity

Adaptation dimension = facial dimension examined within the adaptation paradigm; priming task = identification or classification task within the priming or test phase;
image transfer dimension = investigated transferability across specific image dimensions; identity transfer dimensions = investigated transferability according to the three
different identity-specific transfer categories; nr = not reported.
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Transfer Between Images Differing in
Specific Dimensions
Transfer Within the Adaptation Paradigm
Several authors were able to demonstrate adaptation effects
regarding the identity or gender of the presented image (features
of the identity were altered by morphing the identity with other
identities or by increasing or decreasing the identity strength,
through synthetically altering the person’s features), despite
changes in the (retinal) location of the presented test stimulus
(Leopold et al., 2001; Kovács et al., 2007; Afraz and Cavanagh,
2008). The authors either used faces that were unfamiliar (Kovács
et al., 2007) when starting the adaptation phase or that were
learned in an initial training session (Leopold et al., 2001; Afraz
and Cavanagh, 2008). The studies by Kovács et al. (2007) and
Afraz and Cavanagh (2008) revealed a reduction of the adaptation
effects when changing the position of the test image, suggesting
that the effects must include both position-variant and position-
specific components.

Furthermore, transfer effects across differences of the (retinal)
size between the adapting and test image seem to be possible
(at least for faces that were unfamiliar at the beginning of the
adaptation phase; Leopold et al., 2001; Zhao and Chubb, 2001;
Rhodes et al., 2004; Anderson and Wilson, 2005; Yamashita
et al., 2005). However, the study results of Zhao and Chubb
(2001), Rhodes et al. (2004), and Yamashita et al. (2005) indicate
that the adaptive processes are not insensitive to changes in
size but also show some kind of size specificity within the
adaptation effect (which is indicated by a reduction of the
adaptation effect when changing the size). A similar pattern
could also be found for a transfer across different orientations
in picture plane. Using faces that were unfamiliar when starting
the adaptation phase, Rhodes et al. (2003) and Watson and
Clifford (2003, 2006) were able to demonstrate adaptation
effects regarding the gender or distortions (e.g., vertically or
horizontally, expanded or contracted faces) despite a rotation
of the adapting stimuli to either 45 or 90◦ to the right or the
left side. Nevertheless, the study results of Watson and Clifford
(2003, 2006) indicate a significantly weaker adaptation effect,
when the adaptation and test stimuli were rotated in different
directions from the upright position compared to when both were
rotated identically. These results suggest again that there must be
an invariant component and a dimension-specificity within the
adaptation effect.

Previous studies applying an even larger rotation of images
by 180◦ (i.e., an inversion) are very ambivalent in their results.
Hole (2011), using familiar face stimuli, and Rhodes et al.
(2004), presenting faces that were unfamiliar when starting
the adaptation phase, were able to induce similar adaptation
effects for upright and inverted faces regarding distortions
or the identity of the presented personalities. While Hole
(2011) inverted just the adaptation image, Rhodes et al. (2004)
demonstrated a transfer of the adaptation effect from (1)
inverted adaptation to upright test images and (2) from upright
adaptation images to inverted test images. Rhodes et al. (2004),
however, used a test design in which those opposite conditions
were induced simultaneously (e.g., presenting a contracted,

upright face simultaneously with a stretched inverted face in
the adaptation phase). Other authors, however, detected an
asymmetric pattern. By also presenting faces that were unfamiliar
at the beginning of the adaptation phase, they either found much
weaker (Watson and Clifford, 2003) or no effects (Watson and
Clifford, 2006; Guo et al., 2009) when using inverted adaptation
and upright test images, but equally strong effects (compared to
no inversion at all) when presenting an upright adaptation and
an inverted test stimulus.

Further transfer effects were also observed across alterations
of the image relations (e.g., stretching the image vertically) and
surface reflectance (i.e., albedo; Jiang et al., 2006; Hole, 2011).
Moreover, Yamashita et al. (2005) looked at the transferability
of adaptation effects to changes in spatial frequency content,
contrast, color and size. While they found strong adaptation
effects across changes in contrast, color and size, there was only a
weak transferability of the effects to changes in contrast polarity
and spatial frequency.

In general, the relation of invariant and variant components
of the adaptation effect can vary tremendously for the different
images or facial dimensions. For adaptation, alterations on
dimensions that are known to affect the recognizability of a
face (e.g., contrast and spatial frequency) seem to have a greater
influence on the magnitude of the adaptation effect compared
to alterations that only marginally affect the recognizability of a
face (e.g., size or position; Yamashita et al., 2005; Hole, 2011).
However, even for dimensions that affect the recognizability,
adaptation effects can still be detected, indicating that although
a considerable part of these effects appear to be retinotopic,
the effects also indicate an involvement of higher, face-specific
processing mechanisms (Hole, 2011). The asymmetric pattern
regarding the inversion of the adaptation images observed by
Watson and Clifford (2003, 2006) and Guo et al. (2009) might
have been obtained due to the use of faces that were initially
unfamiliar, since Hole (2011) was able to demonstrate adaptation
effects inverting the adaptor by using highly familiar faces.
However, it is open as to why Rhodes et al. (2004) were able
to prove strong adaptation effects applying an inversion of
the adaptor, even though they used faces that were initially
unfamiliar. It might be the very different test design the authors
used (simultaneously induced opposite adaptation effects) that
led to these results.

Transfer Within the Priming Paradigm
For priming, Kaiser et al. (2013) and Walther et al. (2013)
found effects regarding the recognition of familiar faces, despite
differences in the size between the priming and test stimulus.
Priming effects could also be generated with a 180-degree
rotation (i.e., an inversion) of the prime, using face stimuli
with which the participants familiarized themselves in a 1-h
training session (Boehm et al., 2006). However, these effects
were much weaker compared to the upright prime condition.
Similar results could also be observed by Brooks et al. (2002)
using familiar face stimuli. They systematically investigated
invariances in priming to various metric transformations and
found equally strong priming effects when stimuli differed in
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size, position, and reflectional orientation (mirror reversal).
Interestingly, they showed significantly reduced effects when the
test stimuli were inverted, pointing to face expert-processing
(Schwaninger et al., 2003).

Bruce et al. (1994) were able to demonstrate priming effects
from different grayscale images (two levels of gray [black and
white] or four levels of gray [black, dark gray, light gray,
and white]) on the same colored images (using familiar faces),
although these priming effects were much weaker than those that
could be detected from one colored image to the next. They also
found a similar reduction of priming effects when computer-
drawn photographs were presented as the prime and the original
photograph as the test stimulus, or vice versa (compared to
the condition in which the original images were presented in
both phases). By manipulating facial features in the priming
phase through blurring, Bourne et al. (2009) were able to show
a transfer of identity priming (the task included a popularity
rating of the presented famous identities), although here again
effects were reduced compared to the unmanipulated condition.
Furthermore, identity priming effects seem to be possible even
when the test image is trimmed to just the internal features of a
familiar (and also initially unfamiliar) face (Ellis et al., 1979).

In general, for priming the pattern seems to be similar to the
one seen in the adaptation area: a transfer across manipulations
is possible but to some extent the manipulations do affect
the magnitude of the priming effect, suggesting invariant and
variant components within the priming effect. Whether there
is also a similar pattern regarding those dimensions that affect
the recognizability of faces more strongly (i.e., dimensions that
influence the priming effect more strongly than dimensions that
do not have an influence on the recognizability) has not yet
been investigated very intensively. The study by Brooks et al.
(2002) might suggest a similar pattern to that of adaptation, since
an inversion (which is known to impair recognition) generated
significantly weaker priming effects than other metric changes
(such as size, position, and reflectional orientation).

Implications of the Transfer Between Different Image
Versions for the Face Space
Altogether, the listed results on adaptation and priming show
that the effects are not entirely retinotopic but that there
is a component of face-specific processing. The systematic
investigation of these face-specific components provides
important information about which factors are generally
involved in face representations and thus also which dimensions
define the face space. Further research could eventually identify
and specify the 15 to 22 dimensions of the face space, determined
by Lewis (2004) at some point. The above results on adaptation
and priming might indicate that factors that qualitatively change
faces (and thus affect face recognition, such as contrast polarity)
are more likely to be represented in face space than factors that
are of a more quantitative or metric nature and thus do not affect
recognition, such as size or position.

However, by applying an inversion of a face (which is known to
impair recognition and even might lead to non-expert processing
of faces, see Schwaninger et al., 2003), very ambiguous results
were obtained. Within the adaptation area, Watson and Clifford

(2003, 2006) and Guo et al. (2009) observed reduced adaptation
effects, by using face stimuli that were unfamiliar at the beginning
of the adaptation phase and by inverting the adaptor. Hole
(2011), however, also inverted the adaptor but used familiar faces
and found adaptation effects were as equally strong as those
in upright face stimuli. Thus, an inversion does not seem to
affect the perception and processing of familiar faces as much
as the perception and processing of initially unfamiliar faces.
The facilitated recognition of familiar faces despite an inversion
of the face stimulus might be due to a high flexibility (i.e.,
for example wide-ranging information about the identity) of
the representations stored in memory and face space. The high
flexibility could allow the identification of a person (and thus also
an adaptation of the representation) despite large alterations of
the orientation. Unfamiliar faces, on the other hand, are not yet
stored in memory as highly flexible representations, so that large
alterations of the orientation can be less easily ignored.

However, applying an inversion within the priming paradigm,
weaker effects were also observed using familiar faces (Brooks
et al., 2002). This may be explained by the differences between
the two paradigms priming and adaptation. Within the priming
paradigm the presentation duration of the prime is usually
much shorter compared to the presentation duration of the
adaptor (see section “Implications of the Transfer Between
Different Image Versions for the Face Space”). When applying
an inversion, the shorter presentation duration could lead to
additional recognition difficulties, since more time might be
needed to compensate the inversion of the image and to recognize
the presented identity and then activate its representation within
the face space. Within the adaptation paradigm, on the other
hand, the adaptor is usually presented for longer to achieve the
greatest possible effect, so that recognition might be easier despite
an inversion of the stimuli.

Transfer on an Identity Level
Transfer Within the Adaptation Paradigm
Most studies investigating the transfer of adaptation effects from
one image of a familiar identity to a different image of the
same identity (structural level) were focused on distortions when
manipulating the adaptor (e.g., alterations of the eyes–mouth
distance; Carbon and Leder, 2005; Carbon et al., 2007; Carbon
and Ditye, 2011, 2012; Strobach et al., 2011). All of them were
able to find strong transfer effects even though the transfer on
the structural level often led to a small decrease of the adaptation
effect compared to the adaptation effect on a pictorial level
(Carbon and Leder, 2005; Carbon and Ditye, 2012). Using face
stimuli that were unfamiliar at the beginning of the adaptation
phase, Fox and Barton (2007) on the other hand, observed
equally robust adaptation effects on the pictorial and structural
level. However, they did not distort the presented stimuli but
investigated adaptation effects to different emotional expressions.

The same authors were also able to transfer the demonstrated
effects across different identities (cross-identity level), irrespective
of the gender of the presented identities (Fox and Barton,
2007). Although these adaptation effects on a cross-identity level
were significant, they were weaker compared to the effects on
the pictorial or structural level, suggesting that the generated
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effects are at least partially identity-specific. Fox et al. (2008)
reversed this paradigm by investigating adaptation effects on
identity alterations and their modulation by congruency of facial
expressions (using familiar as well as initially unfamiliar face
stimuli). Interestingly, they did not find any impact of expression
congruency on the identity effects, which indicates that identity
perception is independent of emotional expressions (Fox et al.,
2008). However, other authors who also investigated adaptation
effects on different emotional expressions found limitations in
the transferability of the effects. Using faces that were unfamiliar
when starting the adaptation phase, Otten and Banaji (2012)
reported a robust transferability of expression effects across
images of the same identity and across images of a different
identity but significantly weaker effects for images of individuals
of a different ethnicity.

For configurally distorted famous faces, several studies were
able to demonstrate a robust transfer to other identities, even
though the magnitude of the effects decreased compared to
the pictorial or structural level (Carbon et al., 2007; Carbon
and Ditye, 2011, 2012; Strobach et al., 2011). However, also
for configurally distorted (initially unfamiliar) faces, a limited
transferability to other ethnicities could be observed (Jaquet
et al., 2008), indicating an ethnic specific component within
the effect. Additionally, Jaquet and Rhodes (2008) investigated
the transferability of adaptation effects on configural alterations
(presenting face stimuli that were initially unfamiliar) across
gender and found a partial transfer (i.e., a weaker but still
significant effect for the different-gender condition than for the
same-gender condition), suggesting both common and gender-
specific components within the adaptation effect. A gender
adaptation effect (using as well-initially unfamiliar faces), on the
other hand, was largely transferable across different identities
and thus did not seem to have an identity-specific component
(Webster et al., 2004). Moreover, the study also revealed
differences in category boundaries selected in the preadaptation
assessment (observers categorized images of a gender-morph-
continuum to estimate the category boundary of male and
female), indicating that observers tended to select a category
boundary that was shifted to their own gender. These differences
in category boundary were also observed with different ethnicities
(Asian and Caucasian), leading to a shift of the observer’s
boundary toward their own ethnicity. However, this shift was
not as intense when observers had already been exposed to
the other race for a longer time (e.g., Asians living in the US
for at least 1 year). Additionally, other authors have found an
impaired identification of the face’s gender in other race faces
(O’Toole et al., 1996).

A transfer of adaptation effects between other social groups
was found by Barrett and O’Toole (2009). They investigated
adaptation effects (using face stimuli that were unfamiliar at the
beginning of the experiment) on gender and demonstrated a
transfer of these effects across different age groups (Barrett and
O’Toole, 2009). However, by presenting familiar face stimuli, Lai
et al. (2012) investigated adaptation effects on age differences and
observed that they were just partly transferable across different
identities, suggesting both identity-variant and identity-specific
components within the adaptation effect.

Transfer Within the Priming Paradigm
Face priming effects seem to be equally transferable to different
images of the same identity (structural level) as adaptation effects
(Bruce and Valentine, 1985; Ellis et al., 1987, 1993), although
the priming effects seem to decrease the more dissimilar the
prime and the test images are. Ellis et al. (1987) systematically
investigated the transferability of priming (using famous faces)
by applying a three-level differentiation regarding the similarity
of the presented test stimuli to the prime: identical, similar, and
dissimilar (the similarity of the stimuli was rated in advance by an
independent jury). The priming effect seemed to be greatest when
the prime and the test image were identical, less when they were
similar, and least when they were dissimilar (but still representing
the same person).

Several studies investigating priming effects on a cross-identity
level focused on associate priming and thus compared highly
associated couples (e.g., Siegfried and Roy) with less associated
identities (e.g., Angela Merkel and George Clooney). In these
studies, Bruce and Valentine (1986) and Young et al. (1994)
observed strong priming effects on famous highly associated
identities. While a transfer of the priming effect to a highly
associated identity seems to be successful, a transfer to other
ethnically related identities apparently does not work. By using
face primes that were unfamiliar at the beginning of the
experiment, Rostamirad et al. (2009) demonstrated a facilitation
effect in recognition when the test face was preceded by the
same priming face, an inhibition effect when it was a different
face and an even greater inhibition when the face belonged to
the same ethnic group as the prime. Zarate and Sanders (1999)
also investigated priming effects (using faces that were initially
unfamiliar) across different ethnicities and gender. They could
not find a relation between the strength of the priming effect
and ethnic and gender similarity of the prime and test image,
but observed that the magnitude of the priming effect was rather
modulated by the general similarity of the stimuli. The authors
suggest that the facilitation effect is not generated through the
activation of a superordinate abstract concept (e.g., gender or
ethnicity), but that the priming effect is rather prime-specific and
depends on the inter-item similarity.

In line with these results, Ellis et al. (1990) found that,
by systematically investigating the transferability of priming
effects (using familiar and initially unfamiliar face stimuli) to
different categorization tasks (familiarity, occupation, gender,
and expression tasks), priming effects only occur for decisions
in the test phase that require an identification of a face and not
a classification according to a higher concept. Thus, a priming
effect was observed for familiarity and occupation tasks in the
test phase but not for gender or expression tasks. On the other
hand, any encounter with a face seems to be sufficient to cause
priming (meaning that the magnitude of a priming effect does
not depend on the task given in the priming phase, but obviously
does depend on the task given in the test phase). Nevertheless,
the study results of Johnston and Barry (2006) do not seem to
fully fit into this picture. As in the study by Ellis et al. (1990),
the authors found repetition priming effects for an occupation
decision task. However, by using familiar faces, Johnston and
Barry (2006) were also able to demonstrate a priming effect for
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a nationality decision task in the test phase, which, according to
the Ellis et al. (1990) argumentation (that only tasks that require
an identification of the face show priming effects), should actually
not exist. Other authors also disagreed with the argumentation
of Ellis and colleagues, since they were able to find priming
effects (using face stimuli that were unfamiliar at the beginning
of the experiment) for a gender decision task (Goshen-Gottstein
and Ganel, 2000). However, Ellis et al. (1990), Goshen-Gottstein
and Ganel (2000), and Johnston and Barry (2006) investigated
priming effects across different categorization tasks only on a
pictorial level. They did not consider the transferability of the
effects on a structural or cross-identity level. Hence, in their
test design higher concepts (such as gender) could only be
addressed by the categorization of the stimuli (in, e.g., female or
male). However, since a systematic comparison of the categories
on a cross-identity level [i.e., comparing the transferability of
priming effects of an identity of one category (e.g., female) to
either a different identity of the same category or an identity
of the opposite category (e.g., male)] was not performed, the
results give little assurance as to whether higher concepts were
really primed or not.

Implications of Identity Transfer for the Face Space
Both phenomena, adaptation and priming, seem to transfer
quite well across different images of the same identity and thus
provide further evidence that adaptation as well as priming
effects do have an identity-specific component. Furthermore, the
results regarding the transferability on a structural level suggest
a high flexibility of the representations stored in memory and
face space, since they seem to be altered and activated despite
significant alterations of the images presented in the adaptation
and priming paradigms. Thus, they must somehow contain either
wide-ranging information about the identity or stable, basic and
minimalistic face structures that allow an identification of a
person despite large and diverse changes. The basis on which the
recognition of a person’s face occurs is not clear yet. However,
the fact that adaptation effects can be generated through altering
very diverse information might indicate that the representations
rather contain a wide range of different face information than just
a very basic structure.

Regarding transferability on a cross-identity level, the reported
findings on adaptation provide clear evidence that adaptation
effects are transferable to different identities. This suggests a
hierarchical processing of faces, where adaptation also affects
superordinate face categories, indicating a distinction of different
social groups (e.g., different ethnicities, gender, etc.) in facial
processing. Referring to the face space, this would mean that
adaptation not only alters the representation of the presented
identity but also the representation of the social group(s) to
which the person belongs. This suggests that either different
modules or sub-face spaces must exist (that probably show some
overlap between each other) or different prototypes for each
social group, which can be altered through adaptation. Thus,
adaptation would alter the common underlying face structures
and lead to an alteration not just of that identity presented in
the adaptation paradigm but also of all other faces located close
to the identity or within the same social group. The reported

results regarding the category boundary further suggest that there
are stronger adaptation effects to the sub-face spaces individuals
encounter most and also that these more familiar sub-face spaces
are more differentiated.

Furthermore, there seem to be differences in the transferability
of adaptation effects depending on the type of adaptation
information. Face information that is more transient or more
variable (such as facial expression or age) appears to transfer
more easily (see the reported results of, Fox and Barton, 2007;
Fox et al., 2008; Barrett and O’Toole, 2009; Lai et al., 2012) than
information that is invariant (such as configural face information,
gender, or ethnicity), suggesting that this information type has a
more subordinate role in facial perception and processing and
thus also in the face space. However, on a cross-identity level
(i.e., a transfer to other identities) more variable information
also shows slight limitations of the transfer to other identities
(Fox and Barton, 2007; Lai et al., 2012), indicating that
it cannot be neglected completely when investigating face-
specific adaptation effects. Thus, it does have a face-specific
component within the adaptation effect and therefore must
also be somehow represented in face space. However, the face-
specific component of the effect seems to be somehow smaller
compared to the level of face specificity within the adaptation
effects obtained with more invariant information. This indicates
that the representation of more variable information in face space
must also be somehow weaker compared to the representation of
more invariant information.

For priming, the picture regarding the transferability on
a cross-identity level seems to be more ambiguous than for
adaptation. Many of the reported results indicate transferability
to different identities but this transfer rather depends on the
similarity of the presented images than on belonging to the
same or a different superordinate social group. Thus, referring
to the face space, an activation of a representation of an identity
might not automatically lead to an activation of a higher-
level prototype or a sub-space. The results rather indicate that,
within the face space, just those identities that are located
very close to the primed identity (due to their similarity on
many face dimensions) might also be affected through priming.
However, the outcomes regarding the transferability of priming
effects to associated individuals suggest that an activation of
representations that are more distant to the primed identity
within the face space is also possible. Thus, the activation
of a representation might automatically lead to an activation
of the representation of the associated person, due to the
strong associative and exclusive bond between them. Another
explanation could be that by activating a representation, a higher
concept under which both associated persons are to be classified
is activated as well. As a result, not only the representations of the
associated persons would be activated, but also representations of
possible other persons belonging to this concept. Although this
idea would clearly contradict the results of Zarate and Sanders
(1999; demonstrating that the priming effects rather depend
on the inter-item similarity than on the belonging to the same
concept), it would support the results of Goshen-Gottstein and
Ganel (2000) and Johnston and Barry (2006), who demonstrated
priming effects for nationality and gender tasks. However, the
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results of these studies should be taken into account with caution,
since it is not clear yet whether the implemented categorization
tasks can really address higher concepts.

DISCUSSION

Adaptation and priming are two established paradigms in the
face literature. Both paradigms and their associated phenomena
can assist a better understanding of face recognition and face
representation. Regarding the face space framework, up to now
the literature has mainly focused on face adaptation while
largely neglecting face priming. By reviewing and comparing
the literature on face adaptation and face priming within
one paper, this work aims to create an overall picture of
both phenomena and their contributions to the face space.
While face adaptation is a phenomenon that seems to alter
a representation, leading to a shift of the representation
within the face space, face priming mainly activates such a
representation. The reported studies show that these effects can
be influenced by modifications of the temporal components of
adaptation and priming.

Summary of the Temporal
Characteristics of Adaptation and
Priming and the Consequences for the
Face Space
A longer adaptation duration causes an increasing adaptation
effect (Rhodes et al., 2007; Strobach et al., 2011) and therefore
a larger position shift of the representation within the face
space. A longer prime duration, however, leads to a decrease
of the priming effect (Rieth and Huber, 2010) and therefore to
an activation reduction of the facial representation within the
face space. This activation reduction might be an automatized
mechanism to avoid a confusion with other faces presented
afterward. However, a longer prime duration can sometimes even
cause a negative priming effect (Rieth and Huber, 2010; Barbot
and Kouider, 2012). Since negative priming and adaptation seem
to be identical regarding their behavioral outcome (they both lead
to a slower or more difficult recognition), the negative priming
effect could also be that of an adaptation process (evoked due
to the lack of fit between the presented facial stimulus and the
mental representation). Thus, a longer prime duration might
function as an adaptor and might lead to a shift of the facial
representation within the face space toward the prime.

Compared to the adaptation duration, a longer presentation of
the adaptation test stimulus does not cause a greater adaptation
effect but rather decreases it Leopold et al. (2005) and Rhodes
et al. (2007), since it leads to a re-adaptation process and thus to a
shift of the facial representation within the face space back to the
original position. A longer presentation of the prime test stimulus
also causes a decrease of the priming effect (Rieth and Huber,
2010), probably because the test stimulus addresses, just like the
prime, the mental face space representation and thus leads, as an
overstimulation of the representation, to a neuronal habituation
and activation reduction.

The effects of both phenomena, however, can be equally
robust, since they can last up to a week or (at least priming
effects) up to several months (Maylor, 1998; Lewis and Ellis,
1999; Carbon and Ditye, 2011, 2012). Thus, an adaptation
can probably lead to a very persistent shift of the mental
representation within the face space, whereas priming causes a
long-lasting activation or a facilitated reactivation of the facial
representation. However, the effects of both phenomena decrease,
the more time elapses between the adaptation/priming and
the test phase. Within the context of adaptation, a possible
explanation for the continuous decrease of the effect might be
an increased possibility of exposure to the presented identity
(which possibly causes a re-adaptation back to the original
representation and thus decreases the effect), during a long delay.
Another possible explanation could be that the re-adaptation
process is an automatic process due to the robustness of the
original facial representation (which presumably is built up over
a longer period of time) and which does not integrate transient
alterations permanently unless they are presented for longer
and/or more frequently. The continuous decrease of priming
effects over time, however, might be caused by either a constant
decrease of the activation of the representation or a decrease
of the reactivation capability of the representation located in
face space. Since a longer priming duration seems to lead to an
activation reduction to inhibit a confusion with other faces seen
subsequently, a long-term maintenance of activation does not
seem plausible (also for shorter priming durations). A facilitated
reactivation, however, would probably not inhibit the recognition
of subsequent faces (since it would only lead to a full reactivation
of the representation, if the identity is presented again) and thus
might be more likely.

Summary of the Transfer Characteristics
of Adaptation and Priming and the
Consequences for the Face Space
Not only the temporal components of adaptation and priming
give us information about the facial perception, the storage and
thus the face space, but also the transferability of adaptation
and priming effects contribute to the understanding of it. The
listed study results reveal that a transfer of adaptation and
priming effects across alterations of specific image dimensions
is possible, but to some extent the alterations do affect the
magnitude of the effects (meaning that the effects usually
decrease when they are transferred; see, e.g., Bruce et al., 1994;
Brooks et al., 2002; Yamashita et al., 2005; Kovács et al., 2007).
This indicates that although a considerable part of the effects
seems to be retinotopic, there does exist some kind of face-
specific component too. Nevertheless, the results also show that
dimensions that qualitatively change faces and thus affect their
recognition (e.g., contrast polarity or spatial frequency) have
a greater impact on the adaptation and priming effects than
dimensions that are of a more quantitative or metric nature
(e.g., size or position) and do not affect the recognition as much
(see, e.g., Brooks et al., 2002; Yamashita et al., 2005). Thus,
the dimensions that have a greater impact show a greater face
specificity and are therefore more likely to be represented in
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face space than dimensions that do not affect the adaptation and
priming effects as much.

Adaptation and priming effects can be observed not only
despite changes in specific image dimensions, but also despite a
presentation of a completely different image of the identity in the
test phase (Bruce and Valentine, 1985; Ellis et al., 1987; Carbon
and Leder, 2005; Carbon et al., 2007). Thus, the representations
within the face space must somehow be very flexible. They must
either contain wide-ranging information about the identity or
stable but minimalistic face structures that allow an identification
of an identity despite large and diverse changes. Since adaptation
effects can be evoked by altering very diverse face information,
the latter might be more likely.

Adaptation and priming effects regarding the transferability
on a cross-identity level reveal that both kinds of effects are
(at least partly) transferable to different identities (Bruce and
Valentine, 1986; Carbon et al., 2007; Strobach et al., 2011). The
reported findings on adaptation indicate a hierarchical processing
of faces, where adaptation not only alters the representation of
the presented identity but also affects superordinate concepts
(see, e.g., Jaquet and Rhodes, 2008; Jaquet et al., 2008). This
suggests that there must exist different sub-face spaces or
different prototypes for each superordinate concept within the
face space. Thus, by altering the representation of a specific
identity, underlying face structures of superordinate concepts
would be altered toward the adaptor too. The findings further
suggest that there are stronger adaptation effects for the sub-face
spaces individuals encounter most and that these sub-face spaces
are more differentiated than more unfamiliar ones (O’Toole
et al., 1996; Webster et al., 2004). The listed results on priming,
on the other hand, are ambiguous. Some studies indicate that
the transferability of priming effects to other identities rather
depends on the similarity of the presented images than on the
belonging to (and thus activation of) a common sub-face space
(Zarate and Sanders, 1999). Other study results, however, suggest,
that priming is able to activate representations of identities that
are strongly associated with the primed identity (e.g., Young et al.,
1994). However, it is not clear yet whether this activation of other
representations occurs due to an activation of a higher sub-face
space under which the associated persons are to be classified or
due to an associative and exclusive bond between these identities.

Future Adaptation and Priming Studies
and the Face Space
The two phenomena adaptation and priming demonstrate that
perceived faces can change our facial perception and storage
and hence our face space significantly. Adaptation and priming
studies manipulating the temporal factors help identify the
best temporal structure of both paradigms (in the way of
generating the greatest possible effects; e.g., for adaptation a long
adaptor and a short test stimulus, for priming both: a short
prime and a short test stimulus). A systematic manipulation
of temporal parameters may also provide information about
the underlying mechanisms of the two phenomena. It seems
that the presentation of a stimulus could initially lead to a
priming effect. However, prolonging the presentation of the

stimulus might possibly induce an adaptation effect (see the
results on negative priming). Thus, it could be assumed, that
it depends on the presentation duration of the adaptor/prime,
which phenomenon occurs.

However, the study by Walther et al. (2013) indicates that the
ambiguity of the test stimulus should rather be considered as
the decisive factor. The authors were able to demonstrate both
phenomena within one paradigm. While adaptation effects were
induced by presenting very ambiguous test stimuli, unambiguous
test stimuli provoked priming effects. Thus, it still seems unclear
which specific parameters (e.g., temporal parameters or the
ambiguity of the test stimuli) are crucial for the occurrence of one
or the other phenomenon. Future studies should therefore focus
more on the investigation of specific parameters using combined
(adaption and priming) paradigms to better understand and
distinguish both phenomena.

Furthermore, studies on temporal characteristics provide
important information about the robustness of the adaptation
and priming effects and the hereby-created long-term
transformation of the face space (i.e., persistent shifts of
representations and sub-face spaces, a permanent facilitation of
activation as well as the pattern of decay of those alterations).
However, it is still unclear which mechanisms are causing
the continuous decrease of the effects over time, at least
for adaptation. Future studies should therefore specifically
investigate the two possible mechanisms responsible for the
re-adaptation (i.e., increased exposure to the original image of
the presented identity or automatic re-adaptation process due to
the robustness of the original facial representation).

The investigations on the image dimensions of adaptation
and priming stimuli reveal that some face information is more
important and thus probably more likely represented in the face
space than other facial characteristics (e.g., invariant information,
such as gender, ethnicity, etc. is more likely included in face space
than variant information, such as size or location). However,
due to a lack of systematic studies on this topic, the dimensions
on which all faces vary within the face space [according to
Lewis (2004) there should be from 15 up to 22 dimensions]
could not yet be determined. Nevertheless, the view that only
an exclusive number of dimensions exist in face space and
thus facial information other than those dimensions is not
considered in facial perception, should be questioned. The
reported studies show that facial information that seems to be
less important for facial perception (since it has a weaker impact
on adaptation and priming effects) still affects the perception
of faces and thus also the face space. Perhaps this categorical
view of the face space dimensions should be reconsidered and
it should be further investigated whether the very diverse facial
information is just represented with a different weighting within
the face space. Future research should therefore systematically
compare adaptation and priming effects on variant and invariant
facial information.

The reported studies investigating the transferability of effects
further show that the facial representations located in face space
are very flexible (i.e., a recognition is possible despite large
alterations of the presented face) and that there must be some
kind of sub-face spaces representing higher concepts. While
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adaptation clearly has an effect on these sub-face spaces, no
final conclusion can be drawn yet as to whether priming also
activates higher concepts. Thus, future studies should focus
on a systematic investigation of priming effects on different
superordinate concepts to further clarify this topic.

Finally, it can be stated that priming probably can add as
much to the understanding of face space as adaptation. It would
therefore be recommendable to consider priming more closely in
this still challenging field of face research in the future.

RÉSUMÉ

Face adaptation and priming are two phenomena that seem
to differ tremendously. While adaptation leads to a shift of
representations within the face space, priming rather activates
these representations without shifting them (see Figure 2).
However, both paradigms alter subsequent face recognition
and thus, can be used to gain a better understanding of
face recognition, representation and hence the face space.
By analyzing the characteristics of the two different effects,
both phenomena can give us detailed information about the
content, the structure and the flexibility of the face space.
The adaptability or priming of specific face information, for
example, provide insight into what facial dimensions are stored
in face space. The comparison of different facial information
may also reveal a different weighting of the information
stored in face space (e.g., invariant information seems to be
more relevant than variant information). The transferability of
effects can reveal information about the structure of the face

space (e.g., division into sub-face spaces). The robustness and
decay of effects, however, give insight into how flexible or
stable representations are within the face space. Furthermore,
the specific temporal characteristics of the two paradigms
(e.g., adaptor/prime duration) might reveal information about
the underlying mechanism of both phenomena. Thus the
presentation of a stimulus may initially lead to a priming effect
(i.e., a pure activation of the representation). However, if the
stimulus is presented for a longer time, an adaptation effect
might be induced. The systematic evaluation of the adaptation
and priming literature presented here, highlights the valuableness
of both paradigms for the investigation of face recognition
and representation. It also reveals that priming (although often
neglected by face-space literature) is an equally useful tool as
adaptation to explore the face space.
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In the neocortex, neuronal processing of sensory events is significantly influenced by
context. For instance, responses in sensory cortices are suppressed to repetitive or
redundant stimuli, a phenomenon termed “stimulus-specific adaptation” (SSA). However,
in a context in which that same stimulus is novel, or deviates from expectations, neuronal
responses are augmented. This augmentation is termed “deviance detection” (DD). This
contextual modulation of neural responses is fundamental for how the brain efficiently
processes the sensory world to guide immediate and future behaviors. Notably, context
modulation is deficient in some neuropsychiatric disorders such as schizophrenia (SZ),
as quantified by reduced “mismatch negativity” (MMN), an electroencephalography
waveform reflecting a combination of SSA and DD in sensory cortex. Although the role
of NMDA-receptor function and other neuromodulatory systems on MMN is established,
the precise microcircuit mechanisms of MMN and its underlying components, SSA and
DD, remain unknown. When coupled with animal models, the development of powerful
precision neurotechnologies over the past decade carries significant promise for making
new progress into understanding the neurobiology of MMN with previously unreachable
spatial resolution. Currently, rodent models represent the best tool for mechanistic study
due to the vast genetic tools available. While quantifying human-like MMN waveforms
in rodents is not straightforward, the “oddball” paradigms used to study it in humans
and its underlying subcomponents (SSA/DD) are highly translatable across species.
Here we summarize efforts published so far, with a focus on cortically measured SSA
and DD in animals to maintain relevance to the classically measured MMN, which has
cortical origins. While mechanistic studies that measure and contrast both components
are sparse, we synthesize a potential set of microcircuit mechanisms from the existing
rodent, primate, and human literature. While MMN and its subcomponents likely
reflect several mechanisms across multiple brain regions, understanding fundamental
microcircuit mechanisms is an important step to understand MMN as a whole. We
hypothesize that SSA reflects adaptations occurring at synapses along the sensory-
thalamocortical pathways, while DD depends on both SSA inherited from afferent inputs
and resulting disinhibition of non-adapted neurons arising from the distinct physiology
and wiring properties of local interneuronal subpopulations and NMDA-receptor function.

Keywords: adaptation, deviance detection, interneuron, NMDA, somatostatin, parvalbumin, cortex, schizophrenia

Frontiers in Neural Circuits | www.frontiersin.org 1 March 2020 | Volume 14 | Article 13104

https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org/journals/neural-circuits#editorial-board
https://www.frontiersin.org/journals/neural-circuits#editorial-board
https://doi.org/10.3389/fncir.2020.00013
http://crossmark.crossref.org/dialog/?doi=10.3389/fncir.2020.00013&domain=pdf&date_stamp=2020-03-31
https://creativecommons.org/licenses/by/4.0/
mailto:jhamm1@gsu.edu
https://doi.org/10.3389/fncir.2020.00013
https://www.frontiersin.org/articles/10.3389/fncir.2020.00013/full
https://www.frontiersin.org/articles/10.3389/fncir.2020.00013/full
https://www.frontiersin.org/articles/10.3389/fncir.2020.00013/full
https://loop.frontiersin.org/people/718874/overview
https://loop.frontiersin.org/people/819433/overview
https://www.frontiersin.org/journals/neural-circuits
https://www.frontiersin.org
https://www.frontiersin.org/journals/neural-circuits#articles


Ross and Hamm Microcircuit Subcomponents of Mismatch Negativity

INTRODUCTION

Organisms are continuously inundated with sensory
information. Given that the majority of incoming information
is redundant or behaviorally unimportant, organisms need to
be able to suppress the neural processing of irrelevant stimuli
to conserve resources. Such adjustments are made possible
by a process referred to as stimulus-specific adaptation (SSA;
Adrian, 1926a,b; Adrian and Zotterman, 1926a,b; Nomoto
et al., 1964; Pérez-González and Malmierca, 2014). Neurons can
adapt to repetitive sensory information, reducing their firing
responses at various stages of processing, from initial sensation
to higher-order encoding, a phenomenon that occurs across all
sensory modalities (McLaughlin and Kelly, 1993; Dalton, 2000;
Wagner et al., 2006; Kohn, 2007; Pérez-González andMalmierca,
2014; Heil and Peterson, 2015). However, the sensory world is
dynamic and the ability to perceive changes and adjust behavior
accordingly determines the success of the organism. While
organisms must be able to undergo SSA, they must also be able
to quickly detect changes that differ from what has recently
been experienced (or what can thereby be predicted), as it
may signal salient information. This ability of neurons and
neural systems to detect abrupt, unexpected variation from the
constant, expected sensory milieu (or a set of presented stimuli)
is known as deviance detection (DD) and typically involves an
increase in firing responses (Malmierca et al., 2009; Antunes
et al., 2010; Hamm and Yuste, 2016; Musall et al., 2017; Parras
et al., 2017; Polterovich et al., 2018).

Together, SSA and DD represent important, complementary
phenomena—the ability to adapt to contextually redundant
information (SSA) while maintaining the ability to detect
when a change occurs (DD) that might signal relevant,
important information. Notably, most of the research regarding
these phenomena has been carried out in the auditory and
visual systems, and thoughtful experimental design efforts to
differentiate SSA and DD (Figure 1) are an emerging trend
in the study of sensory context processing (Harms et al.,
2014; Chen et al., 2015; Hamm and Yuste, 2016; Wiens et al.,
2019). For example, sensory ‘‘oddball’’ paradigms involve the
presentation of a repetitive, highly probable ‘‘standard’’ (or
‘‘redundant’’) stimulus typically occurring between 75–95%
of trials (which occur rapidly, at least once every second)
with a rarer interspersed ‘‘target’’ (or ‘‘deviant’’) stimulus
(Figure 1A). Studies employing a single ‘‘oddball’’ paradigm
are the most common, yet alone they cannot differentiate
SSA and DD. A simple difference wave (in the EEG) or
difference in neuronal spike rate between ‘‘redundants’’ and
‘‘deviants’’ conflate these two components. Control paradigms
such as ‘‘flip flop’’ sequences (Figure 1A; i.e., two back to
back oddball runs where the deviant and the redundant are
swapped) ensure DD is not a function of physical stimulus
characteristics. Another commonly used technique, the ‘‘many
standards’’ control (Figure 1B) allows researchers to determine
whether DD signatures are due to the relative rarity of
‘‘deviant’’ stimuli or result from true detection of deviations
from expected patterns (Schröger and Wolff, 1996; Jacobsen
and Schröger, 2001, 2003; Jacobsen et al., 2003b). Further,

‘‘cascade’’ sequences (Figure 1C) are used to ensure that
the ordering effects in basic ‘‘oddball’’ presentations do not
contribute to apparent DD. Stimuli in the cascade control are
always preceded by the same stimulus, like the typical oddball
sequence, and unlike the many-standards control. Also unlike
the many-standards control, the cascade sequence establishes a
pattern of stimulus presentations with (overall) less influence
of SSA.

While SSA and DD are typically measured at the neuronal
level, they likely reflect circuit-level computations (Natan et al.,
2015, 2017; Hamm and Yuste, 2016), and are robust when
measured with gross-electrophysiological techniques reflecting
summed activity within a neocortical region (local field potential,
LFP; electroencephalogram, EEG). Thus, SSA and DD can be
assessed at multiple levels in multiple species, including humans
where non-invasive measurements of neurophysiology remain
constrained to a more gross, macro-level (i.e., EEG or MEG).
Despite their presence across species, human EEG studies,
especially in clinical and neuropsychiatric research, have focused
instead on an aggregate measure of context processing: the
mismatch negativity (MMN; Näätänen, 1995; Näätänen and
Alho, 1995b; Tiitinen et al., 1997). MMN is an event-related
potential (ERP) wherein a more negative scalp potential
(occurring about 150 ms post-stimulus onset) is elicited by
the ‘‘deviant’’ stimulus than by the ‘‘redundant’’ stimulus in
an oddball paradigm (Figures 2A–C). Diminished or absent
MMN is a classic, highly replicated biomarker for sensory
context processing deficits common in schizophrenia (SZ)
and other psychotic disorders (Näätänen et al., 2011, 2014;
Lavoie et al., 2019; Tada et al., 2019), so efforts to describe
the biological substrates and mechanisms of human MMN
remain paramount. Indeed, some progress has been made
to understand MMN generation (Garrido et al., 2009), but
confoundingly, MMN comprises both SSA and DD (Figure 2E).
These subcomponents are rarely assessed separately in human
clinical studies (which often just involve a single ‘‘oddball’’
paradigm), and if these subcomponents depend on different
neurobiology or circuit functions, a direct interpretation
of the neural underpinnings of SZ-MMN deficits will
remain challenging.

This review aims to examine recent studies regarding the
mechanisms of SSA and DD in animals and, when appropriate,
compare them to human studies of MMN. Unfortunately,
it remains unclear whether human SZ populations exhibit
deficits in SSA, DD, both, neither, and/or some additional
MMN-relevant component, yet the fact that DD, in particular,
may depend on some neuronal functions with known SZ
relevance (e.g., interneurons) merits consideration (Hamm and
Yuste, 2016). Here we show that the emerging literature
demonstrates that, indeed, SSA and DD can be separated
experimentally at the cellular and circuit level in rodents,
but it remains unclear how they are related mechanistically
and concerning the underlying cells and circuits which
generate them. Therefore, we aim to discuss the underlying
circuits identified through animal experimentation, proposing a
hypothetical model of these circuits in layer 2/3 of the neocortex
(Figure 3). Ourmodel, though limited by virtue (Box et al., 2005),
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FIGURE 1 | The oddball paradigm and commonly associated control sequences. Simplified schematics demonstrating various stimulus sequences that can be
used to investigate stimulus-specific adaptation (SSA) and deviance detection (DD). The typical oddball sequence (A, left) utilizes two stimuli that differ in stimulus
quality. One of the stimuli is designated the “redundant” and accounts for the majority of the presentations (in this case ∼90%). The overabundance of redundant
presentations establishes a regular pattern that is violated by “oddball” (or “deviant”) stimuli, which rarely occur (in this case ∼10% of presentations). An extension of
the oddball paradigm, the flip flop sequence (A, right) flips the redundant and oddball stimuli to control for differences in neural responses that might arise due to the
physical characteristics of the stimuli. The many standards control sequence (B) presents several stimuli within a sensory modality that differ in terms of stimulus
quality so that each appears with equally rare probability, in this case, ∼12.5% of the time. There is no established pattern of stimulus presentations. The stimuli in
the many standards sequence are presented randomly, unlike stimuli in a cascade control sequence (C), where several stimuli appear with equally rare probability
(again, in this case, ∼12.5%) but are presented in ascending or descending order such that the difference in stimulus quality is the same for each presentation.

will hopefully prove useful for future investigations of sensory
context processing in the neocortex.

THE “ODDBALL” PARADIGM

To quantify sensory context processing in human participant
samples, researchers often record EEG and employ an ‘‘oddball’’
paradigm (Figures 1, 2A–C). This paradigm and related
studies have been thoroughly reviewed elsewhere (Picton, 1992;
Näätänen, 1995), and the basic structure of stimulus presentation

is described above (Figure 1). Importantly, these stimuli can be
virtually of any sensory modality, all of which have produced
MMN analogs in the EEG (Tiitinen et al., 1997; Shinozaki
et al., 1998; Pause and Krauel, 2000; Rosburg et al., 2007; Escera
et al., 2014; Kremlacek et al., 2016). One of the strengths of
the MMN is that it is independent and unaffected by active
attention to the presented stimuli (Schröger et al., 1992; Näätänen
and Alho, 1995a; Marshall et al., 1996; Tiitinen et al., 1997;
Fischer et al., 2000; Näätänen, 2000; Ibáñez et al., 2009; Näätänen
et al., 2010), unlike, for example, the P300, which requires an
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FIGURE 2 | EEG measurements of mismatch negativity (MMN) and key
components at the level of cortical neurons. (A) Typical EEG layout, with (B)
event-related potentials (ERPs) from the frontal sensor (Fz; often used for
auditory MMN) averaged over trials for the redundant and deviant stimuli. (C)
MMN is commonly computed as the first peak difference wave between the
waveforms in (B; waveforms reflect theoretical data from hundreds of studies).
(D) Direct records of neuronal activity with two-photon calcium imaging in
awake mouse layer 2/3 of sensory cortex reveal (E) suppressed responses to
the redundant stimulus [SSA; (i)] and augmented responses to a deviant
stimulus [DD; (ii)] compared to the same stimulus presented during the
many-standards control. (F,G) Theoretical barplot from effects in (E) depicts
that DD, but not SSA, are influence by chemicogenetic suppression of SSTs
in the visual cortex (data in D–G adapted from Hamm and Yuste, 2016).

ongoing target detection task, occurs 150 ms later than the
MMN, and likely involves synchronized activity across many
sensory and non-sensory cortical and subcortical brain areas.
This added complexity makes P300 less valuable for a pure
assessment of contextual modulation of sensory processing
(Picton, 1992; Näätänen, 1995; Ethridge et al., 2015). This is
especially important given that people with SZ often have both
attentional and pre-attentive processing deficits (Rabinowicz
et al., 2000; Schechter et al., 2006; Elshaikh et al., 2015; Hamm

et al., 2015; Javitt and Freedman, 2015), and, thus, a marker of
pre-attentive context processing like the MMN is advantageous
for animal experimentation where attention may be difficult to
obtain or gauge.

In general, the fact that ‘‘deviant’’ stimuli in the ‘‘oddball’’
paradigm elicit an enhanced response in sensory cortex matches
well with results obtained across multiple sensory modalities
and from several species (Featherstone et al., 2018; Tada et al.,
2019) including non-human primates (Javitt et al., 1992; Ueno
et al., 2008; Komatsu et al., 2015), rats (Nakamura et al.,
2011; Shiramatsu et al., 2013; Harms et al., 2014), and mice
(Umbricht et al., 2005; Ehrlichman et al., 2008; Chen et al., 2015),
suggesting that the oddball paradigm is well suited for studying
contextual modulation of sensory cortical responses in both
human and animal studies and that underlying mechanisms are
likely conserved across sensory modality. Still, establishing a
one-to-one correspondence of gross-level brain potentials/waves
(such as the N1, P2, and MMN) between humans and animals
(Ehrlichman et al., 2008), and even between sensory modality
within human samples (Kremlacek et al., 2016), has not been
straightforward. The latencies and shapes of ERPs within and
across species depend on several factors not directly related to
the fundamental sensory or cognitive ‘‘computation,’’ including
the speed of neuronal transmission from primary sensory
afferents to neocortex and the location of recording electrodes
with regards to the generator of the ERP waveform (Luck and
Kappenman, 2013).

On the other hand, animal studies do offer a direct measure
of the firing responses of individual neurons within the
sensory cortex, and enable deeper, more direct insight into
biological mechanisms (Figures 2D,E). An additional advantage
presented by animal models is that virtually all experimental
practices employed in human studies have homologs for
animal experimentation, allowing for direct comparison while
simultaneously offering more mechanistic insight. For instance,
ketamine, along with another N-methyl-D-aspartate receptor
(NMDAR) antagonists, is known to reduce the MMN in humans
as well as rodents and non-human primates (Ehrlichman et al.,
2008; Gil-Da-Costa et al., 2013; Chen et al., 2015; Haaf et al., 2018;
Schuelert et al., 2018).

Furthermore, the oddball task applies to a wide variety
of experimental assays in animal research. In addition to the
standard scalp and intracranial LFP recordings (Ayala et al.,
2012; Ayala and Malmierca, 2015) that are relatable to human
EEG measures, mouse models, in particular, are compatible with
more cutting-edge methods that allow direct visualization and/or
manipulation of neural activity, such as electrophysiological
cell recordings (Taaseh et al., 2011; Chen et al., 2015; Duque
et al., 2016; Parras et al., 2017), two-photon (2P) imaging, and
Opto/chemico-genetics (Natan et al., 2015; Hamm and Yuste,
2016). These newer imaging techniques provide significantly
improved spatial resolution over traditional methods. For
example, recent work using a combination of two-photon
microscopy and LFP recordings verified the presence of an
MMN-like LFP response and established that both SSA and DD
could be reliably measured at the level of individual neurons
(Hamm and Yuste, 2016).
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Mice also allow for genetic dissection of specific cell
populations. This represents a significant improvement over
traditional methods that were only able to measure from a
heterogeneous population with limited spatial resolution. Recent
studies have focused on principal neuron populations as well as
inhibitory interneurons and are beginning to yield significant
insights into the mechanisms of MMN and sensory context
processing (Natan et al., 2015; Duque et al., 2016; Hamm and
Yuste, 2016; Musall et al., 2017). Additionally, the oddball
paradigm has been used in conjunction with pharmacology
(Ehrlichman et al., 2008, 2009; Bristow et al., 2016; Aleksandrov
et al., 2018; Harms et al., 2018; Lee et al., 2018), optogenetics
(Natan et al., 2015, 2017), and chemogenetics (Hamm and Yuste,
2016) to isolate mechanisms responsible for the components of
MMN. The genetic access along with the available manipulations
that animal models afford allows significant insights to the
mechanisms of MMN in human populations, both basic
and clinical.

Yet, because the correspondence of mouse responses to
human-like MMN potentials measured at the scalp is unclear,
animal studies of MMN-like processing have been typically held
to the additional criterion of differentiating true DD from SSA
(Harms et al., 2016). As described above, this requires at least two
additional stimulus presentation paradigms, the flip flop and the
many-standards paradigm (Figure 1; Hamm and Yuste, 2016),
enabling the researcher to separate DD in a neuron’s augmented
response to the ‘‘oddball’’ from its simple preference to that
stimulus and the absence of SSA (Harms et al., 2016). Indeed,
mouse sensory cortices do display both SSA (i.e., response to
stimulus in many-standards control is greater than the response
to the same stimulus when presented repetitively in oddball)
and DD (response to stimulus in oddball is greater than the
response to the same stimulus in many-standards control), and
the ability to apply the above-mentioned technologies is leading
to important inferences about the mechanisms of SSA and DD
(Hamm and Yuste, 2016; Musall et al., 2017; Parras et al.,
2017; Polterovich et al., 2018), which we will describe below. It
remains unknown whether SSA and DD are distinct processes
and whether they are dependent on one another—in other words,
must a neuronal circuit undergo adaptation to detect deviations
from previous stimulation, and vice versa, is DD necessary for
maintaining stimulus adaptation?

SPECIFIC STIMULUS ADAPTATION

Adaptation or reduced neuronal responsivity, selective to
repeated stimuli occurs in all primary sensory cortices
(Figures 2D–F) but is also measurable in some subcortical
structures (Nelken, 2014). For example, in auditory processing
SSA can be detected in the inferior colliculus, a midbrain
structure involved in auditory processing that lies upstream
of both primary thalamic nuclei and auditory cortex. GABA,
primarily through GABAa receptors, appears to exert its
effects through overall gain-control in the inferior colliculus,
by regulating the magnitude of neural excitation to repeated
stimulation (Duque et al., 2014). The local inhibition accounts
for a significant proportion of SSA but cannot completely

explain the altered neural responses (Ayala and Malmierca,
2018), indicating other mechanisms play a role as well. Similarly,
cholinergic and endocannabinoid systems act to modulate SSA
subcortical auditory and olfactory responses en masse but are
not responsible for generating SSA (Ayala and Malmierca, 2015;
Valdés-Baizabal et al., 2017; Ogg et al., 2018). Iontophoretic
application of both acetylcholine and cannabinoid agonists
appear to increase responses (through muscarinic receptors
and cannabinoid receptors type 1, respectively) specifically
to repetitive stimulations, thereby reducing SSA, without
affecting neural responses to the deviant tone (Ayala and
Malmierca, 2015; Valdés-Baizabal et al., 2017). All together
these effects likely propagate to downstream primary cortices,
thus altering the input to these regions in a stimulus specific
manner and driving behavioral responses. There is indirect
evidence to suggest that this is the case as stimulation of
cholinergic release in the olfactory bulb is sufficient to
reinstate olfactory bulb responses to repetitive stimuli (in
both anesthetized and awake conditions) and is sufficient
to reinstate behavioral investigatory behaviors to repetitive
olfactory stimuli (Ogg et al., 2018); however, it remains unclear
the extent to which these processes directly contribute to SSA
in primary sensory cortices to contribute to cortical SSA and
perceptual adaptation.

At the level of individual neurons, SSA can occur at the input-
output stage by changing the intrinsic response properties of
presynaptic neurons, such as spike frequency (Fairhall et al.,
2001; Wilent and Contreras, 2005; Pozzorini et al., 2013; Ogg
et al., 2015), or by modulating the strength of input onto
postsynaptic neurons via synaptic depression (Abbott et al.,
1997; Tsodyks and Markram, 1997; Anwar et al., 2017; Musall
et al., 2017). For example, across all sensory cortices, repetitive
stimulation induces spike frequency adaptation, an increase
in neuronal firing threshold following an initial response that
reduces the firing frequency of the neuron. Spike frequency
adaptation is long-lasting in neocortical pyramidal cells (PYRs)
and can cause temporal decorrelation of output spikes (Pozzorini
et al., 2013). Such mechanisms at the level of individual neurons
or populations of neurons are putative mechanisms by which
SSA occurs in the global cortical system. Single synapses can
also change in response to repeated stimulation, demonstrating
short-term facilitation, depression, or a combination of the
two which acts to dynamically filter sensory input (Suzuki
and Bekkers, 2006; Kuo and Trussell, 2011; Nikolaev et al.,
2013). In essence, sensory input activates a specific population
of neurons that are all tuned towards that specific input.
Continual presentations of that stimulus ultimately lead to
synaptic depression of those neurons, which in turn reduces the
excitatory drive onto downstream cortical neurons (Mill et al.,
2011). While this adaptation is measurable in single neurons,
individual neurons participate in larger networks so changes in a
population of neurons propagate throughout the sensory system,
which is relevant to wide-scale sensory coding. It is important
to remember that networks of neurons rather than individual
neurons are responsible for sensory adaptation, even though
adaptive processes of individual neurons likely contribute to
cortical SSA, as SSA cannot be explained by intrinsic properties of
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single neurons alone (Mill et al., 2011; Solomon and Kohn, 2014;
Malmierca et al., 2015).

Cortical SSA has also beenmeasured in the absence of cortico-
cortical synaptic depression, instead finding that repeated
sensory stimulation reduces thalamocortical input (Chung et al.,
2002). This suggests that decreased thalamic input to cortical
regions contributes to cortical SSA during repeated stimulation,
such as during an oddball paradigm (Natan et al., 2015).
Thalamocortical synaptic depression was once thought to exist
only during development but evidence demonstrates it is
conserved in adults (Blundon et al., 2011), making it an attractive
candidate for an underlying mechanism of cortical SSA. Given
that afferent projections from thalamus represent the primary
pathway for most sensory information to sensory cortical
regions, altered thalamic input to the cortex, or thalamocortical
gating, likely plays an important role in controlling cortical
responses to sensory input (Hillenbrand and van Hemmen, 2002;
Wang et al., 2010; Whitmire et al., 2016). While nearly all
sensory information is relayed through the thalamus to sensory
cortices, olfactory information bypass the thalamus entirely
but olfactory cortices still exhibit SSA (McCollum et al., 1991;
Wilson, 1998a,b; 2000; Best and Wilson, 2004), suggesting that
SSA is a combination of cortical synaptic depression as well as
thalamocortical gating (Lundstrom et al., 2010; Blundon and
Zakharenko, 2013; Nelken, 2014).

While the role of SSA specifically in SZ-related MMN deficits
remains to be demonstrated (Michie et al., 2016), people with
SZ can manifest what appears to be reduced cortical adaptation
(Javitt and Freedman, 2015; Javitt and Sweet, 2015; Andrade
et al., 2016) and thalamocortical gating (Adler et al., 1998).
Thalamocortical gating alone cannot explain SSA (Lundstrom
et al., 2010; Nelken, 2014), and ERP studies in general in
SZ, including the ‘‘P50 gating’’ ERP, often cannot disentangle
true deficits in ERP adaptation from simply reduced baseline
ERPs (i.e., reduced cortical response to the initial stimulus
vs. the repeated one (Clementz et al., 1998; Hamm et al.,
2014). Still, the evidence linking SZ to altered thalamocortical
connectivity extends beyond MMN and P50 paradigms and
this disconnect is thought to underlie several aspects of
symptomology (Sodhi et al., 2011; Klingner et al., 2014; Chen
et al., 2019; Hua et al., 2019; Huang et al., 2019; Tu et al.,
2019). It is noteworthy that some genetic SZ animal models
possess altered thalamocortical networks (Chun et al., 2014;
Kröcher et al., 2015), and administering ketamine, which blocks
NMDARs to produce SZ-like phenotypes in healthy patients
and animals alike, alters thalamocortical connectivity (Höflich
et al., 2015; Becker et al., 2016; Furth et al., 2017). If reduced
SSA does exist in SZ, it would remain difficult to determine
the extent to which this is related to reduced thalamocortical
connectivity, since reduced signaling would lead to smaller
baseline responses to stimuli in sensory cortex (which has been
demonstrated in SZ; Rosburg et al., 2008; Hamm et al., 2014).
Reduced drive, to begin with, would effectively appear to reduce
adaption when normalized (Clementz et al., 1998; Patterson
et al., 2008). Additionally, from a cognitive perspective encoding
‘‘redundancy’’ or sensory context would be weaker when the
signals are weaker in general.

One point to consider in this problem is that NMDAR
blockade, a face-valid model of SZ sensory processing features,
also reduces MMN in humans and animals (Ehrlichman et al.,
2008; Gil-Da-Costa et al., 2013; Haaf et al., 2018; Schuelert
et al., 2018). The nature of how NMDAR blockade affects the
time-course and oscillatory aspects of auditory MMN has led
to the interpretation that DD specifically is NMDAR-dependent
(Javitt et al., 1996; Lee et al., 2018). There remains some
discrepancy regarding whether and how NMDARs are involved
in SSA (Farley et al., 2010; Chen et al., 2015). Farley et al.
(2010) recorded multiunit activity in the auditory cortex of
anesthetized rats and showed that systemic NMDAR blockade
with MK801 did not affect gross SSA. On the other hand, Chen
et al. (2015) report a significant effect of direct MK801 infusion
on SSA in excitatory neurons based on whole-cell recordings in
the auditory cortex of anesthetized mice. Interestingly, this effect
effectively eliminated all stimulus-driven firing responses, so it
remains unclear whether some aspects of SSA may have survived
in excitatory neurons with lower doses of NMDAR blockade
and/or in awake preparations, perhaps inherited from upstream
sources. Additional work will be needed involving local NMDAR
block at different concentrations.

It is important to note that sensory adaptation can be broadly
defined as any stimulus- or context-dependent modulation of
sensation or perception, and is a phenomenon that has been
described across all modalities and all stages of sensory encoding
and processing. One such form of sensory adaptation is forward
suppression, in which processing of a stimulus can be modulated
by a different immediately preceding stimulus (Plomp, 1964;
Relkin and Turner, 1988; Scholes et al., 2011). Work in the
auditory system has isolated two separate mechanisms that
produce suppressed cortical responses on different timescales.
Forward suppression in auditory cortex can last for hundreds
of milliseconds; however, suppression in the first 100 ms seems
to be a result of GABAergic postsynaptic inhibition whereas
suppression beyond the first 100 ms is mediated by synaptic
depression at thalamocortical projections due to a switch from
burst firing to single action potential firing (Calford and
Semple, 1995; Brosch and Schreiner, 1997; Wehr and Zador,
2005; Bayazitov et al., 2013). In this review, we refer to SSA,
which can be thought of as a stimulus-specific, repetition-
dependent form of forward suppression. The bursting switch
which underlies auditory cortex forward suppression is also
thought to explain part, but not all, of SSA (Bayazitov et al.,
2013); however, this has not been systematically tested. Forward
suppression as well as other forms of sensory adaptation, such
as sensory gating, may be embedded in SSA and the oddball
paradigm (Boutros et al., 1995; Wang et al., 2010); however,
they likely affect all stimuli (redundant, deviant, and/or control
stimuli) equally.

SSA can also operate on different timescales, with cortical
responses exhibiting reduced responses to experienced stimuli
for milliseconds to days (Condon and Weinberger, 1991;
Ulanovsky et al., 2004; Kato et al., 2015). As with forward
suppression, the different timescales of SSA are thought to rely
on separate mechanisms. For example, long-lasting multiday
adaptation appears to reflect increased recruitment of inhibitory
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interneurons, which can be reversed if the stimulus becomes
behaviorally relevant (Kato et al., 2015). Therefore, the timing
of both stimulus presentation and length of experimental
paradigms represent important methodological considerations
for further dissecting mechanisms of SSA.

DEVIANCE DETECTION

Like SSA, DD occurs in primary cortices (Figures 2E,F; Hamm
and Yuste, 2016; Musall et al., 2017; Parras et al., 2017;
Polterovich et al., 2018) as well as sub-cortical structures (Kohn,
2007; Anderson et al., 2009; Malmierca et al., 2009; Antunes et al.,
2010) and measurable DD is seemingly stronger at subsequent
downstream processing stages (Parras et al., 2017). Notably, in
auditory paradigms brainstem nuclei do not appear to contribute
to SSA or DD; however, subcortical neurons exhibiting SSA
and DD receive strong input from the primary auditory cortex
(Ayala et al., 2015). Therefore, it was previously postulated that
DD measured in sub-cortical structures was a reflection of DD
in primary sensory cortices backpropagating to lower regions
(Nelken and Ulanovsky, 2007). However, deactivating sensory
cortices does not appear to affect subcortical DD (Antunes and
Malmierca, 2011; Anderson and Malmierca, 2013; Malmierca
et al., 2015), suggesting DD may be independently generated
or enhanced at each stage (Ayala and Malmierca, 2012). Recent
work in the somatosensory cortex indicates cortical DD is due
primarily to intracortical circuitry at specific cortical layers that
may be enhanced by input from subcortical structures (Musall
et al., 2017). In the visual cortex, DDmay not be present in initial
thalamic inputs at all, originating within intracortical circuits
entirely (Hamm et al., 2018).

Intracortical circuits comprise complex excitatory-inhibitory
interactions to shape sensory processing (Wood et al., 2017).
The activity of excitatory neurons is sculpted by feedback
from inhibitory interneurons, which makes them an interesting
focus for understanding information processing within the
circuit. Two of the largest populations of GABAergic inhibitory
interneurons, parvalbumin- (PV) and somatostatin- (SST)
positive interneurons, have gained significant attention in studies
of DD, especially in the auditory cortex where they are known
to influence representations of auditory stimuli. Interestingly,
optogenetic stimulation of PVs in the auditory cortex increases
the functional connectivity of the thalamocortical circuit
(Hamilton et al., 2013), which may enhance processing, and even
perception, of sensory inputs. In support of this, stimulation
of PVs in the auditory cortex has been shown to enhance
behavioral performance on tone frequency detection tasks,
while suppression decreases behavioral auditory discrimination
(Aizenberg et al., 2015). However, optogenetic stimulation of
both PVs and SSTs in the auditory cortex can cause contradictory
and confounding results when viewing the single-unit activity
of aspects of auditory processing (Seybold et al., 2015; Phillips
and Hasenstaub, 2016). Future work should include careful
design and interpretation of causal manipulations of interneuron
populations to dissect how interneurons function (both in
isolation and in concert) to control cortical functions and sensory
processing. Besides, other classes and sub-classes of neocortical

inhibitory neurons, such as vasoactive intestinal polypeptide
(VIP) neurons which often inhibit other inhibitory interneurons,
have yet to be studied in this context and future studies should
aim to include this unique and comparatively understudied class
of interneurons.

Beyond understanding how cortical interneuron populations
contribute to basic sensory processing, it is of interest to
understand how they contribute to SSA and DD specifically.
The use of transgenic animal models (Feil et al., 2009) allows
for specific investigation and manipulation of subpopulations
of neurons during the oddball paradigm to characterize
neural activity. For example, studies using electrophysiological
recordings of excitatory PYRs as well as PV and SST
interneurons in auditory cortex supports evidence that each
of these cell types demonstrate oddball driven responses
(Chen et al., 2015; Natan et al., 2015). That is, these
significant effects were computed between responses to deviants
vs. redundants, potentially involving both SSA and DD.
While Chen et al. (2015) included a separate analysis of
genuine DD (i.e., responses to deviants vs. a many-standards
control), PYRs, SSTs, and PVs all lacked significant DD
in their spiking output (an effect potentially influenced
by anesthesia). PYRs nevertheless demonstrated both early
(0–100 ms after tone onset) and late (200–400 ms after tone
onset) phase oddball effects (Chen et al., 2015), which align
with the late component signals detected in human MMN and
supports the use of oddball paradigms in mouse models as
translationally applicable to humans. Other studies using mouse
models have also demonstrated neuronal predictive activity
that gives rise to large mismatch responses when expected
patterns are violated, which mimics human MMN responses
(Parras et al., 2017). Characterizing and understanding the
contribution of interneuron activity during oddball paradigms
may reveal physiological mechanisms of SSA, DD, and composite
MMN that are relevant to understanding these phenomena
in humans.

The fact that interneurons show oddball and other prediction
error-driven activity (Chen et al., 2015; Garrett et al., 2020),
suggests GABAergic interneurons may play a role in modulating
DD in PYRs, which putatively gives rise to a perception of
novelty or deviance. By recording from excitatory PYRs while
opto-/chemogenetically modulating PVs and SSTs, researchers
have been able to dissect contributions of these interneurons
to DD in excitatory neocortical cells. Optogentically silencing
PVs in the auditory cortex results in loss of overall gain
control, equally enhancing responses to repeated stimuli, thereby
reducing SSA, and deviant stimuli. However, silencing SSTs
enhanced the firing rate of excitatory cells only in response
to repeated stimuli (i.e ‘‘redundants’’), without altering the
firing rate in response to deviant stimuli (Natan et al., 2015).
While this auditory cortex study did not specifically dissect
DD from SSA with control paradigms, another study did
and found that chemogenetic suppression of SSTs in the
visual cortex reduces DD in excitatory neurons (Figure 2G;
Hamm and Yuste, 2016). While differences in the use of
control paradigms preclude a direct comparison of these
effects, it’s important to note that, in both studies, SSTs
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FIGURE 3 | Hypothetical model of layer 2/3 cortical circuitry and neuronal responses during an oddball paradigm. In a theoretical “baseline” (unadapted) state (A),
circuits of pyramidal and interneuron subtypes in-display interconnections based on tracing and electrophysiology studies in the mouse cortex. Cells receive inputs
from thalamus or upstream layer 4 neurons selective for one of two stimuli (e.g., black square, green square). Pyramidal cells (PYR1 and PYR2) show stimulus
selectivity. (B) In an adapted/primed state some inputs/cells have increased (thickened) or decreased (lightened) excitability [(C) i.e., during a classic “oddball”
paradigm]. (D–H) Theoretical activity traces from cells in (A,B).

appear to impart context selective inhibition on PYRs (while
PVs do not). Further, the apparent differences on which
stimulus type SSTs appear to exert the largest effect (redundant
vs. deviant) could arise from differences in experimental
paradigm [inclusion of control paradigms; optogenetic (Natan
et al., 2015) vs. chemogenetic (Hamm and Yuste, 2016)
manipulation of SSTs; sensory cortex studied]. Methods of
interneuron silencing are important to consider as optogenetic
suppression offers temporally precise and highly transient
inactivation of desired cells, while chemogenetic suppression
lasts several minutes to hours. This methodological difference
means that chemogenetic suppression may affect all aspects
of the oddball paradigm, affecting the overall encoding of
the context or even giving rise to an adaptive rebalancing
of inhibition/excitation ratios, for instance, while optogenetic
suppression can be induced at discrete phases of the paradigm,
which could contribute to the differences reported here. Despite
contradictory results, these studies suggest a conserved role of
SST interneurons in the contextual processing of stimuli in
V1 and A1 cortices. Interestingly, postmortem analysis of SZ
brain tissue demonstrates reduced and aberrant SST activity in
the neocortex (Hashimoto et al., 2008a,b; Fung et al., 2010, 2014;
Volk and Lewis, 2013), which poses an exciting link between
the role of SSTs in SSA and/or DD and deficient MMN in
SZ patients.

TWO SIDES OF THE SAME COIN?

As mentioned above, MMN and the use of oddball paradigms
without additional controls have resulted in composite studies
of SSA and DD, with DD often being assumed to be the simple
absence of SSA in neural populations. However, using standard
and deviant auditory stimuli of the same frequency but different
intensities or localization is still capable of provoking an MMN
response in humans, demonstrating that DD occurs in adapted
populations and is not simply the absence of SSA (Schröger
and Wolff, 1996; Jacobsen et al., 2003a; Althen et al., 2011;
Shestopalova et al., 2018). Therefore, more focus has been on
determining whether DD truly reflects a violation of expected
patterns or rarity of an event. If DD reflects rarity, the magnitude
of the response to the deviant stimulus would be the same
whether the stimulus was deviant or simply rare. Alternatively, if
DD reflects violation of expectations, truly deviant stimuli, those
that disrupt expected patterns, would elicit a larger response than
rare stimuli. Teasing these hypotheses apart has been of recent
focus in animal models, as numerous paradigmatic controls have
been implemented (Jacobsen and Schröger, 2001, 2003; Jacobsen
et al., 2003b; Harms et al., 2014; Harms, 2016).

In addition to paradigm controls, researchers are using
cell- and circuit-based manipulations to separate SSA and
DD (Strelnikov, 2007). For example, in the inferior colliculus
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cholinergic modulation appears to affect SSA to repetitive
auditory stimuli without altering DD (Ayala and Malmierca,
2015). Cholinergic modulation has also been shown to affect
the MMN in neurotypical humans (Caldenhove et al., 2017);
however, whether this is due to basic stimulus processing or
novelty detection requires further investigation. In contrast,
DD, but seemingly not SSA, depends on signaling from SST
interneurons, at least in the primary visual cortex, as inhibiting
them abolishes DD while sparing SSA in principal neurons of
primary visual cortex (Hamm and Yuste, 2016). Additionally,
NMDA receptors may support oddball-driven responses and/or
DD as blockade of NMDA receptors reduces MMN (Ehrlichman
et al., 2008; Chen et al., 2015; Harms, 2016; Chien et al., 2019)
but proper controls still need to be employed to determine
if this reduction is due to altered DD or SSA (Harms, 2016).
Again, there is conflicting evidence regarding the extent to
which the NDMAR function contributes to SSA, making it
difficult to discern its relationship to DD (Farley et al., 2010;
Chen et al., 2015).

Taken together the evidence supports conclusions drawn
from human MMN studies and suggests that DD is a complex
process that is separable from SSA in neural recordings (Csépe,
1995; Ruusuvirta et al., 1998; Jung et al., 2013; Shiramatsu et al.,
2013; Harms et al., 2014; Chen et al., 2015; Hamm and Yuste,
2016; Kum et al., 2019); however, additional work is required to
truly dissect individual mechanisms of each process. It has yet
to be demonstrated whether DD in the cortex can exist without
the presence of a locally, alternatively ‘‘adapted’’ population
of neurons (or at least adapted upstream inputs). We have
combined findings across several human and animal studies to
build a theoretical model of cortical MMN wherein DD and SSA
are separable, but wherein DD would depend on SSA (but not
the reverse).

The basic model of layer 2/3 is laid out in Figure 3. In
a baseline state (Figure 3A), upstream inputs synapse onto
inhibitory interneurons (PV/SST) and PYRs. During an oddball
paradigm (Figure 3B), the neocortical circuit enters a state
which is both adapted and primed for DD. Repetitive stimulation
(i.e., the same stimulus; Figure 3C) results in synaptic depression
of inputs from upstream neurons selective for the redundant
stimulus (black square) to PYRs (Hamm et al., 2018; in this case
PYR1) and PVs (Chen et al., 2015). We propose that this synaptic
depression on PYRs, inherited from multiple upstream synapses
(e.g., onto thalamic relays) underlies SSA (Khatri et al., 2004;
Yarden andNelken, 2017), as depicted by the PYR1 trace. Indeed,
SSA is present in thalamocortical inputs (Figure 3D; Khatri
et al., 2004; Asari and Zador, 2009). PYR1 initially responds
at a non-adapted level (Figure 3D; hashed line) but decreases
response amplitude with each subsequent presentation. Similar
adaptation has been observed in PYRs and PVs (Figure 3F; Reyes
et al., 1998; Chen et al., 2015; Natan et al., 2017). In contrast,
synaptic facilitation occurs on SSTs (Reyes et al., 1998), but
since the inputs themselves may carry adaptation from further
upstream, these effects lead to SSA which is present but less
dramatic in SSTs (Figure 3G; Chen et al., 2015). Upstream
input selective for the deviant stimulus (green square) remains
unadapted, and presentations of the deviant stimulus induce

PYR2 responses above the non-adapted level (Figure 3E; hashed
line), i.e., classic ‘‘DD.’’

This is due to at least three additional processes: (1) to
open-state NDMA receptors, as pharmacological blockade
of NMDA receptors diminishes MMN and oddball-drive
responses/DD (Javitt et al., 1996; Chen et al., 2015). (2) DD also
appears to depend on the action of SSTs, as inhibiting them
selectively reduces DD (Natan et al., 2015; Hamm and Yuste,
2016). And (3) SSTs provide stronger inhibitory drive onto PVs
than they do onto PYRs, and PVs impart stronger inhibition
onto PYRs than SSTs do (Ma et al., 2010, 2012; Cottam et al.,
2013; Natan et al., 2015; Safari et al., 2017). Thus (relatively)
increased activity of SSTs throughout the paradigm leads to
inhibition of PVs, which disinhibits all PYRs non-selectively,
leading to the opening of NMDARs and supralinear responses
(i.e., DD) in PYRs which are not adapted (i.e., PYR2 in this
figure). Interestingly, a subset of SSTs is known to mediate
disynaptic inhibition between PYRs (Silberberg and Markram,
2007). So alternatively, decreased activity of PYR1s, and thus
reduced drive on mediating SSTs which inhibit PYR2s, may also
contribute to the disinhibition (and opening of NMDARs) in
PYR2s in the oddball paradigm before the presentation of the
deviant. VIPs and other interneuron subtypes are an integral part
of the neocortical circuit (Karnani et al., 2014), but as of now,
little is known about their role in SSA or DD.

Notably, a number of the premises in Figure 3 come from
studies of layer 2/3 neurons in primary sensory regions, so
our confidence is strongest in this supragranular circuitry.
Overall, like all models ours in Figure 3 is incomplete. For
example, in another version of the oddball paradigm, DD
has been reported in auditory cortex when a single auditory
tone is used but the duration of the tone differs between the
redundant and the deviant, known as ‘‘duration’’ mismatch
(Schall et al., 2003; Colin et al., 2009; Peter et al., 2010;
Schirmer et al., 2015). Duration MMN is also affected in SZ
(Koshiyama et al., 2020). Although our model (Figure 3) is
conceived with separate pitch or orientation-selective cortical
ensembles, duration sensitive neurons have been identified
in the auditory cortex (Beukes et al., 2009; Wang et al.,
2016). Therefore, possibly, the dynamics among separate
ensembles selective for the duration (or other non-identity
stimulus features such as intensity, source localization, etc;
Frey et al., 2015) may contribute to duration MMN and DD
through similar intracortical circuit described in our model.
Whether DD can exist in the absence of two separate PYR
ensembles is unclear, although it could be apparent that it
arises this way locally via feedback. For example, perhaps the
interplay between duration selective neurons in a down-stream
region (e.g., down-stream to A1) could effectively give rise
to DD and send it back up-stream (e.g., as feedback to
A1). Such an experiment constitutes an important test for
our model.

Further, much of the SSA and DD work on which it is based,
for instance, come from different sensory modalities (e.g., visual,
auditory, and somatosensory), which may (Latimer et al., 2019)
or may not (Kremlacek et al., 2016) exhibit distinct local circuitry
for processing context. Further, distinct subpopulations exist
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within the SST-interneuron class which exhibit net inhibitory or
net disinhibitory effects on PYRs (e.g., layer 4 × 94 cells; Muñoz
et al., 2017). It remains possible that distinct subpopulations
of interneurons, even within the same interneuron class (e.g.,
SSTs) differentially contribute to SSA and DD. Finally, it does
not directly account for top-down influences nor information
inherited from subcortical structures (Nelken and Ulanovsky,
2007; Stefanics et al., 2014, 2016; Carbajal and Malmierca, 2018).
More rigorous studies across sensory systems are necessary to
develop a cohesive and complete model of SSA and DD.

FUTURE STUDIES

Though incomplete, the proposed model may prove useful in
guiding specific experiments in future work, especially in mice,
where access to interneuron subpopulations is significant. First, a
clearer picture of how SSTs, VIPs, PVs, and PYRs respond during
oddball experiments in awake animals needs to be established.
In particular, direct VIPs recordings in this paradigm have not
been reported. Additional work should establish whether VIPs
exhibit dynamics as hypothesized in Figure 3H, and/or SSA, DD,
or some repetition facilitation (an inverse SSA).

Second, causal roles for PVs and VIPs have not been
thoroughly examined in the context of DD (refer to Natan et al.,
2015, 2017; regarding a role for PVs in auditory SSA Opto- or
chemicogenetic experiments to target these populations while
monitoring DD/SSA/MMN in the local cortex, like e.g., Hamm
and Yuste (2016), are warranted.

Third, interactions between interneuron subtypes, namely
that SSTs, PVs, and VIPs inhibit each other during specific parts
of the oddball paradigm to effectively disinhibit subsets of PYRs,
is key to this model. Imaging one population (e.g., PVs) while
stimulating/inhibiting another (e.g., SSTs) and measuring gross
LFP output would be a suitable test of these aspects of the model,
and such an experiment is possible through the use of double
transgenic strategies involving both Cre-and Flp- dependent gene
expression in a complementary fashion (He et al., 2016).

Fourth, whether upstream inputs onto SSTs vs. PYRs are
facilitated during this paradigm should be directly explored. This
is a challenging experiment, but it is theoretically possible using
2P calcium imaging of axon boutons (Hamm et al., 2018), a
combination of retrograde viral and cre-dependent expression
(to express GCaMP in only upstream neurons synapsing
on SSTs), and dual-color imaging (to colocalize boutons on
SST dendrites).

Finally, a strong test of this model would be a demonstration
that DD-like computations can be generated in isolated cortical
circuits. In vivo recordings in the sensory cortex during an
oddball paradigm followed by precise subsequent ex vivo
recordings of the same neuronal populations in slices (Karnani
et al., 2016) combined with patterned optogenetic stimulation
(Carrillo-Reid et al., 2019) of two separate input populations
(simulating the redundant and deviant preferring neurons) to
generate and test adaptation and DD-like facilitation is possible,
though, again, challenging. If SSA-like and DD-like processing
are identified in such a setup, this would not only open the

door for highly precise circuit-level investigations but could also
revolutionize how MMN-deficits are understood.

CONCLUSIONS AND CLINICAL
SIGNIFICANCE

Recent results obtained from animals using the oddball and
various control sequences demonstrates SSA and DD are not
only separable, but likely arise due to different mechanisms.
Our synthesis of this data and hypothesized model (Figure 3)
suggests that DD in layer 2/3 of neocortex depends on the
presence of adaptation in a subset of the local network and/or
in afferents from the thalamus or layer 4, but this requires
additional investigation. In both humans and animals, it appears
DD is facilitated by and functionally related to the degree of
SSA (Taaseh et al., 2011; Chien et al., 2019). Together these
results highlight the complementary but distinct nature of SSA
and DD. Furthermore, while the two processes have separable
mechanisms, they also have mechanistic commonalities. For
example, both are regulated by overall excitatory-inhibitory
tone but different neuromodulators exert independent effects
(Garrido et al., 2009). Future work is required to further
elucidate the pathways and mechanisms required to generate
adaptation and detection of deviation from expected patterns,
especially when contexts become more complex than e.g., an
‘‘oddball paradigm.’’

Both SSA and DD are co-represented in the human
neurophysiological MMN response. While MMN is known
to be altered relative to neurotypical controls in several
neuropsychiatric diseases, such as SZ, autism spectrum disorders,
and major depressive disorder among several others, many
of these exhibit shared and distinct genetic risk (Brainstorm
et al., 2018), neural pathophysiology (Mitelman, 2019), and
symptoms of attentive or pre-attentive deficits that may lead to
altered MMN for similar and distinct reasons. Animal research
to understand the (likely) myriad neural circuit mechanisms
underlying MMN will help in interpreting this biomarker in
a neuropsychiatric setting (e.g., linking specific interneuron
pathology to specific aspects of the MMN), but without
differentiating the components of SSA and DD within the
MMN measure during human experimentation, translational
leaps will be difficult. Besides, such information would broaden
our greater understanding of how the brain recognizes the
change in its environment, a function with significant basic
survival implications.
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One of the most important tasks for the visual system is to construct an internal
representation of the spatial properties of objects, including their size. Size perception
includes a combination of bottom-up (retinal inputs) and top-down (e.g., expectations)
information, which makes the estimates of object size malleable and susceptible to
numerous contextual cues. For example, it has been shown that size perception is prone
to adaptation: brief previous presentations of larger or smaller adapting stimuli at the
same region of space changes the perceived size of a subsequent test stimulus. Large
adapting stimuli cause the test to appear smaller than its veridical size and vice versa.
Here, we investigated whether size adaptation is susceptible to attentional modulation.
First, we measured the magnitude of adaptation aftereffects for a size discrimination
task. Then, we compared these aftereffects (on average 15–20%) with those measured
while participants were engaged, during the adaptation phase, in one of the two highly
demanding central visual tasks: Multiple Object Tracking (MOT) or Rapid Serial Visual
Presentation (RSVP). Our results indicate that deploying visual attention away from
the adapters did not significantly affect the distortions of perceived size induced by
adaptation, with accuracy and precision in the discrimination task being almost identical
in all experimental conditions. Taken together, these results suggest that visual attention
does not play a key role in size adaptation, in line with the idea that this phenomenon
can be accounted for by local gain control mechanisms within area V1.

Keywords: size perception, visual adaptation, spatial attention, multiple object tracking, rapid serial visual
presentation

INTRODUCTION

Achieving a reliable representation of the surrounding space is one of the most critical tasks
that the animals’ brain (including humans) has to accomplish. For example, accurate judgment
of the size or distance of the objects in the environment is critical for survival as it allows to
successfully interact with them. Accordingly, much research has been dedicated to unveil the
brain mechanisms underpinning objects’ size perception. Nevertheless, the exact mechanisms that
underlie size perception are yet poorly understood (Schwarzkopf et al., 2010).

One important characteristic of size perception demonstrated by many studies is its
susceptibility to contextual effects. For example, in the Ebbinghaus illusion (Massaro and Anderson,
1971), two identical circles surrounded by large and small stimuli are perceived as having
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different sizes. The stimulus surrounded by large flankers appears
smaller compared to the other. Mario Ponzo reported another
well-known illusion (i.e., Ponzo Illusion), where two identical
horizontal lines drawn across a pair of converging lines, one on
top and one below, appear to have different lengths; with the one
above looking longer than the one below (Leibowitz et al., 1969).

In light of this evidence showing robust contextual
modulations of the perceived objects’ size, it has been proposed
that stimulus size is represented in high-level, associative visual
areas such as occipitotemporal cortex where multiple cues
related to the objects’ identity are combined together (Eger
et al., 2008; Konkle and Oliva, 2012). Another related line of
evidence supporting this idea is that objects’ size is coded in
terms of their abstract, real-world as opposed to retinal size,
i.e., an elephant is judged to be bigger than a table even when
both are presented as images with identical sizes (Konkle and
Oliva, 2012; Henik et al., 2017). However, a series of recent
studies (Murray et al., 2006; Sperandio et al., 2012; Pooresmaeili
et al., 2013) suggested instead that size perception may occur
at even earlier stages of visual processing, for instance at the
level of the primary visual cortex (area V1). In a fMRI study,
Murray et al. (2006) leveraged pictorial cues to manipulate
the perceived position of two identical objects in depth (i.e.,
Ponzo illusion) while recording participants brain activity
in area V1. The results show that V1 activation scaled with
the perceived size of the objects despite their physical size
remaining constant. This suggests that V1 activation combines
the incoming retinal signals representing the physical size of
the objects with feedbacks from higher-level areas processing
objects’ position in depth (see also Fang et al., 2008). Similarly,
Sperandio et al. (2012) measured V1 activity when participants
perceived afterimages of different sizes caused by the projection
of the same object on surfaces that were at different viewing
distances. The results clearly indicated that V1 activity changed
in accordance with the perceived and not the physical size
of the afterimage.

Despite these studies suggesting a key role of V1 in
constructing an internal representation of objects size, the use
of perspective pictorial cues to manipulate perceived size may
lead to the involvement of extra-striate cortex where such
cues are most reliably coded (Trotter and Celebrini, 1999;
Andersson et al., 2007). To overcome such possible effects,
size perception has been recently investigated by employing a
contextual manipulation that does not use any perspective cue,
i.e., perceptual adaptation (Pooresmaeili et al., 2013; Tonelli et al.,
2017). After a prolonged exposure to a stimulus of a given size
(adapter), the perceived size of a subsequent stimulus presented
in the same position of the visual field (test) was found to be
robustly distorted according to the classical rebound adaptation
effects: larger adapting stimuli caused the test to appear smaller
and vice versa. The computational model proposed to account
for such adaptation aftereffects was based on a gain control
mechanism in which perceived size is influenced by a mechanistic
combination of inhibitory and excitatory cortical signals induced
by the adapter and test stimuli. In detail, after a sustained
presentation of the adapting stimulus, the activity of the V1
regions representing the adapter edges is reduced, changing

the gain of responses of the nearby regions of the striate
cortex. When the target stimulus is subsequently presented,
the typical cortical activation to this stimulus is distorted by
the gain modulation produced by the adapter. In conclusion,
the distortion of objects sizes was proposed to arise from gain
control mechanisms occurring locally at the level of area V1,
whereby the area V1 neural activity matched the perceived,
and not the physical size of the object. Although local gain
modulation mechanisms at the level of area V1 could sufficiently
explain size adaptation effects observed in these previous studies
(Sperandio et al., 2012; and in particularly Pooresmaeili et al.,
2013), it is still possible that top-down, feedback mechanisms
arising from extra-striate cortex (area V2, V3, or V4), higher-
level visual areas (such as lateral occipital cortex, area LO) or
the fronto-parietal attentional network also influence the strength
of the putative local interactions (Schwabe et al., 2006; Gilbert
and Li, 2013). To investigate this possibility, Sperandio et al.
(2012) tested BOLD responses in retinotopic visual areas beyond
area V1. BOLD responses in the areas V2 and V3 showed
no modulation in relation to the size of afterimages, which
casts doubt on the involvement of these extra-striate areas in
the representation of objects’ perceived size. Pooresmaeili et al.
(2013), however, found that the strongest size adaptation effect
across all tested conditions (i.e., with the adapter being larger,
identical, or smaller in size than the test stimulus) occurred
in areas V1–V3, whereas in area V4 only a trend was found
that did not reach statistical significance. In area LO (Lateral
Occipital Cortex) the adaptation effect was only observed when
the adapter and the test had an identical size, which is in
line with the role of this area in object categorization (Grill-
Spector et al., 1999). Therefore, in both studies, the most robust
correlates of perceived size were found in area V1. Is it possible
that these correlates of size perception at the level of area V1
reflect mechanisms that are stirred by the allocation of visual
attention? This is a plausible question given that attention can
influence almost all aspects of visual processing. As demonstrated
by a host of previous research, the deployment of spatial
attention not only increases sensitivity, shortens reaction times
and induces a more accurate performance (Posner et al., 1980;
Dosher et al., 1986; Yeshurun and Carrasco, 1998), but also
alters stimulus appearance (for a review see Gobell and Carrasco,
2005). Indeed, attention has been reported to increase apparent
contrast (Carrasco et al., 2004), spatial frequency (Lamb and
Yund, 1996), motion coherence (Liu et al., 2006), and perceived
speed (Anton-Erxleben et al., 2013). Moreover, the relationship
between visual attention and the perception of object size has
been also directly investigated. On one hand, it has been shown
that attention alters the perceived objects size (Anton-Erxleben
et al., 2007), while on the other hand, objects’ size has been
demonstrated to interact with the way that visual attention is
allocated (Collegio et al., 2019).

Many influential models of attention maintain that
modulation of visual processing by attention relies on top-
down feedback signals that originate from a fronto-parietal
network (Corbetta and Shulman, 2002) and influence upstream
visual areas such as area V1, possibly through a gain-control
mechanism (Reynolds and Chelazzi, 2004). Inspired by
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this theoretical framework, some studies have employed
manipulations of visual attention as a means to investigate
whether the perceived objects’ size is genuinely coded at the
level of the primary visual areas or it originates from feedback
pathways conveying contextual information from higher visual
areas. For instance, exploiting a paradigm similar to Murray
et al. (2006) and Fang et al. (2008) reported that the focus of
visual attention alters the representation of objects size in V1.
Specifically, while spatial distribution of V1 activity represented
the perceived rather than physical size of the stimuli – activities
induced by a stimulus perceived to be located further away
yielded a more eccentric representation than those evoked by a
stimulus perceived as being closer – directing attention elsewhere
significantly reduced this effect. This result is consistent with
the idea that diverting the focus of visual attention attenuates
the top-down influence of higher visual areas on V1, thereby
dampening V1’s capacity to integrate 3D depth cues. In
a complementary study, Kreutzer et al. (2015) reported a
significant role of selective attention in contextual modulation of
object size perception even when they did not entail high-level
perspective cues. Taken together, the picture emerging from these
latter studies suggests that the local gain control mechanisms
proposed by Pooresmaeili et al. (2013) might in fact result from
long-distance feedback signals originiating from elsewhere in the
visual hierarchy.

In the current study, we try to resolve this controversy
by directly testing whether visual attention mediates the
visual size adaptation effects observed in our previous work
(Pooresmaeili et al., 2013). We asked participants to perform
a size discrimination task in the periphery of the visual field
while, during visual adaptation, they performed one of the two
sustained attentional tasks (tested in separated sessions) at fovea.
These tasks comprised either a rapid serial visual presentation
(RSVP – Broadbent and Broadbent, 1987), or a multiple object-
tracking task (MOT – Pylyshyn and Storm, 1988) engaging
temporal or spatio-temporal attention, respectively. Participants’
performance was assessed in terms of accuracy (Point of
Subjective Equality: PSE) as well as precision (Weber Fractions:
WFs), that is the discrimination threshold normalized by the
PSE. If the effects of adaptation on the processing of objects’ size
tap on automatic, pre-attentive processes, withdrawing attention
from the adapter location and allocating it elsewhere should
not affect subjects’ size estimations. Conversely, the involvement
of attention-dependent mechanisms will predict a reduction
or disappearance of size adaptation effects when attention is
diverted away from the adapter.

MATERIALS AND METHODS

Participants
Nine healthy adults (three males, six females, average age:
27.7 years of age – SD = 0.97) with normal or corrected to
normal vision participated in the experiments. All participant
have been recruited from the faculty of psychology of
the local university and have not been compensated to
participate in the study. The local ethics committee (Comitato

Etico Pediatrico Regionale, Azienda Ospedaliera-universitaria
Meyer, Florence) approved all experimental procedures. The
study was carried out in accordance with the Declaration
of Helsinki and each participant gave informed consent
before participation.

Stimuli
All visual stimuli were generated in MATLAB, using the
Psychophysics Toolbox version extensions and displayed on
a Mitsubishi Diamond Plus 220 monitor (resolution of
1,280 × 1,024 corresponding to 41◦

× 31.2◦ from participants’
viewing distance of 57 cm) with a refresh rate of 85 Hz. In
the size discrimination task, stimuli consisted of Craik–O’Brien–
Cornsweet circles defined by high-pass Gaussian filters (with a
50% cutoff at spatial frequency of 0.5 cyc/deg). The polarity of the
stimuli was reversed at a rate of 10 Hz to avoid afterimages and
the presentation time was always set to 500 ms (see Figure 1A).
Stimuli for the MOT task consisted of 12 dots with a diameter
of 0.4◦. The dots moved at a speed of about 2 deg/sec in straight
lines, and when colliding with other dots bounced appropriately
with their motion constrained within a central invisible circular
area of 5◦ of radius (Figure 1B). In the rapid serial visual
presentation task (RSVP), participants were presented with small
red or white alphabetic letters subtending 2◦

× 2◦ displayed at the
center of the screen at a rate of about 10 Hz within the 6 s of the
adaptation phase (Figure 1C).

Procedures
Size Discrimination
A sequences of two Craik–O’Brien–Cornsweet circles were
displayed at two diametrically opposite positions along the
monitor horizontal midline at an eccentricity of 10◦ from
the monitor center. In each trial, the size (diameter) of the
reference stimulus (displayed on the right) was kept constant
at 5◦ whilst the size of the test stimulus (displayed on the
left) varied according to an adaptive staircase QUEST (Watson
and Pelli, 1983) with the test size constrained to appear
within + –50% of the size of the reference (Figure 1). The
participants’ task consisted of indicating which stimulus was
larger by pressing a key on a PC keyboard. In the adaptation
trials, the presentation of the test and reference stimuli was
preceded by a large Craik–O’Brien–Cornsweet circle (10◦

diameter so that the physical size of the adapter was always
larger than the test) displayed on the left-hand side. At the
end of the adaptation phase (6 s) the adapter disappeared
and the sequence of test and reference stimulus started after
1,300 ms (i.e., inter-trial interval, ITI = 1,500 ms). Each
time the discrimination task was carried out, each participant
completed 100 trials.

Rapid Serial Visual Presentation (RSVP)
In this condition, during adaptation, a sequence of red and white
letters was presented in the center of the screen. Participant
had to indicate whether the number of red letters was more or
less than 10 by pressing a key within a 1.3 s interval from the
sequence offset (all slower responses were excluded from the
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FIGURE 1 | The size discrimination task with and without attentional manipulation. (A) The basic size discrimination task without attentional manipulation. The left
and right panels illustrate the adaptation and baseline conditions, respectively. In adaptation condition, first an adapter stimulus was presented on the left of the
screen for a duration of 6 s. Subsequently, a test stimulus appeared in the same location followed by a reference stimulus, presented symmetrically on the right side
of the screen. The right panel illustrates the sequence of stimuli for the baseline condition where no adapter was presented. (B) The first attentional manipulation
comprised a MOT condition, in which the sequence of presentation of the stimuli for the size discrimination was the same as the adaptation condition depicted in (A)
(on the left), with the only exception that during the adaptation phase the stimuli used for the MOT task were presented at the fovea. (C) The second type of
attentional manipulation consisted of a RSVP condition (presentation sequence identical to left in A). In this condition, during the adaptation phase the stimuli used
for the RSVP task were presented at the fovea.

analyses). Each participant performed 100 trials each time the
task was performed.

Multiple Object Tracking (MOT)
In this condition, during adaptation, participants were presented
with 12 randomly moving dots: nine red (distractors) and three
green (targets). Participants had 2 s to lock their attention
on the target dots, and then these turned to red and became
undistinguishable from the distractors. At the end of this tracking
phase lasting 4 s, four out of the twelve dots became orange
and the task was to indicate whether one of the orange dots
was green at the beginning by pressing a key within 1.3 s.
Again, all slower responses were excluded from the following
analyses. Each participant performed 100 trials each time the
task was performed.

At the beginning of the experiment, participants’ performance
for RSVP and MOT task was measured for several rates of letter
presentation (RSVP) and dots speed (MOT). The aim of this
procedure was to adjust the difficulty of the two tasks for each
participant so that a correct rate of around 70–75% could be
achieved for each individual. This procedure allows assessing an
increase or a decrease in performance when these tasks were
performed during the presentation of the adapting stimuli and
concurrent with the size discrimination task.

Subsequently, each participant performed the task of
discrimination in baseline and after that where performed
three conditions of adaptation in random order between the
adaptations with or without attending the MOT or RSVP
stimuli and whether or not had to paid attention to the
attentional stimuli.

RESULTS

In the first experiment (Exp. 1), we measured the effect of a
sustained exposure to a large stimulus (adapter) on the perception
of the size of a smaller stimulus subsequently displayed at
the adapted location. We measured the physical size of the
adapted stimulus (test) needed to make it appear as large as the
reference stimulus displayed in a neutral location (PSEs) and
compared them with those obtained when size discrimination
was performed without adaptation. Figure 2A shows how the
percentage of “test stimulus larger” responses varied relative to
the physical size of the test stimulus for a representative subject.
In the baseline condition (no-adaptation), estimates for the test
stimulus were rather veridical with the PSEs close to 5◦ (i.e.,
physical size of the reference). However, when the presentation
of the test stimulus was preceded by a large adapting stimulus,
its perceived size was robustly compressed as shown by the
rightward shift of the red psychometric function. All participants
showed robust adaptation aftereffects (see Figure 2B) making
the difference between the baseline and adaptation condition
highly statistically significant (two-tailed paired-sample t-test,
t8 = 6.204, p < 0.001, 95% CI [0.49, 1.07]), a result that replicates
previous studies exploiting a similar paradigm (Pooresmaeili
et al., 2013; Tonelli et al., 2017). Moreover, a close inspection
of the psychometric functions shown in Figure 2A suggests
that the slope of the curve of the adaptation condition (red)
was shallower than that for the no-adaptation (black) condition.
Such difference opens up the possibility that adaptation not
only affects the accuracy of size estimates (as shown by shifts
of the PSEs) but also their precision to yield lower thresholds
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FIGURE 2 | Size adaptation effect in the absence of attentional manipulation. (A) The psychometric function of one participant (number 5) is shown for the baseline
(in black) and the adaptation condition (in red). Adaptation to a 10◦ stimulus with a reference of 5◦ produced a rightward shift of the curve. This shift indicates that the
adaptation produced a reduction of the perceived size of the test stimulus, because the adaptive algorithm used during the discrimination task needed to increase
the size of the test stimulus so that it was perceived identical to the reference stimulus. (B) The big filled red triangle depicts the average PSE for all the participants,
while the small empty symbols show the data for the single participant. On the x-axis the PSEs for the baseline condition are plotted, while on the y-axis the PSEs for
the adaptation condition are shown. (C) The big filled red circle shows the average WF for all the participants, while the small empty symbols correspond to the data
for the individual participants. On the x-axis the WFs for the baseline condition are plotted, while on the y-axis the WFs for the adaptation condition are shown.

to discriminate between the test and reference. To test this
hypothesis, we performed an analysis where for each participant
the precision of stimulus size discrimination was measured in
terms of Weber Fractions (WFs – discrimination thresholds
normalized by PSEs), in both the baseline and adaptation
conditions (Figure 2C). WFs for the adaptation condition were
found to be, on average, slightly higher than in the baseline
condition indicating that the exposure to the adapting stimuli
lowered the size discrimination sensitivity; a result at odds with
the hypothesis that sensory adaptation is aimed to increase
the discriminability of similar stimuli (Barlow’s efficient coding
hypothesis, see Barlow, 1961; Simoncelli, 2003). However, due
to the high variability amongst participants, this difference
turned out to be just marginally significant (two-tailed paired-
sample t-test, t8 = 1.843, p = 0.1, 95% CI [−0.005, 0.047]),
thus a definitive statement cannot be made about this result at
the present stage.

To assess the role of the focus of attention in the size
adaptation phenomenon, we devised two new versions of Exp.
1 in which during the adaptation phase, participants were

presented with a central stimulus corresponding to either a
temporal (RSVP) or a spatio-temporal (MOT) attentional task.
In one case (i.e., central attention condition), participants were
required to perform a task on this central display while in
the other case (no central attention condition) they passively
viewed this display but performed no task on it. The rationale
was to compare participants’ accuracy and precision in the size
discrimination task between these two conditions, which were
identical in terms of sensory loads but differed in terms of
the allocation of attention. Figure 3 shows the participants’
accuracy and precision of size discrimination when a RSVP
or MOT task was performed during adaptation. The perceived
size of the test stimulus was quite similar when RSVP stimuli
were displayed but subjects were instructed to ignore them (no
attending- mean 5.9, SD = 0.4) relative to the condition in
which RVSP had to be accomplished and thus attention was
withdrawn from the adapting stimulus location (mean 5.74,
SD = 0.17, see green stars in Figure 3A). This result suggests
that shifting the focus of attention away from the adapting
stimuli – via a temporal attentional task – did not significantly
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FIGURE 3 | Size adaptation effect in the presence of attentional manipulation. The scatter plot on the left represents the PSEs during the no attending (x-axis) and
attending (y-axis) conditions for both attentional tasks: MOT in cyan and RSVP in green. The filled stars are the average PSE across all participants, while the small
empty symbols are the performance of each participant. The scatter plot on the right represent the WFs during the no attending (x-axis) and attending (y-axis)
conditions for both the attentional tasks: MOT in cyan and RSVP in green. Also in this plot, the filled stars are the average across all participants (with error bar
representing ±1 s.e.m), while the small empty symbols are the performance of each participant. The small black and red arrows indicate the PSEs and the WFs
achieved in Exp 1 (in which no central stimuli were presented) for the baseline and adaptation condition respectively.

affect the amount of size adaptation induced by them. Indeed,
both conditions (attending and not attending to the central
RSVP task) turned out to be not significantly different from the
adaptation condition of Exp. 1 where no central stimulus was
displayed at all [a one-way ANOVA: F(2,16) = 3.35, p = 0.07,
ges = 0.127]. One possibility for this lack of interference between
size adaptation and the deployment of attentional resources
away from the adapters might be that the RSVP task did not
involve any spatial processing, which is at the core of objects’
size perception. To test for this hypothesis, we replicated the
previous experiment by using MOT as the central task as it
implies a dynamic allocation of attention to a different spatial
location, over time, to track multiple moving targets. However,
even in this case, the magnitude of size adaptation indicated
by the averaged PSEs achieved when participants were engaged
with the central task (y axis position of cyan star in Figure 3A,
mean 5.74, SD = 0.46) was found to be similar to the condition
in which no central task was performed (x axis of the cyan
star in Figure 3A, mean 5.77, SD = 0.2). This adaptation
magnitude also turned out to be similar to those achieved in
Exp. 1 when no central stimuli were displayed at all [a one-
way ANOVA: F(2,16) = 2.3, p = 0.31, ges = 0.137]. Taken
together these results suggest that neither the increase of sensory
load induced by the mere presentation of the central stimuli
(the no attending to central task condition), nor the shift of
attentional resources away from the adapters (attending to the

central task condition) significantly affect the magnitude of size
adaptation aftereffects.

However, even if sensory or attentional load did not affect
the accuracy of stimulus size estimates (PSEs); they might still
have significantly affected discrimination precision. To test this
hypothesis, we measured WFs for the “not attending” and
“attending” to the central task conditions for both RSVP and
MOT task. WFs measured with the MOT as a central task
(Figure 3B, in cyan) were found to be almost identical between
the “attending” (mean 0.08, SD = 0.04) and “not attending” (mean
0.08, SD = 0.05) to the central task conditions with these values
also being very similar to those achieved in Exp. 1 [a one-way
ANOVA: F(2,16) = 0.02, p = 0.97, ges = 0.001]. On the other hand,
WFs measured when participants performed RSVP as a central
task turned out to be slightly smaller in the “attending” condition
(see the green star Figure 3B) than in the “not attending” and the
no-central stimuli Exp. 1 condition. However, due to the rather
substantial variability amongst participants, this difference was
not statistically significant [a one-way ANOVA: F(2,16) = 2.9,
p = 0.09, ges = 0.135; no attending mean 0.08, SD = 0.02; attending
mean 0.06, SD = 0.04].

One possibility to account for the lack of a significant change
accuracy or precision when the focus of attention is manipulated
might be that participants preserved adaptation aftereffects by
deploying a negligible amount of their attentional resources to the
central task either voluntarily or due to the peripheral flickering
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FIGURE 4 | Comparison of the performance in MOT and RSVP tasks when
performed alone and when undertaken during the adaptation phase of the
size discrimination task. Each bar represents the average of correct responses
for the two attentional tasks: MOT in cyan and RSVP in green. The empty bars
are the percentage of correct responses when the task was performed alone,
i.e., not during the adaptation of the discrimination task. This condition has
been used to adjust the difficulty of the two tasks for each participant, so that
it would be possible to achieve a correct rate of around 70–75%. The striped
bars depict the average performance in the attending condition during the size
discrimination task, i.e., the participants performed the attentional task at the
fovea, while the adapter stimulus was presented in the left. Symbols are the
performance of each participant whilst error bar represent ±1 s.e.m.

of the adapters automatically capturing their attention. In other
words, it might be that performance in the size discrimination
task was preserved at the cost of the central task. If so,
participants’ performance in the RSVP or MOT task when they
were performed on their own should be higher than when they
were performed during the size discrimination task. However, as
shown in Figure 4, the percentage of correct responses for the
RSVP or the MOT task when the central stimuli were presented
simultaneously with the peripheral adapters were almost identical
to those measured when these tasks were performed alone (RSVP:
t = 1.62, p = 0.12; MOT: t8 = 1.35, p = 0.2). These results
clearly rule out the possibility that attention did not affect
size adaptation because it was not sufficiently engaged by the
central task. Therefore a an insufficient deployment of attentional
resources on the central tasks cannot account for the similar
magnitude of adaptation aftereffects found for the condition
in which subjects were engaged in a central task and those
where they were not.

DISCUSSION

In this study, we investigated the role of attention in mediating
size adaptation aftereffects, i.e., distortions of perceived size of
visual objects induced by the relative size of stimuli previously

displayed in the same area of the visual field. Our results
replicate previous findings showing that as a consequence of a
prolonged exposure to a given visual stimulus, perceived size of
the patterns subsequently presented in that area are distorted as
follows: larger adapting stimuli cause the test to appear smaller
than its veridical size and vice versa (Pooresmaeili et al., 2013;
Tonelli et al., 2017). However, the main goal of the present
study was to assess whether, and to what extent, attentional
manipulations (such as deploying attention away from the
adapters during the adaptation phase) affect size adaptation
aftereffects. The results clearly demonstrated that attention did
not affect either the accuracy or the precision of subject’s
performance in the discrimination task, suggesting that size
adaptation occurs independently from attentional mechanisms.
In particular, neither the PSEs (physical size of the adapted
stimulus perceived as large as the reference) nor the Weber
Fractions (the just noticeable physical difference between the
test and reference stimulus) of subjects was significantly changed
by engaging in a central perceptual task during exposure to
adapting stimuli.

We used two different central attentional tasks (tested in
separate sessions), a RSVP mainly engaging temporal attention
and a MOT task primarily requiring spatio-temporal attentional
resources to track moving stimuli. The rationale was to
test for a possible role of “similarity” between the type of
attentional resources engaged in the central task and the
perceptual processes engaged by size adaptation. The reasoning
we followed here to use two types of attentional manipulation was
inspired by previous cross-modal studies investigating whether
attentional resources for different sensory modalities are shared
or independent. Several studies support the latter hypothesis
by showing that subjects’ performance in a given perceptual
task (i.e., visual or auditory) remained unchanged when they
concurrently performed a second task in a different sensory
modality. However, as brilliantly demonstrated by Wahn and
König (2015a,b), this independence only occurred when the
primary and the secondary task engaged two different types
of attention (i.e., object-based vs. spatial). On the other hand,
if the primary and the secondary task both engaged the same
type of attentional resources (i.e., spatial attention), subjects’
performance in one task impaired performance in the other
task suggesting shared attentional resources across different
sensory modalities.

Based on these previous observations, we employed two
tasks, which involved different degrees of similarity with the
type of putative attentional mechanisms that could underlie
size perception. Neither the RSVP task that engaged attention
across time, nor the MOT task which relied on allocation of
attention across space and time yielded significant changes in
size adaptation aftereffects (see Figure 3) pointing to an almost
complete independence of size adaptation from both temporal
and spatio-temporal attentional processes. Importantly, we also
ruled out the possibility that size discrimination performance was
preserved at the cost of the central task as subject’s performance
in both RSVP and MOT tasks during adaptation phase of the
size discrimination task did not significantly differ from when
they were performed alone (see for details Figure 4). Moreover,
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we were able to disentangle the effects of attentional deployment
from those induced by a change in the sensory load, due to the
mere presence of the stimuli of the central task. To this end, we
measured the accuracy and precision of the size discrimination
task under two conditions. In one condition, subjects were
required to attend to the central stimuli while in the other
condition they were instructed not to do so (see Figure 3).
However, keeping the amount of sensory information the same,
we found that engaging subjects in a central attentional task
during adaptation did not yield any significant effect pointing
again to the independence of mechanisms underlying size
adaptation from attention.

Interestingly, although attention has been reported to affect
many aspects of visual perception, such as apparent contrast
(Carrasco et al., 2004), spatial frequency (Lamb and Yund, 1996),
motion coherence (Liu et al., 2006), or perceived speed (Anton-
Erxleben et al., 2013) and to robustly affect population receptive
fields (pRFs) in all areas along the visual hierarchy (Klein et al.,
2014), conflicting results have been reported regarding its role
in mediating adaptation aftereffects. On one side, attention has
been reported to affect adaptation to high level stimuli such as
faces (Rhodes et al., 2011) or body size (Stephen et al., 2018).
On the other side, however, adaptation aftereffects for low-level
visual features have been reported to be attention-independent.
For example, Morgan (2012) reported a significant adaptation
of stimulus perceived velocity that was completely independent
of the amount of attention deployed to the test stimulus. The
same author also demonstrated that motion aftereffects induced
by adaptation occur independently from subjects’ attentional load
during the task. In other words, Morgan‘s results support the
idea that visual adaptation for features that are encoded at the
early stages of visual processing hierarchy, might be primarily
attention- independent. Size adaptation is likely to be one of
these processes given that its aftereffects have been successfully
modeled in terms of a simple gain control mechanism in which
perceived size is retrieved through a combination of inhibitory
and excitatory cortical signals induced by the adapter and test
stimuli (Pooresmaeili et al., 2013).

However, not all the results in the literature on perception of
objects’ size are in line with this interpretation. For example, it
has been demonstrated that the representation of objects’ size
in the primary visual area (V1) is attention-dependent (Fang
et al., 2008). The authors showed that cortical activations to
the same object depicted at two different “depth positions” of
a rendered three-dimensional hallway (a version of the well-
known Ponzo illusion; Leibowitz et al., 1969) differed according
to the perceived object size (Murray et al., 2006). This perceptual
illusion was, however, strongly attenuated when spatial attention
was diverted away from the test stimuli. It is important to note
that in this experiment perceived objects size was manipulated
via complex 3D contextual information that are likely to tap on
the feedback projections from extra-striate visual areas (involved
in processing 3D pictorial cues) down to the V1. Given that
these processes are, in turn, likely to be mediated by attentional
mechanisms, the difference in the contextual information used in
Fang et al. (2008) and Murray et al. (2006) studies (prospective
3D), and the ones employed in the present study (relative size

of 2D objects) might explain the differences in obtained results.
Lastly, we note another study, which reported a significant effect
of spatial attention in mediating size adaptation without using
prospective cues (Kreutzer et al., 2015). The role of attention was
investigated by presenting a single adapting stimulus containing
both a large and a small adapter, and requiring subjects to
selectively direct their attention to one of the adapters before
performing a size discrimination task. The results showed that
the perceived size of a subsequently displayed test stimulus
inversely covaried with the size of the attended adapter suggesting
that attention mediates size adaptation aftereffects. However,
the simultaneous presentation of flickering stimuli defining the
large and the small adapters at a relatively close distance from
each other might have made it difficult for the subjects to
deploy selectively attention to one of the two adapters. In line
with this, the reported size of adaptation aftereffects was quite
small (changes of perceived size induced by the small adapter
were about 3%) as well as asymmetrical (large adapter not
affecting the perceived size of the test stimulus), contrary to
other reports investigating size adaptation (Pooresmaeili et al.,
2013; Tonelli et al., 2017). Future studies are needed to test
these speculations and clarify in which conditions attention
mediates size adaptation and in which conditions size adaptation
aftereffects are attention-independent.
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Adaptation is an important mechanism that causes a decrease in the neural response
both in terms of local field potentials (LFP) and spiking activity. We previously showed this
reduction effect in the tuning curve of the primary auditory cortex. Moreover, we revealed
that a repeated stimulus reduces the neural response in terms of spike-phase coupling
(SPC). In the current study, we examined the effect of adaptation on the SPC tuning
curve. To this end, employing the phase-locking value (PLV) method, we estimated
the spike-LFP coupling. The data was obtained by a simultaneous recording from four
single-electrodes in the primary auditory cortex of 15 rats. We first investigated whether
the neural system may use spike-LFP phase coupling in the primary auditory cortex
to encode sensory information. Secondly, we investigated the effect of adaptation on
this potential SPC tuning. Our data showed that the coupling between spikes’ times
and the LFP phase in beta oscillations represents sensory information (different stimulus
frequencies), with an inverted bell-shaped tuning curve. Furthermore, we showed that
adaptation to a specific frequency modulates SPC tuning curve of the adapter and
its neighboring frequencies. These findings could be useful for interpretation of feature
representation in terms of SPC and the underlying neural mechanism of adaptation.

Keywords: neural adaptation, spike-LFP coupling, auditory cortex, sensory coding, tuning curve

INTRODUCTION

Neural adaptation is a brain mechanism that observed in various sensory systems of mammals
and amphibians, including the visual (Müller, 1999; Kayser et al., 2009), auditory (Bibikov, 1977;
Dean et al., 2005; Anderson et al., 2009; Malmierca et al., 2009; Hagan et al., 2012; Parto Dezfouli
and Daliri, 2015), and somatosensory (Katz et al., 2006; Adibi et al., 2013, 2014; Ahmadi et al.,
2019) systems. Earlier studies have reported an interesting adaptation behavior in certain neurons,
including in the auditory system, so-called as stimulus-specific adaptation (SSA) (Ulanovsky et al.,
2003, 2004; Nelken and Ulanovsky, 2007; Szymanski et al., 2009; Ayala and Malmierca, 2012;
Khouri and Nelken, 2015; Parto Dezfouli and Daliri, 2015), here on referred to as “Adaptation.”
SSA leads to a significant decline in the corresponding responses of frequent stimuli. For example,
an oddball sound releases a stronger response compared to the common one. Initially, researches
believed that this phenomenon was related to cortical processes, but additional evidence revealed
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similar behavior in other subcortical routes, such as medial
geniculate body (MGB) (Anderson et al., 2009), and Inferior
Colliculus (IC) (Ayala and Malmierca, 2012).

Adaptation decreases the neuronal activities in the sensory
areas and leads to a system that is not disturbed in exposure
to frequent stimuli (Dean et al., 2005; Adibi et al., 2013). Also,
adaptation changes the system sensitivity during the action of
the stimulus (Chen et al., 2010). To suppress the attention
to repeated stimuli, the adaptation mechanism alters several
neural properties. For instance, it helps to better detect deviance
by increasing the neural sensitivity related to an unexpected
change (Ulanovsky et al., 2003). In the auditory system, different
parameters of a stimulus such as intensity, tone frequency
distance, and Inter-Stimulus Interval is affected by adaptation.
Additionally, it has been shown that presenting an audio
sequence in a random pattern significantly affects the neural
responses (Yaron et al., 2012).

Synchronous neural activity, alongside neural desynchrony,
has been vastly studied in neuroscience, with implications
for sensory information encoding and decoding, memory,
attention, adaptation, and high cognitive process (Eckhorn and
Obermueller, 1993; Galarreta and Hestrin, 2001; Uhlhaas et al.,
2009; Pipa and Munk, 2011; van Wijk et al., 2012; Mendoza-
Halliday et al., 2014; Li et al., 2015; Merrikhi et al., 2017, 2018).
Local field potentials (LFPs), as the low-frequency part of neural
signal, reflect the common synaptic activity of a population of
neighboring neurons (Buzsáki and Draguhn, 2004; Buzsáki et al.,
2012; Jansen et al., 2015), while spikes are short-timed high-
frequency content signals reflecting more individual activity.
Neuronal synchronization can be addressed by temporally
relating spiking activities to the background oscillations of LFPs
(Salinas and Sejnowski, 2001; Pikovsky et al., 2002; Tiesinga et al.,
2008; Fries, 2009). This relationship has observed in various
cognitive functions and within different brain regions, including
the prefrontal cortex, cortical area, and hippocampus (Siegel
et al., 2009; Cutsuridis and Hasselmo, 2011). The relationship
further reveals information on the neuronal synchronization in
each frequency band. For instance, the relation between spikes
and its corresponding theta fluctuations of LFP in hippocampus
neurons reflects spatial memory information (Cutsuridis and
Hasselmo, 2011). Also, spike-LFP Phase Coupling (SPC) can
provide information about cell type and firing rate, and avoids
volume conduction complications (Canolty et al., 2010; Hoerzer
et al., 2010; Womelsdorf et al., 2010; Hansen and Dragoi, 2011;
Vinck et al., 2012; Xu et al., 2013; Herreras, 2016). There are
different measures for estimating spike-LFP synchronization,
including coherence coefficient and cross-correlation (Carter
et al., 1973; Carter, 1987; Zeitler et al., 2006; Srinath and
Ray, 2014), spike-triggered correlation matrix synchronization
(SCMS) (Li et al., 2016), phase-locking value (PLV) (Lachaux
et al., 1999), and spike field coherence (SFC) (Fries et al., 2001,
2002; Curtis et al., 2009; Grasse and Moxon, 2010; Hagan et al.,
2012). PLV is considered as one of the fundamental approaches to
estimate synchronization. However, this measure is highly biased
and dependent on spike rates. Accordingly, before using PLV
method, spikes should be matched at a specified rate. Therefore,
using a scheme, the spikes equalized to a specific threshold T;

trials with a number of spikes below T are discarded, and those
with spike rate more than T, are randomly equalized down to the
number of T.

It is known that the sensory information, namely various
stimuli tuning curves, represent by spiking activity or LFPs. The
power variation of LFPs could reflect various features of stimuli
like tone frequency, orientation, motion, etc (Siegel and König,
2003; Henrie and Shapley, 2005; Ray et al., 2008; Kayser et al.,
2009; Ince et al., 2012; García-Rosales et al., 2018a,b). Neuronal
spiking activity is also able to reveal stimuli information. Relating
these two signals (spike and LFP) provides a comprehensive
explanation about the neural activities (Quiroga and Panzeri,
2009; Perge et al., 2014). Considering the information of spike
times together with the LFP phase reveals different features in
various cognitive functions (Lachaux et al., 1999; Pesaran et al.,
2002, 2008; Ray and Maunsell, 2010; Vinck et al., 2010; Li et al.,
2017). In fact, the coupling of spikes of single neurons to the
phase of LFPs (spike-LFP phase coupling) has been a useful
measure to decode the sensory information and behaviors in
low and high-frequency bands (Mehring et al., 2003; Mollazadeh
et al., 2009). Furthermore, a recent study revealed the spike-LFP
coupling within and between areas, i.e., spikes-LFP relation in V1,
spikes-LFP relation in V4, and the relation between spikes of V4
and LFP of V1 (Li et al., 2019).

We previously showed that SSA suppresses the coupling of
spikes to the beta phase of LFP oscillations (Parto Dezfouli
et al., 2019). Here, we sought to investigate the effect of SSA
on neighboring frequencies in terms of SPC responses. To this
end, we first assessed whether the spike-LFP phase coupling has a
tuned response for encoding sensory information, here in the rat
primary auditory cortex. In other words, we examined a potential
link between the spike-LFP signals and stimuli in terms of the
tone frequency tuning curves (frequency selectivity). Notably,
in this study, we used the term “tuning curve” for frequency
tuning curve. Second, we explored how this adaptation would
alter the SPC response.

MATERIALS AND METHODS

The surgery procedure, experimental recording, and data
preprocessing are described in Parto Dezfouli and Daliri
(2015). Further details, employed in the current study,
are provided below.

Recording
The data was collected from the primary auditory cortex of
15 anesthetized rats. The adult Wistar rates weight ranges
between 250 and 350 g. The recording was done using tungsten
electrodes (FHC, 5M, United States). The parallel electrodes
(tip diameter of ∼5–10 um) were placed with 200 um distance
from each other. The recording electrodes were inserted into
the desired location by a Microdrive (SM-21, Narishige, Japan).
Multi-unit activity (MUA) and LFP were collected over A1 area
with 10 kHz sampling rate (recording system: USB-ME64-PGA;
Multichannel System, Germany). Through the experiment using
“MCRack” software, the data was visualized online. We used
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an eight-channel miniature preamplifier to pre-amplify the raw
signals. Next, a band-pass filtered from 1 to 5 kHz was applied
to them and amplified again with a gain of 1000. Finally, the
recorded data was stored for subsequent offline analyses.

Experimental Paradigm
First, we characterized the selective neuron by presenting
300 ms broad-band noise bursts with 500 ms interval between
them. Next, for each selected recording site, we identified the
characteristic frequency and four frequencies around it (in the
range of 200 Hz–20 kHz). These five desired tone frequencies
(namely f1–f5) were presented in four intensities 40, 50, 60,
and 70 dB SPL in a quasi-random pattern. Each tone was
presented for 50 ms duration with a 300 ms inter-stimulus
interval (Figure 1A).

The main task consists of two control and adapting
sequences. In the control sequence, 20 selected combinations
were uniformly presented (30 trials of each combination). In
the adapting sequence, a similar procedure was conducted but
with different likelihood of stimuli presentation. In this sequence,
the characteristic frequency (f3) in the level of 60 dB SPL (as
the adaptor) was presented for 80% of all sequence likelihood.
Accordingly, each frequency of pure tones was presented with
the same probability of 20% in the control sequence, while that
probability was 80% for the adaptor and 5% for neighboring
frequencies in the adapting sequence.

Data Analysis
All preprocessing and analyses were implemented in MATLAB
2016b (Mathworks, Natick, MA, United States). LFP signals,
were filtered between the ranges of 1–300 Hz. Subsequently,
using 300–3000 Hz band-pass filtered MUAs were extracted.
Next, we employed a threshold method to detect spike times.
The threshold may be set based on the standard deviation (SD)
of the whole trace, namely as twice the SD, as considered in
this study (Pouzat et al., 2002). The resulting spike trains were
smoothed using a 10 ms Hamming window and aligning to the
stimulus onset. For LFPs, after 1–300 Hz filtering, the baseline
correction was applied to each trace (Parto Dezfouli et al., 2014).
Subsequently, the preprocessed data were divided to different
canonical frequency bands using band-pass filters and non-causal
finite impulse response (FIR) filter. We used the time between 0
and 100 ms after the stimulus onset for the main analysis.

SPC Based on the PLV Method
Here, we utilized PLV to quantify SPC (Lachaux et al., 1999).
PLV method calculates the power of dependability or linking of
LFP phases in spike times, by computing the angular summation
between spikes to beta range LFP fluctuations. We used the
following equation:

M =
1
N

∣∣∣∣∣
N∑

n=1

exp
(
jφn
)∣∣∣∣∣ (1)

where N shows the number of spikes, φnis related to the
instantaneous phase (here in the beta-band) at the time of nth

spike which is determined by Hilbert transform, and exp
(
jφn
)
is

the complex exponential function of φn. The amplitude of vector
M (|M|) indicates the SPC power and its angle (6 M) shows
the phases of LFPs in the time of spikes occurrence. A larger
value for vector M indicates that the occurrence of spikes are
more likely to a specific phase of LFP, and the smaller value is
related to distributed spikes across different phases. PLV alters
between 0 and 1.

As noted, the dependency of SPC value to the spike numbers
is considered as one limitation of SPC estimation. For example,
two neurons with various firing rates, it is distinctly possible
that the neuron with a greater firing rate results in a lower SPC.
This problem was targeted to address in previous studies on SPC
(Vinck et al., 2012; Zarei et al., 2018).

In this study, to calculate the SPC by PLV, an equalizing
strategy was used in order to find the spike counts based on a
threshold. Here we reach an optimal compromise between spike
rates and trial numbers using an optimal thresholding scheme
(Zarei et al., 2018). Accordingly, the trials with spike rates greater
than the threshold were equalized to that threshold (by randomly
removing), and the trials whose number of spikes were less the
threshold, were removed.

To overcome this problem, we matched the firing rates in
the control and adapting conditions. Therefore, after finding a
threshold T for the mean firing rates, trials with firing rates
less than the T were removed and spikes in trials with firing
rates greater than the T were reduced to the T value. Especially,
in order to produce normalized LFP signals, the LFP strength
for each neuron was standardized by deducting the average and
dividing the result by the SD.

In order to quantify the adaptation effect, we computed the
difference between the firing-rate/SPC strength of control and
adapting conditions. We measured the adaptation changes using
Adaptation Index (AI) in an analysis similar to SSA index (SI)
that was employed in earlier studies (Ulanovsky et al., 2003,
2004), and is defined as,

AI =
C
(
fi
)
−A

(
fi
)

C
(
fi
)
+A

(
fi
) (2)

where the parameters C(fi) and A(fi) are the response (firing-
rate/SPC) strength related to the frequency fi in the control and
adapting sequences, respectively. The AI denotes the difference
between control and adapting sequences within each stimulus
tone frequency. Therefore, the AI value shows the difference
between control and adapting responses (firing-rate/SPC).

Fitting Model
In many signal processing subjects fitting Gaussian functions to
neural data is very essential, that a Gaussian function is of the
following form:

y =Ae
− (x− µ)2/

2σ2

This function can be mapped with a symmetrical bell-shaped
curve positioned at the place x = µ, with A being the altitude of
the peak and σ utilizing its width.
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FIGURE 1 | Behavioral task and raw data. (A) Timeline of the stimulus presentation in two control and adapting sequences. Left: pure tone stimuli with the duration
of 50 and 300 ms inter-stimulus interval were presented. Right: stimuli were presented in two adapting and control sequences. Within the control sequence, stimuli
were presented with an identical probability. Within the adapting sequence, the same combinations as the control sequence were presented such that the adapter
and rest frequencies were presented with the likelihood of 80 and 20% of the whole sequence, respectively. (B) Raw LFP for a sample recording site. The x-axis
shows the time from stimulus onset, and the y-axis is normalized LFP amplitude. Gray lines show LFP trace of different trials and black line denotes the average
response. The horizontal bar shows the stimulus period. (C) Average raw LFPs of five frequencies of pure tones at 60 dB SPL level for a sample recording site (site
14) during the time following stimulus onset, in control (top panel), and adapting (bottom panel) conditions.

Quantification and Statistical Analyses
Wilcoxon Rank-Sum
We employed the Wilcoxon rank-sum test for statistical
assessment of the firing rate and SPC between the
characteristic frequency and its neighboring frequencies
across neurons (Figures 4A,B).

Standard Error of Mean (SEM) and Standard
Deviation (SD)
Standard error of mean (SEM) and SD were used to convey
variability through different measures, where SEM exemplify
uncertainty in the assessment of the mean and SD illustrates a
scattering of the data from the mean (Figures 3A, 4A,B, 5).

Correlation
In this study, the Pearson’s correlation was used between the
mean firing rate and SPC strength (Figure 4B). Pearson’s
correlation is a statistical measure that quantities linear
correlation between two variables. It assumes a value between

(−1 and +1), where −1 depicts a negative correlation, 0 shows
no correlation, and−1 represents a positive correlation.

RESULTS

We investigated sensory information coding in terms of SPC
tuning curve and then explored how adaptation could alter this
potential SPC-based tuning curve. To this end, we used data of
an auditory task consisting of two usual and adapted conditions.
Figure 1A depicts the timeline and phases of the auditory task
made up of two sequences; control and adapting. Pure tones in
20 arrangements of five frequencies and four intensity levels were
employed in the experiment. In the control sequence, stimuli
were randomly presented with an equal likelihood of 5% for each
combination. The adapting sequence is constituted of the same
stimuli but with different probabilities of stimuli presentation.
In this sequence, an adapter (characteristic frequency, f3, at
60 dB SPL intensity) was presented with 80% probability of the
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FIGURE 2 | Adaptation impacts on the neuronal spiking activity and LFP responses. (A) Raster plot and peristimulus time histogram (PSTH) of the adapter (tone
frequency f3) and its neighboring frequencies at 60 dB SPL intensity for a sample recording site (site 14) in control (black) and adapting (red) sequences.
(B) Comparison of spike density function (SDF) between control (black) and adapting (red) sequences for the five respective frequencies of pure tones at 60 dB SPL
intensity. (C) Time-frequency representation of the LFP power for different stimuli in a sample recording site (site 14). Color bars show the mean normalized LFP
power, as a function of time (x-axis) and LFP frequency (y-axis) in the control (top panels) and adaptation (bottom panels) sequences.

whole sequence and other four frequencies were occupied the
rest 20% of the sequence. During the experiment, neural data
(LFP and MUA) were collected from 96 sites over the primary
auditory cortex (A1). Raw LFPs of a sample recording site and
the average of these raw LFPs for each of the five tone frequencies
are shown in Figures 1B,C, respectively.

The raster plots and peristimulus time histograms of the
five desired tone frequencies related to a sample recording site
are shown for the control and adapting conditions, separately
(Figure 2A). Consistent with previous findings (Ulanovsky et al.,
2003; Nelken and Ulanovsky, 2007), spiking activity shows a
suppression due to the adapting effect (Figure 2A). To have a
better estimation of neural responses, we convolved a Gaussian
Kernel (with σ = 10) with the spikes (Hill et al., 2015). This
resulted in a continuous probability density function as illustrated
in Figure 2B. Figure 2C shows the time-frequency representation
of the adapter (f3) and the neighboring frequencies (f1, f2,
f4, f5), for site 14. Consistent with Figure 2A, the adaptation
caused suppression in the LFP power of the adapter and the
neighboring frequencies. This adaptation effect is shown to be

stronger in the characteristic frequency (f3), as compared to the
neighboring frequencies.

Sensory Representation Based on
Spike-LFP Coupling
It has been shown that the neuronal spiking activity and cortical
LFP are attenuated due to adaptation (Taaseh et al., 2011; Parto
Dezfouli and Daliri, 2015). Recently, we showed that adaptation
decreases the spike to LFP phase coupling within beta range
but not in other frequency bands (Parto Dezfouli et al., 2019).
To this end, we divided LFP to six canonical frequency bands,
namely delta, theta, alpha, beta, low and high gamma. Results
indicated a significant difference in the SPC values between
control and adaptation conditions within the beta range, but
not in other bands (Parto Dezfouli et al., 2019). Therefore, here,
we focused our analyses within the beta range (13–30 Hz).
Based on our previous findings, the primary auditory system
may further use this SPC within the beta range to encode
sensory information. We considered the phase with dominante
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FIGURE 3 | The preferred LFP phase. (A) The LFP phase histograms of different stimuli (f1–f5) within the beta range (13–30 Hz), show approximately identical
locking phase mean of ∼140◦ for five desired tone frequencies. (B) STA calculated across all recording sites and for each five desired tone frequencies separately.

occurrence of spikes as the preferred, as the preferred phase
(α) and the phase with 180◦ distance from it (180−α) as the
anti-preferred phase. The preferred phase was identified by
calculating the histogram of LFP phases in spike times. The
LFP phase histograms (in the beta range) for different stimuli,
namely conditions of five desired tone frequencies (f1–f5) were
shown in Figure 3A. As described, the LFP phase distributions
at different stimulus frequencies differ significantly from the
uniform distribution. The different locking phases for the five
desired tone frequencies (f1–f5) amount to almost identical
locking phase means of about 140◦, with no significant statistical
difference (p = 0.3, t-test). This shows that auditory neurons
tend to fire more likely in a specific phase within the beta
range (13–30 Hz) of LFPs. This effect is observed in both
adapting or control conditions, and independent of different
stimulus frequencies.

We also estimated the preferred LFP phase using the spike-
triggered average (STA) method. For this purpose, after detecting
the spike times, the LFPs within a window (±20 ms) around
spike times were averaged. Figure 3B shows that the coupling
strength, defined as the difference between the peak and trough
of the STA curve, is different in the certain phase (phase of the
coupling) for various stimuli (f1, f5). In other words, the strength
of coupling in the primary auditory cortex neurons encodes
sensory information. Moreover, Figure 3B indicates the falling
phase (∼160◦) as the preferred phase in which spikes are coupled
to (consistent with Figure 3A). In the following, we examine this
discrimination of sensory information for different stimuli in the
format of a tuning curve (TC).

SPC Follows an Inverted Bell-Shaped
Tuning Curve
To investigate if the coupling between spikes and LFP phase
encodes sensory information in the rat primary auditory cortex,
we measured the coupling between spikes and the phase of

beta-frequency oscillations of LFP as a function of different
stimulus frequencies.

Figure 4A shows that the locking of spikes to the LFP
phase follows a tuning curve based on the different frequencies
of the presented stimulus. Statistical comparison between the
characteristic frequency and its lower and higher neighboring
frequencies (LF and HF, respectively) shows a significant
difference between them (Figure 4B, Wilcoxon rank-sum test,
p < 0.05), averaged across neurons (n = 96) within the 13–
30 Hz band. The SPC strength follows a shape of an inverted bell
tuning curve relative to the different tone stimulus frequencies
(using fitting model Piecewise linear interpolation). This tuning
curve is inverted compared to the tuning based on the spike rate.
That is, the least SPC occurs for the characteristic frequency as
determined based on the spike rate, while the largest spike-LFP
phase coupling is induced by the neighboring frequencies.

To evaluate the relation of SPC (based on LFP phase
at the beta range) and spike rate in the tuning curve, we
computed the correlation between mean spike rate and mean
SPC for characteristic frequency and neighboring frequencies in
all individual neurons. Results show no significant correlation
between the mean firing rate and SPC strength (Figure 4C;
Pearson correlation, r = 0.07, p = 0.52). It shows that SPC is
mechanistically independent of the spike rate.

Adaptation Modulates SPC Tuning Curve
As expected, Figure 5 shows that the spike rate tuning curve
(SR-TC) is attenuated in the adapting condition in comparison
to the control condition (Taaseh et al., 2011; Parto Dezfouli and
Daliri, 2015). Furthermore, as mentioned in Figure 4A, SPC
strength relative to different stimuli follows a tuning curve (SPC-
TC) across neurons. Importantly, adaptation modulates this SPC
tuning curve across sites, in both control (blue dashed line),
and adapting (red dashed-line) sequences (Figure 5). The SPC
strength was decreased in the adapting sequence compared to the
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FIGURE 4 | Spike-phase coupling (SPC) tuning curve. (A) The firing rate and SPC strength relative to different stimulus frequencies averaged for the population of
neurons. The x-axis shows different frequencies and the y-axes represent the normalized spike rate (red solid curve) and SPC strength (blue dashed curve).
Resembling the firing rate with a bell-shaped tuning curve, the SPC strength relative to different stimuli follows an inverted bell-shaped tuning curve. Shaded areas
show SEM. (B) Statistical comparison of the firing rate (left panel) and SPC (right panel) between the characteristic frequency (CF) and its neighboring frequencies (LF,
HF). Stars show a significant difference (Wilcoxon rank-sum test, p < 0.05). LF is F1 and F2 responses, and HF is related to F4 and F5 responses. (C) The correlation
between mean firing rate and mean SPC across different recording neurons. No significant correlation between them was observed (Pearson’s correlation, p > 0.05).

FIGURE 5 | Adaptation modulates spike-phase coupling (SPC) tuning curve. (A) The firing rate and SPC strength relative to different stimulus frequencies are
averaged for the population of neurons. The x-axis shows different frequencies and y-axes represent the normalized spike rate (solid-curve) and SPC strength
(dashed-curve). The spike rate tuning curve and the strength of SPC tuning curve were suppressed in the adapting condition (blue) compared to the control
condition (red). (B) Statistical comparison of adaptation effect. Adaptation Index (y-axis) that was achieved from the firing rate, and SPC analyses. The suppression
due to adaption is significant in the characteristic frequency (CF) and its neighboring frequencies (NF; f1, f2, f4, f5) (t-test; *p < 0.05, **p < 0.01, ***p < 0.001). This
effect is observed both based on firing rate and SPC. (C) 1 area under tuning curve. The red and blue bars show the difference between the area under solid and
dashed curves in firing rate and SPC tuning curves, respectively.

control sequence. This index quantifies the difference between
neural responses of the two desired sequences (control and
adapting). Due to the nonsymmetrical tuning curve and a non-
monotonic trend of the neighboring responses, we computed AI
for responses (firing-rate/SPC) of two conditions; characteristic

frequency (CF) and its neighboring frequencies (NF; f1, f2, f4, f5)
(Figure 5B). Also, the 1 area under tuning curve is performed
using the difference between the area under control (solid) and
adapting (dashed) curves in firing rate and SPC tuning curves,
respectively (Figure 5C). As a result, the adaptation caused a
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suppression in the spiking activity and SPC of the characteristic
frequency and the neighboring frequencies. In other words,
adaptation shifts down both tuning curves.

Notable, the range of AI values change between −1 and
+1. The positive value indicates a lower response strength for
adapting compared to the control condition.

DISCUSSION

In this study, we found a tuning link between the sensory
information and the coupling of spike times to the LFP
phase. Furthermore, we revealed that the adaptation mechanism
modulates this SPC tuning curve.

Stimulus-specific adaptation understood as an interesting
phenomenon in the neural system, including the auditory cortical
neurons, (Ulanovsky et al., 2003, 2004; Ayala and Malmierca,
2012), here on denoted to as “Adaptation.” SSA affects a major
decrease in neural responses to frequent stimuli. Adaptation has
a tendency to conceal neuronal activities in the sensory systems,
leading to a system that is not distracted in exposure to frequent
stimuli (Dean et al., 2005; Adibi et al., 2013) from the world
such as light, smell, and sound. To decrease attention to frequent
stimuli, the adaptation mechanism affects certain variations in
neural properties.

As aforementioned, SPC indicates how spikes are harmonized
in the LFPs for various functions of the brain such as
attention, adaptation, perception, and maintaining information.
This relationship has pointed to various brain areas, such
as the visual cortex, prefrontal cortex, and the hippocampus
(Siegel et al., 2009; Cutsuridis and Hasselmo, 2011). It is
known that the sensory information, namely various stimuli
tuning curves, represent by LFPs or spike activities (Snowden
et al., 1992; Liu and Newsome, 2006; Ray and Maunsell,
2010). Importantly, relating these two signals, namely spike-LFP,
provides a comprehensive explanation regarding neural activities
(Quiroga and Panzeri, 2009; Perge et al., 2014). Indeed, SPC is a
useful measure to decode the sensory information and behaviors
in low and high-frequency bands as well as parietal and frontal
cortex for alpha and beta bands (Mehring et al., 2003; Mollazadeh
et al., 2009). Furthermore, LFP phase-locking was observed in
the secondary auditory cortex during remote memory recall
(Cambiaghi et al., 2016), where phase-locking was associated with
a specific behavioral outcome.

Moreover, in line with sensory information findings, Uhlhaas
et al. (2009) found that the SFC is boosted for preferred stimulus
neurons in gamma band while it is reduced for the non-
preferred stimulus. Belitski et al. (2010) documented the spike
LFP relation may convey sensory properties in the low-frequency
range and Kevan et al. revealed that the spike LFP behavior
may be distinguished in reaction to various stimulus conditions
(Martin and Schröder, 2016). A number of SPC quantities are
studied, where the major synchronization quantities are the
SCMS, pairwise phase consistency, SFC, and PLV (Lachaux
et al., 1999; Grasse and Moxon, 2010; Vinck et al., 2010; Li
et al., 2016). PLV technique calculates the amplitude of the
average variation between spikes and LFP phases as the power

of coupling. To overcome the limitation of the PLV method (bias
on the number of spikes), researches that utilize this technique
usually match the firing at a specific spike number using the
optimal thresholding method.

The main purposes of this study were to (i) evaluate
the potential of the tone frequency tuning curve (sensory
information) based on SPC, and (ii) examine the effect of
adaptation on this tuning curve. In a recent study, we showed
that SSA reduces the SPC strength significantly in the beta range
(Parto Dezfouli et al., 2019). Resembling previous procedure, in
this work, we analyzed the power of SPC in terms of tuning
curve for sensory information coding. Our results indicate that
the SPC follows a shape of an inverted bell curve relative to
the different stimulus frequencies (using fitting model Gaussian
function), averaged across neurons (n = 96) within the 13–30 Hz
band (Figure 4A). Importantly, to evaluate the relation of SPC
(based on the LFP phase at the beta range) and establish that
it is mechanistically independent of firing rate, the correlation
computed between mean spike rate and mean SPC within
the characteristic frequency and neighboring frequencies for all
individual neurons. Our results show no considerable correlation
between the SPC strength and mean spike rate (Figure 4B).

Previous studies revealed different tuning curves such as
V shape, O shape, and bimodal peak, for the neurons in
the primary auditory cortex (Sutter, 2000). Therefore, the
shape of the neurons’ tuning curves is not necessarily bell-
shaped or symmetrical. Therefore, instead of investigating the
adaptation effect on each of the frequencies, we performed the
adaptation on the whole frequencies. Namely, we computed for
responses (firing-rate/SPC) of characteristic frequency (CF) and
neighboring frequencies (NF; f1, f2, f4, f5) (Figure 5B). Also,
the 1 area under tuning curve is performed using the difference
between the area under of the solid and dashed curves in firing
rate and SPC tuning curves, respectively (in terms of area under
tuning curve, Figure 5C). As a result, the adaptation leads to a
reduction in the spiking activity and SPC of the characteristic
frequency and neighboring frequencies. Moreover, this selective
function (SPC tuning) is inverted compared to the spike rate
tuning. Our results illustrate that additional spikes evoked
by the characteristic frequency, (compared to the neighboring
frequencies) occur more frequently at the preferred compared
to the anti-preferred phase of LFP. Furthermore, spikes evoked
by the characteristic frequency depict a probability distribution
that is less non-uniform than of the spikes induced by the
neighboring frequencies. This may cause such stronger neural
discrimination at the preferred compared to the anti-preferred
phase of LFP, namely SPC tuning curve is inverted compared to
the tuning based on the spike rate. Furthermore, we found that
the adaptation modulates SPC tuning curve of the adapter and
the neighboring frequencies and shift it toward lower values.

CONCLUSION

This study indicates three main findings. First, the strength
of SPC is selective for sensory information in the primary
auditory cortex. Second, the locking of spikes to the LFP phase
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follows an inverted bell-shaped tuning curve relative to the
different stimulus frequencies. Third, the adaptation modulates
SPC tuning curve of the adapter and its neighboring frequencies.
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Single neurons can dynamically change the gain of their spiking responses to take into

account shifts in stimulus variance. Moreover, gain adaptation can occur across multiple

timescales. Here, we examine the ability of a simple statistical model of spike trains,

the generalized linear model (GLM), to account for these adaptive effects. The GLM

describes spiking as a Poisson process whose rate depends on a linear combination

of the stimulus and recent spike history. The GLM successfully replicates gain scaling

observed in Hodgkin-Huxley simulations of cortical neurons that occurs when the ratio

of spike-generating potassium and sodium conductances approaches one. Gain scaling

in the GLM depends on the length and shape of the spike history filter. Additionally, the

GLM captures adaptation that occurs over multiple timescales as a fractional derivative of

the stimulus envelope, which has been observed in neurons that include long timescale

afterhyperpolarization conductances. Fractional differentiation in GLMs requires long

spike history that span several seconds. Together, these results demonstrate that the

GLM provides a tractable statistical approach for examining single-neuron adaptive

computations in response to changes in stimulus variance.

Keywords: adaptation, gain scaling, fractional differentiation, generalized linear model (GLM), Hodgkin and Huxley

model

1. INTRODUCTION

Neurons adapt their spiking responses in a number of ways to the statistics of their inputs (Fairhall,
2014; Weber and Fairhall, 2019). A particularly well-studied example is adaptation to the stimulus
variance, which can provide important computational properties. First, neurons can show gain
scaling, such that the input is scaled by the stimulus standard deviation (Fairhall et al., 2001a;
Mease et al., 2013). Scaling of the gain by the stimulus standard deviation implies that single
spikes maintain the same information about the stimulus independent of its overall amplitude. This
adaptation of the “input gain” with stimulus standard deviation can occur very rapidly. Second, the
mean firing rate can adapt to variations in the stimulus variance across multiple timescales (Fairhall
et al., 2001b; Wark et al., 2007). This form of spike frequency adaptation can in some cases have
power-law properties (Pozzorini et al., 2013) and serve to compute the fractional derivative of the
variance (Anastasio, 1998; Lundstrom et al., 2008).
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One approach to studying such adaptation is to use
Hodgkin-Huxley style (HH) conductance based models to
explore potential single-neuron mechanisms underlying these
computations (Lundstrom et al., 2008; Mease et al., 2013).
Although HH models can indeed capture such behavior, the
mechanistic HH framework is not ideally suited to reveal its
dynamical basis as HHmodel parameters are difficult to interpret
in terms of computation and coding. Moreover, fitting HH
models to intracellular data is difficult (Buhry et al., 2011;
Csercsik et al., 2012; Vavoulis et al., 2012; Lankarany et al., 2014),
and only recently methods that fit HH models to spike trains
alone have been gaining success (Meng et al., 2011, 2014).

In contrast, statistical point-process models based on the
generalized linear model (GLM) framework have provided a
tractable tool for modeling spiking responses of neurons in
sensory systems (Truccolo et al., 2005; Pillow et al., 2008).
Previous work has shown the utility of finding linear features that
can explain the spiking behavior of HH models (Agüera y Arcas
and Fairhall, 2003; Agüera y Arcas et al., 2003; Weber and Pillow,
2017). Unlike simple linear/non-linear models, GLMs also
incorporate a dependence on the history of activity, potentially
providing a helpful interpretative framework for adaptation
(Mease et al., 2014; Latimer et al., 2019a). We therefore fit GLMs
to spike trains generated from HH neurons. Here, we considered
gain scaling and fractional differentiation individually by using
one set of HH neurons that showed gain scaling and another
that produced fractional differentiation. Our goal here is not to
analyze the details of these models to explain the adaptation
phenomena, but to use thesemodels as a source of “experimental”
data with which to test the ability of the GLM to capture the
same phenomena. We found that the GLMs could reproduce the
single-neuron adaptive computations of gain scaling or fractional
differentiation. Capturing gain scaling across a range of HH
active conductance parameters depended both on the choice
of link function and spike history length. As the length of the
spike history filter increased, the stimulus dependency of neurons
changed from differentiating to integrating (Stevenson, 2018).
Capturing adaptation as a fractional derivative required a history
filter that could account for long timescale effects: on the order of
10 s. Together these results demonstrate that the GLM provides
a tractable statistical framework for modeling adaptation that
occurs at the single-neuron level.

2. MATERIALS AND METHODS

To generate spike train data that display the two types of
adaptation we study, we use Hodgkin-Huxley neuron models
with parameter choices and channel dynamics previously shown
to reproduce effects seen in experimental data. In principle we
could use a single model that incorporates both gain scaling and
fractional differentiation. While both types of adaptation have
been observed in fly neuron H1 (Fairhall et al., 2001b), they
have not been reported to occur in the same cortical cells. We
therefore choose here to separate the two effects by considering
two previously proposed HH models: one that has been applied
to model gain scaling (Mease et al., 2013) and a second which

exhibits fractional differentiation (Lundstrom et al., 2008). We
verified (data not shown) that both effects can be obtained within
the same model, but with slight quantitative differences.

2.1. Gain Scaling
Gain scaling refers to the case when for an input-output function
of a neuron, the input gain is proportional to the standard
deviation (SD) of the stimulus (σ ). Thus, the gain depends on the
recent context. If a neuron achieves perfect gain scaling, the firing
rate R given a particular stimulus value, s, and input standard
deviation can be written as:

Rσ (s) = R̄σ R̂
( s

σ

)

(1)

where the normalized stimulus ŝ = s
σ
, and the output gain, R̄σ , is

constant in s.
To quantify the degree of gain scaling in a neuron’s spiking

output, we measure the firing rate function in response to a
white-noise input, x(t), at different SDs and constant mean
µ (Figure 1A). For each standard deviation, we compute the
normalized spike-triggered average (STA; Figure 1B) (Rieke
et al., 1999). We then compute the stimulus as the convolution
s(t) =

∫ t
0 STA(t

′)(x(t− t′)−µ)dt′. The spike rate function is then
defined probabilistically as

Rσ (s)1t = pσ (spk|ŝ) =
pσ (ŝ|spk)

pσ (ŝ)
pσ (spk) (2)

where the right side follows from Bayes’ rule. The average firing
rate in time bin of width 1t is pσ (spk). Thus, we get R̄σ 1t =

pσ (spk) and R̂
(

s
σ

)

=
pσ (ŝ|spk)
pσ (ŝ)

. The spike-triggered stimulus

distribution, pσ (ŝ|spk), is the probability of the stimulus given
that a spike occurred in the bin. By definition the marginal
stimulus distribution, pσ (ŝ), is a standard normal distribution
which does not depend on σ . Therefore, if pσ (ŝ|spk) is similar
across different values of σ , gain scaling is achieved because R̂(ŝ)
does not depend on σ .

We measure gain scaling in terms of the spike-triggered
distribution. We do so using the 1st Wasserstein, or
earth-mover’s metric (Rubner et al., 1998) (we obtained
qualitatively similar results using the symmetrized Kullback-
Leibler divergence and Jensen-Shannon divergence). The
Wasserstein metric is a distance function between two
probability distributions. Intuitively, it can be thought of as
the minimum work needed to transform one distribution into
the other by moving probability mass as if the distributions are
piles of sand (Supplementary Figure 1). Formally, it is defined as

W1(µ, ν) = inf
γ∈Ŵ(µ,ν)

∫

M×M
d(x, y) dγ (x, y) (3)

where ν and µ are probability measures on a metric space M
with metric d(·, ·). The infimum is taken over the collection of
measures,Ŵ(µ, ν), onM×M withµ and ν marginal distributions.
We compute the gain scaling score at σ as

Dσ = W1(p1(ŝ|spk), pσ (ŝ|spk)). (4)
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A distance close to 0 indicates that the spike-triggered
distributions are similar, and therefore the cell is gain scaling
its input (Figures 1C,D). Larger values of Dσ indicate that the
input-output function does not scale with σ (Figures 1E–G). We
computed the spike-triggered distribution using a histogramwith
bins of width 0.1.

2.1.1. Gain Scaling in Hodgkin-Huxley Neurons
A previous study by Mease et al. (2013) found that Hodgkin-
Huxley models could account for gain scaling observed in
pyramidal neurons. Thus we simulated spikes from single-
compartment Hodgkin-Huxley style models of pyramidal
neurons, providing a source of data with which to explore
the expression of this property using GLMs. In this model,
the membrane voltage depends on voltage-gated sodium and
potassium conductances (GNa and GK) and a passive leak
conductance (GL). The voltage and gating dynamics followed the
equations (Mainen et al., 1995)

C
dV

dt
= Istim(t)− GNam

3h(V − ENa)− GKn(V − EK)

− GL(V − EL) (5)

such that for each gate x ∈ {n,m, h}

τx(V)
dx

dt
= x∞(V)− x, τx(V) =

1

αx(V)+ βx(V)
(6)

n∞(V) = αn(V)τn(V), m∞(V) = αm(V)τn(m),

h∞(V) =
1

1+ exp
(

V+65
6.2

) (7)

αn(V) =
20(V − 20)

1− exp
(

−
V−20

9

) βn(V) =
−2(V − 20)

1− exp
(

V−20
9

) (8)

αm(V) =
182(V + 35)

1− exp
(

−
V+35

9

) βm(V) =
−124(V + 35)

1− exp
(

V+35
9

)

αh(V) =
24(V + 50)

1− exp
(

−
V+50

5

) βh(V) =
−9.1(V + 75)

1− exp
(

V+75
5

) .

The parameters of the model were the same as in Mease et al.
(2013). The reversal potentials were ENa = 50, EK = −77, and
EL = −70mv and the capacitance was C = 1µF/cm2. The leak
conductance was set to 0.4pS/µm2 so that the resting membrane
had a time constant of ∼25ms. As in Mease et al. (2013), we
explored a range of values for the active conductances GNa and
GK : from 600 to 2,000 pS/µm2 in increments of 100pS/µm2.
Simulations were performed in MATLAB using a fourth-order
Runge-Kutta method with step size 0.01ms. Spike times were
defined as upward crossings of the voltage trace at -10mv
separated by at least 2ms.

The input was constructed as independent Gaussian draws
every 1 ms with parameters N

(

µ, (4µσ )2
)

where σ was set to
1.0, 1.3, 1.6, or 2.0. The mean was constrained to be proportional
to the standard deviation similarly the current-clamp protocol
used to study gain scaling in Mease et al. (2013). For each value
of GNa and GK , the mean input, µ, was tuned so that at baseline,

where σ = 1, each simulation produced ∼10spk/s using a 100s
simulation.We did not consider values ofGNa andGK that spiked
spontaneously (i.e., spiked when µ = 0). We simulated 2,000 s of
spiking activity at each stimulus level (generating∼20,000 spikes
at σ = 1).

2.2. Fractional Differentiation
We next looked at periodic modulations of the stimulus standard
deviation to model long timescale adaptive effects. We applied
stimuli consisting of Gaussian noise with sinusoidal or square
wave modulation of the variance between 1 and σ with σ

again taking values of 1.3, 1.6, or 2.0, at a number of different
frequencies. We analyzed simulated spike trains across seven
noise modulations periods: 1, 2, 4, 8, 16, 32, and 64s. The
simulations were 3,200 s for each period, giving a minimum of
50 cycles per period.

Lundstrom et al. (2008) found that pyramidal neurons can act
as fractional differentiators of the stimulus amplitude envelope
for this type of input. Fractional derivatives generalize the
derivative operator such that, analogous to taking the first
derivative of a function twice to obtain the second derivative,
taking the fractional derivative of order α = 1/2 twice results
in the first derivative (Oldham and Spanier, 1974). Fractional
differential filters respond to a square stimulus as an exponential-
like decay with a time constant that depends on α (Figures 2A,B).
Fractionally differentiating a sinusoidal stimulus produces a
frequency dependent gain change (Figure 2C)

gain ∝ f α (9)

where f is the frequency. Additionally, fractionally differentiating
the sine function gives a frequency independent phase shift, φ, of
the stimulus (Figure 2D):

φ = α
π

2
. (10)

These three measures can be combined to estimate approximate
fractional differentiation by neurons.

To compute the fractional derivative order, we computed
cycle-averaged responses obtained using 30 bins per cycle at
each stimulus amplitude modulation frequency. We fit the
cycle-averaged square-wave responses across all modulation
frequencies as the best fitting fractional derivative of the stimulus
amplitude (plus a baseline rate) using least-squares. To fit α to
the phase lead of the sine-wave responses, we computed mean
phase lead (φ) across frequencies and applied Equation (10). To
fit α to the gain of the sine-wave responses, we applied Equation
(9) by fitting a least-squares regression between the frequency of
modulation and the logarithm of the gain.

2.2.1. Fractional Differentiation by Hodgkin-Huxley

Neurons
We simulated neurons from the standard HH model with
three additional afterhyperpolarization (AHP) currents with time
constants ranging from 0.3 to 6s as was done by Lundstrom et al.
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FIGURE 1 | (A) The voltage (V ), stimulus current (Istim), and stimulus filtered by the STA (s) for Hodgkin-Huxley simulations of a neuron stimulated with white noise at

two different standard deviation levels (black σ = 1; red σ = 2). In this simulation, the total sodium and potassium conductances were equal

(GNa = GK = 1, 000pS/µm2 ). (B) The STAs measured at the two stimulus standard deviations. (C) Left shows the spike-triggered distributions of the STA filtered

input (s) and right shows the distributions over the STA filtered input scaled by the standard deviation (ŝ). The shaded areas show the prior stimulus distributions,

which are Gaussian distributed with standard deviation σ . (D) The input-output functions of the stimulation at each stimulus level. Scaling the input by the standard

deviation shows that the simulated neuron scales the gain of the input by the stimulus standard deviation (right). (E) The STAs measured at two standard deviations

from a Hodgkin-Huxley simulation with high potassium and low sodium total conductances (GNa = 600 and GK = 2, 000pS/µm2 ). The spike-triggered stimulus

distribution (F) and scaled input-output function (G) for this simulation does not show gain scaling.

(2008). The equations for the HH neurons were

C
dV

dt
= Istim(t)− GNam

3h(V − ENa)− GKn
4(V − EK)

− GL(V − EL)−

3
∑

i=1

GAHP,iai(V − EAHP)

(11)

The gates x ∈ n,m, h follow the dynamics

τx(V)
dn

dt
= x∞(V)− x, τx(V) =

1

αx(V)+ βx(V)
,

x∞(V) = αx(V)τx(V) (12)

αn(V) =
0.01(V + 55)

1− exp(−0.1(V + 55))
,

βn(V) = 0.125 exp (−(V + 65)/80) (13)

αm(V) =
0.1(V + 40)

1− exp(−0.1(V + 40))
,

βm(V) = 4 exp (−(V + 65)/18)

αh(V) = 0.07 exp (−(V + 65)/20),

βh(V) =
1

1+ exp(−0.1(V + 35))
.

The AHP currents have linear dynamics and are incremented by
1 at spike times (tspk,i):

dai

dt
= −

ai

τi
+

∑

i

δ(t − tspk,i) (14)
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FIGURE 2 | Example of a fractional derivative of several orders. Each row shows a different fractional order (α) of the function in the top row. (A) The fractional

derivatives of a step function with three different periods (colors) shows exponential filtering with an α dependent timescale. (B) The fractional derivatives in A scaled

by period. (C) The fractional derivatives of a sine function for three different periods. As α increases, the fractional derivative shows greater frequency-dependent gain.

(D) The same function as in (B) with the sine functions scaled by period. At higher orders, the phase lead of the fractional derivative relative to the signal increases

equally over frequencies.

where δ is the Dirac delta function. The parameters standard
were: GNa = 120, GK = 36, GL = 0.3mS/cm2; ENa = 50, EK =

−77, EL = −54.4mv; andC = 1µF/cm2. The AHP conductances
were set relative to the leak conductance: GAHP,· = (0.05, 0.006
and 0.004)GL. The AHP reversal potential was EAHP = −100mv
and the AHP timescales were set to τi = (0.3, 1, and 6)s.

Similarly to the gain scaling simulations, the stimulus
was sampled independently in each 1ms bin from a normal
distribution with mean µ. The time-dependent variance given σ

and the period p was 4µfp(t, σ ). The time-dependent modulation
function for the square-wave stimulus was

fp(t, σ ) = 1+ (σ − 1)

⌊

1

2
sin

(

2tπ

p

)

+ 1

⌋

(15)

where ⌊·⌋ denotes the floor operator, and the function for the
sine-wave stimulus was similarly defined as

fp(t, σ ) = 1+ (σ − 1)

(

1

2
sin

(

2tπ

p

)

+
1

2

)

. (16)

The parameter µ was calibrated so that with no variance
modulation (i.e., σ = 1), the simulated cells produced∼ 10spk/s.

2.3. Generalized Linear Models
TheGLMdefines the spiking activity as an autoregressive Poisson
process with (Figure 3A). The spike rate at time t is given as a
linear–nonlinear function of the stimulus and the spike history

λt = f
(

k⊤stimxt + h⊤spkyhist,t + b
)

(17)

where xt is the stimulus vector preceding time t (the values of
Istim), and yhist is the spike history vector. The parameters of the
GLM are the stimulus filter (kstim), the spike history filter (hspk),
and baseline rate (b). For the inverse-link function, f , we used the
canonical exponential function except where otherwise noted.

The log-likelihood of a binned spike train, y, given the model
parameters is then

log p(y|kstim, hspk, b) =

T
∑

t=1

−λt1t + yt log(λt)+ const. (18)

For all model fits and simulations, we set 1t = 1 ms.
We numerically maximized the log-likelihood using conjugate-
gradient methods.

To reduce the number of model parameters, we parameterized
the filters using smooth basis functions (Figure 3B). The stimulus
filter was parameterized using 15 raised cosine basis functions:

kstim(t) =

15
∑

j=1

zjgj(t),

gj(t) =

{

1
2 cos

(

log[t+c]−φj

a

)

+
1
2 for

log[t+c]−φj

a ∈ [−π ,π]

0 otherwise

(19)

where t is in seconds. To fit kstim, we optimized the weights zj.We
set c = 0.02 and a = 2(φ2 − φ1)/π . The φj were evenly spaced
from φ1 = log(T0/1000+c), φ15 = log(Tend/1000+c) where the
peaks of the filters are in the range T0 = 0 and Tend = 100 ms.
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FIGURE 3 | (A) Diagram of the neural GLM that describes spiking as an autoregressive Poisson process. (B) The basis functions used to parameterize the GLM

filters. (top) The stimulus basis used for all GLMs. (middle) The spike history basis used for the gain scaling simulations. (bottom) The spike history basis used for the

fractional differentiation simulations. Due to the length of the spike history filters needed to capture fractional differentiation, the time axis is shown in log scale.

FIGURE 4 | (A) Example filters from GLM fits to HH simulations with three different spiking conductance levels (rows). Large negative values driving the refractory

period in the spike history filter (right) have been truncated. (B) The spike-triggered averages (left), scaled spike-triggered stimulus distributions (right), and scaled

input-output functions (right) for the GLM fits in A for all four stimulus SDs. (C) Same as B for the HH simulations. (D) Gain scaling (D2 from Equation (4), Wasserstein

distance between the spike-triggered distributions at σ = 1 and σ = 2) at all the spiking conductance levels explored for the GLM simulations (top) and the

Hodgkin-Huxley simulations (bottom). Lower values of D2 correspond to stronger gain scaling. The three black circles indicate the conductance levels for the GLM

examples in A and B. Gain scaling was not computed for values of GNa and GK that resulted in spontaneous spiking in the Hodgkin-Huxley simulations.

The spike history filter bases were constructed in two parts.
To account for the absolute refractory period, we used 5 box
car filters of width 2 ms for the first 10 ms of the spike history.
The remaining spike history filter was parameterized using raised
cosine basis functions with the parameter c = 0.05. For the gain
scaling simulations, N = 15 cosine basis functions were used
with spacing T0 = 10 and Tend = 150 ms. For the fractional
differentiation simulations, N = 25 cosine basis functions were

used with spacing T0 = 10 and Tend = 16, 000 ms. To explore
how the timescale of spike history affected adaptation in the
GLM, for each model we fit the GLM using only the first i cosine
basis functions for each i = 0 (using only the refractory box-car
functions) to i = N. Thus, we obtained N + 1 nested model fits
across a range of spike history lengths. When stated, the length of
the spike history filter, Thist , denotes the time of the peak of the
ith basis function.
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FIGURE 5 | (A) The pseudo-R2 of the GLM fits at the four different stimulus

SDs averaged over all GNa and GK as a function of spike history length. The

GLMs were trained at all stimulus conditions. (B) Gain scaling in the

Hodgkin-Huxley simulations (blue) measured as a function of the

sodium-potassium conductance ratio (GNa/GK ). The gray traces show gain

scaling measured in the GLMs fit to the HH simulations for four different spike

history filter length. The GLMs were trained using HH simulations with the

stimulus at the baseline SD (σ = 1.0). (C) The average pseudo-R2 measured

for each σ for the GLMs given each training stimulus condition. (D) Same as B

for the GLMs fit only using all four values of σ .

2.3.1. Evaluating Model Performance
We evaluated the GLM performance by assessing the ability of
the GLM to predict the HH model response to a 32 s novel
stimulus. For the gain scaling simulations, we tested the response
to the test stimulus at each stimulus SD (σ ). For the fractional
differentiation simulations, the stimulus SD was modulated by
a sine or square wave with a 4 s period and a modulation
height of σ = 2.0. Predictive performance was evaluated using
the pseudo-R2 score (Cameron and Windmeijer, 1997). We
selected this measure because it can be applied to Poisson process
observations instead of trial-averaged firing rates as is required
by the standard R2 measure of explained variance (Benjamin
et al., 2018). Thus, it is especially appropriate for comparing the
stochastic GLM to a spike train simulated by the deterministic
HH model. The pseudo-R2 is written as the ratio of deviances:

pseudo− R2 = 1−
D(y∗, GLM)

D(y∗, null)

= 1−
log

(

pGLM(y∗|kstim, hspk, b)
)

− log
(

psatur.(y
∗)

)

log
(

pnull(y∗|y∗)
)

− log
(

psatur.(y∗)
)

(20)

where y∗ is the test spike train. The GLM likelihood is
pGLM(Yy∗|kstim, hspk, b) and the likelihood of the null model

(pnull(y
∗|y∗)) is the probability of the spike train given only the

mean firing rate, y∗. The saturated model likelihood (psatur.(y
∗))

is the probability of observing y∗ given one parameter per bin:

that is, the Poisson probability of observing y∗ given amodel with
rate λ = 1 in each bin in which the HH model spiked and rate
λ = 0 in each bin that the HH did not spike. Thus, the pseudo-R2

measures the fraction of explainable log-likelihood captured by
the GLM.

3. RESULTS

3.1. GLMs Capture Gain Scaling Behavior
To investigate how GLMs can capture biophysically realistic
gain scaling, we fit the Hodgkin-Huxley simulations with GLMs
(Figure 4A). We fit a unique GLM for each value of GNa and
GK in the HH model, and the GLMs were fit using the entire
range of stimulus SDs (σ = 1.0, 1.3, 1.6, and 2.0). Applying
the STA analysis at the four stimulus SDs, we quantified gain
scaling in GLM fits and compared the gain scaling in the GLM
simulations to the HH neurons (Figures 4B,C). Across the range
of spiking conductance values, we found that the GLM fits
consistently showed gain scaling (Figure 4D). The HH neurons
showed the greatest degree of gain scaling when the GNa/GK

ratio was close to one, with the lowest D2 score occurring at a
ratio of 1.17 (Mease et al., 2013). We observed the same pattern
in the GLM simulations, but the GLM fits generally exhibited
stronger gain scaling when GNa/GK < 1 than the HH neurons.
We note that in general the optimal GNa/GK ratio depends on
the leak conductance; however, here we assumed a fixed leak
for simplicity.

The GLM’s characterization of the HH neurons depended
on the spike history filter. This is revealed by comparing the
stimulus filters (Figure 4A) to the stimulus features extracted by
spike-triggered averaging (Figure 4B): While the STA showed
multiphasic responses, the GLM stimulus filter was consistent
with a simple, monophasic integration. This demonstrates that
the STA reflects the combination of stimulus and spike history
effects (Agüera y Arcas and Fairhall, 2003; Stevenson, 2018). A
spike history filter of sufficient length was necessary to achieve
accurate model fits across all stimulus SDs (Figures 5A,B). A
possible interpretation of this finding is that the spike history
is acting as a measure of the “context” that serves to normalize
the stimulus response, and that a sufficiently long sampling
of the spiking output is needed in order to perform this
normalization appropriately.

We also explored how the stimulus conditions used to fit
the GLM determined the model’s ability to capture gain scaling.
Remarkably, we found that the GLM fit only to the baseline
stimulus SD (σ = 1.0) captured the gain scaling pattern seen
in the HH neuron (Figure 5B). The gain scaling observed in
the GLMs required a sufficiently long spike history filter, on the
order of at least 50 ms. With shorter spike history, the GLM
did not obtain the same level of gain scaling at the optimal
GNa/GK ratio. However, these GLMfits failed to generalize across
stimulus SDs. The GLM trained only at σ = 1.0 explained less
variance in the spiking responses to a stimulus at σ = 2.0 than
a model capturing only the mean firing rate for all values of
GNa and GK (predictive pseudo-R2 <0; Figure 5C). Therefore,
the GLM trained at σ = 1.0 does not accurately characterize
the HH responses despite accurately predicting gain scaling in
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FIGURE 6 | Principal component analysis of the GLM stimulus and spike history filters trained across all values of GNa and GK . The GLMs were trained on all σ values

with a spike history length of 150 ms. (A) The first two PCs (blue and red) of the stimulus filter. The normalized mean filter is given in black. (B) The projections of the

stimulus filters onto the first two PCs. The shade of the points corresponds to GNa/GK where lighter indicates a higher ratio. The black points in (B,C,E,F) indicates

GLM fit to the HH model with the best gain scaling (i.e., lowest D2). (C) The stimulus filter PC weights (same as in B) as a function of the GNa/GK ratio. (D) The

stimulus filter PC weights as a function of the gain scaling factor (D2) observed in the HH simulation fit by the GLM. (E–H) Same as (A–D) for the GLMs’ spike history

filters. The first 20 ms of the spike history filters were excluded from analysis to avoid effects from the strong refractory period.

FIGURE 7 | (A) The five inverse-link functions tested in the GLM. The red trace shows the canonical exponential inverse-link function used in Figures 4, 5. The gray

traces show the soft-power function for different exponents, p. (B) The difference in predictive performance (measured as pseudo-R2) between the exponential GLMs

and the power-law GLMs for p ∈ {2, 3, 4, 5} for a test stimulus of σ = 1.0 (left) and σ = 2.0 (right). Positive values indicate the GLM with a power-law non-linearity had

greater predictive performance than the exponential GLM. The GLMs were fit to all σ . (C) Gain scaling predicted by the power-law GLMs (gray traces) compared to

the exponential GLMs (red) and the HH simulations (blue).

those cells. In contrast, GLMs trained at all four σ values failed
to capture the lack of gain scaling at low GNa/GK values despite
showing improved model fit across all σ (Figure 5D; a detailed
example is provided in Supplementary Figure 2A). Because the
GLM trained on all σ showed both consistent generalization
performance and strong gain scaling behavior, the remaining
analyses considered only that training condition.

We next considered how the GLM parameters related to
the gain scaling computation and the space of GNa and
GK in the HH models. To visualize the geometry of the
model parameters, we performed PCA on the stimulus and

spike history filters (Figures 6A,E). The filters produced across
the two HH parameters spanned a two-dimensional subspace
(variance explained: stimulus 98.8%, spike history 97.3%). The
PCA reconstructions for example stimulus filters are given
in Supplementary Figure 3. This decomposition of the stimulus
filter shows that the first mode is primarily an integrator, while
the second acts as a derivative, and will serve to adjust the
timescale of the filter’s integration window. The inflection point
for the second mode suggests that there may be an optimal
time constant of stimulus and spike history integration needed
to support the gain scaling property (Figures 6B,F). The first
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component for both filters correlated with the GNa/GK ratio
(Figures 6C,G; stimulus PC1 r = −0.97, p < 10−4; spike history
PC2 r = 0.97, p < 10−4). The second PC correlates with the
gain scaling value observed in the corresponding HH model
(Figures 6D,H; stimulus PC2 r = −0.89, p < 10−4; spike history
PC2 r = 0.90, p < 10−4).

3.1.1. Power-Law Firing Rate Nonlinearities
The GLMs we considered used the canonical inverse-link
function, the exponential nonlinearity (McCullagh and Nelder,
1989), to transform the filtered stimulus plus spike history into
a firing rate. However, it is known that firing rate nonlinearities
that instead have a power-law relationship of the input produce
gain scaling (Miller and Troyer, 2002; Murphy and Miller, 2003).
We therefore considered a range of soft-power nonlinearities
over a range of exponents for the GLM firing rate (Figure 7A;
Equation 17):

f (x) = log(1+ exp(x))p (21)

for p ∈ {2, 3, 4, 5} (for p = 1, the model performed poorly
for all HH simulations and the results are not shown). We
found that the power-law nonlinearity produced better predictive
fit than the exponential for HH simulations with low GNa/GK

ratios (Figure 7B). For those ratios, the exponential GLM in fact
predicted greater gain scaling than the HH simulation actually
showed (Figure 5A and Supplementary Figure 2A). We found
the power-law nonlinearities showed less gain scaling in the
low GNa/GK regime, which was more consistent with the HH
simulations (Figure 7C). This perhaps counter-intuitive result
is likely due to the temporal processing of the GLM: the spike
history filter shapes the effective stimulus-response function over
longer timescales. Thus, the instantaneous spike rate function
need not be a power law to produce gain scaling and an
instantaneous power-law function may not result in strong gain
scaling in the presence of spike history dependencies.

3.2. GLMs Capture Fractional
Differentiation With Long Timescales of
Adaptation
In this section, we address adaptive computations occurring
over multiple timescales spanning tens of seconds, instead
of instantaneous gain. We consider adaptation to changes in
stimulus variance in the responses of HH simulations with
three AHP currents (Lundstrom et al., 2008). The neurons were
injected with noise stimuli with a periodically modulated SD. The
stimulus SD followed either a sine or square wave. We focused
our analyses on the cycle-averaged firing rate to see how the
neural responses reflect fractional differentiation of the stimulus
SD envelope in the cycle-averages.

We fit GLMs to HH simulations in response to either
sine- or square-wave SD modulation. The training data
included simulations with noise modulation periods of 1–64s.
We considered GLMs with different lengths of spike history
filters. Cycle-averaged responses of HH and GLM simulations
appear qualitatively similar (Figure 8), and thus we aimed to
characterize how well the GLM fits captured the fractional

FIGURE 8 | (A) The cycle-averaged response of the simulated

Hodgkin-Huxley neurons with three AHP currents to sine wave modulated

noise. Each trace shows the average response for a different period of noise

modulation. The columns show the responses to different strengths of

stimulus noise modulation (σ ). (B) The cycle-averaged response of a GLM fit

to the HH simulations in (A). The GLM used a 16s spike history filter. (C) The

cycle-averaged response of the HH neurons to square-wave modulated noise.

(D) The cycle-averaged response of a GLM fit to the HH simulations in (C).

The cycle averages can be compared to the exact fractional derivatives in

Figures 2B,D.

differentiation properties of the HH neuron. Although the AHP
conductances act to provide a simple linear filtering of the spike
train similar to the GLM’s spike history filter, the GLM effectively
assumes that the spike history is instead a current such that the
total conductance of the cell remains constant (Latimer et al.,
2019b). Therefore, it is not given that the GLM can replicate the
computational effects of the AHP conductances.

The sinusoidal noise simulations show two properties of
fractional differentiation. First, we estimated response gain (i.e.,
the strength of the sinusoidal modulation in the cycle-averaged
response as a function of stimulus period; Figure 9A). In an
ideal fractional differentiator, the log gain is proportional to
the log of the stimulus period. The HH neuron shows a near
linear response (r2 = 0.99, p < 10−4). Although the GLM
with short history shows an almost flat relationship, increasing
the spike history length shows similar slope to the HH neuron.
The second property was the phase lead of the cycle-averaged
response relative to the stimulus (Figure 9B). The phase lead
should be constant under perfect fractional differentiation. The
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FIGURE 9 | (A) The gain of the average responses to sine-wave modulated noise as a function of stimulus period for the HH and GLMs (Figures 8A,B right). The

GLM fit with a 0.17s spike history filter (gray) is compared to the GLM with the full 16s spike history (black). The HH simulation is given in blue. The noise stimulus was

modulated with σ = 2. (B) The phase lead of the average responses to sine-wave modulated noise as a function of stimulus period for the HH and GLMs. The fraction

of variance explained in the HH phase lead curve by the GLM with 16s spike history was R2 = 0.61. (C) The time constant of an exponential function fit to the

cycle-averaged response to square wave noise for each stimulus period (Figures 8C,D right). The markers denote time constants estimated for steps from low to

high variance or step from high to low variance. The fraction of variance explained of the log time constants of the HH simulation by the GLM with 16s spike history

was R2 = 0.80. (D) The fractional differentiation order (α) of the GLM estimated by the slope of gain as a function of the log stimulus period in (B). The value is

estimated for each spike history lengths (black) and compared to α estimated from the HH simulation (blue). The red trace shows α estimated from the GLM fit only to

unmodulated noise. (E) α estimated by the average phase lead across stimulus periods. (F) α estimated by fitting a the square-wave responses with a fractional

differentiating filter. (G–I) α estimated at different noise modulation strengths for the 16s spike history GLM and HH simulation.

phase lead declines with longer period, but the HH simulation
still shows strong phase lead in a 64s period. Short spike history
filter GLMs exhibit a phase lead that tends to zero with long SD
periods. However, the GLM fit with a long spike history filter
closely tracks the HH neuron’s phase lead.

The final signature of fractional differentiation was the
exponential decay of the cycle-averaged response under square-
wave noise simulation (Figure 9C). We estimate the time
constant of the decay on the square noise cycle average for
both steps up and steps down in stimulus SD. The time
constant increases approximately linearly with the SD period,
and GLMs with long spike history showed time constants closely
approximated the HH neuron.

From each signature, we estimated the order of the fractional
differentiation (α) in both the HH neurons and the GLM fits.
We estimated the order using the slope of log-period compared

to log-gain and mean phase lead across all stimulus periods for
the sine-wave SD simulations (Figures 9D,E). A least-squares
fit of FD filter of order α was applied to the square noise
stimuli (Figure 9F). We considered α for the GLM fits as a
function of the spike history length. The order estimates for the
HH neuron, although slightly different for each signature, were
approximately α = 0.2. The GLM’s FD order tends toward that
of the HH neuron as the spike history length increases from
below. Surprisingly, when we considered a GLM trained only
to a flat noise stimulus (no sine or square modulation; stimulus
SD σ = 1.0) showed similar estimates of α (Figures 9D–F, red
traces). Thus, the response properties giving rise to fractional
differentiation of the noise envelope could be detected by the
GLM even without driving with long timescale noise modulation.

We then considered how the estimated fractional
differentiation order depended on the strength of the SD
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FIGURE 10 | (A) Comparing simulations of the HH model to sine wave modulated (left) and square wave modulated (right) noise. The black traces show the stimulus

and the blue traces show the standard deviation envelope. The red raster denotes the HH spike response. Several repeated simulations of the GLM are shown for a

GLM trained with only a 10ms spike history (gray raster) and a GLM trained with the full 16s spike history (black raster). (B) Assessing the model fitness for GLMs fit to

sine wave modulated noise (left), square wave noise (middle), and unmodulated noise (right). The pseudo-R2 measured on a withheld training set simulated from the

HH model as a function of spike history length. The stimulus was sine (solid lines) or square (dashed lines) modulated noise with a 4s period and a modulation strength

of σ = 2. (C) The integral over time (i.e., cumulative sums) of each spike history filter. (D) The stimulus filters for all GLM fits.

modulation. We found a slightly higher α for lower stimulus
SDs (note that σ = 2.0 was used to fit the GLMs) for the gain
and timescale estimates (Figures 9G–I). However, the phase lead
estimate was fairly stable across SDs.

Next, we quantified how well the GLM predicted the HH
responses to new stimuli (Figure 10A). Spike history filters with
timescales of several seconds improved the GLM’s ability to
predict spike trains, and the improvement continued for spike
histories of several seconds (Figure 10B). However, training only
on unmodulated noise did not result in a good GLM fit despite
predicting α (Figure 10B).

We examined the parameter estimates in the GLM as a
function of spike history length. We plotted the integral of

the spike history filter to show how the filter integrates spikes
over time. The integrals show long timescales for the GLM
fit to either sine- or square- wave noise (Figure 10C). The
GLM fit to either type of noise predicted over 60% of the
variance in the HH responses to both sine- and square-wave
noise. The flat noise GLM also showed long timescales, but
the integral changed substantially with changes in the length of
spike history. This indicates that the combination of spike-history
dependent timescales is not well-constrained in the flat noise
condition despite predicting α, perhaps due to biases present in
the data without modulations (Stevenson, 2018). The stimulus
filters are short timescale and showed little dependence on spike
history length (Figure 10D). Thus, the GLM captured fractional
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differentiation in theHHneuron by linearizing the long timescale
AHP currents.

4. DISCUSSION

Individual neurons can adapt their responses to changes in input
statistics. Here, we studied two adaptive computations to changes
in the stimulus variance that are captured by biophysically
realistic neurons. First, we examined gain scaling of the inputs
so that the spike-triggered stimulus distribution was independent
of the stimulus variance. The ability of the neuron to gain scale
depended on the ratio of the spike-generating potassium and
sodium conductances. Second, we considered spiking responses
that approximate a fractional derivative of the stimulus standard
deviation, which can be produced by a set of AHP currents with
different timescales. Although HH neurons can produce these
adaptive effects, it is difficult to fit the HH to data.
Our results demonstrate that the GLM provides a tractable
statistical framework for modeling adaptation to stimulus
variance in single-neurons. The GLM provides an alternative
representation of the spiking responses as two linear filters
(stimulus and spike history filters) with a fixed spiking
non-linearity instead of a multidimensional (and potentially
stochastic) dynamical system (Meng et al., 2011, 2014).
Importantly, a single GLM could accurately approximate the
responses of HH neurons across multiple levels of input variance
or across multiple timescales of variance modulation. The GLM
accomplished this by linearizing the effect of recent spiking
into a non-linear and stochastic spiking mechanism to adjust
for the current stimulus statistics, which can act as a measure
of the current stimulus context. To reproduce gain scaling,
around 150ms of spike history is required, in line with the
rapid expression of the gain scaling property with changes in
stimulus statistics (Fairhall et al., 2001a; Mease et al., 2013). In
the fractional derivative case, the GLM summarized the multiple
AHP currents of the HH models as a single linear autoregressive
function with multiple timescale effects.
This approach shows that at least part of the spectrum of adaptive
behaviors to stimuli with time-varying characteristics can be
captured through a single linear spike history feedback. Effective
alternative approaches have captured time-varying context with a
multiplicity of filters acting on different timescales of the stimulus
alone (Kass and Ventura, 2001; McFarland et al., 2013; Qian et al.,
2018; Latimer et al., 2019a).

The simulations explored here assumed the input to a cell was
an injected current generated from a Gaussian distribution.
However, neurons receive input as excitatory and inhibitory
conductances, which can be integrated across complex dendritic
processes (Ozuysal et al., 2018; Latimer et al., 2019b).
Additionally, realistic input statistics may not follow a Gaussian
distribution (Heitman et al., 2016;Maheswaranathan et al., 2018).
Further work toward understanding the adaptive computations
performed by single neurons should consider the inputs the
neuron receives within a broader network and should consider
non-linear stimulus processing (McFarland et al., 2013; Benjamin
et al., 2018).
Neural coding and computations that occur across a wide range
of input levels depend heavily on adaptation to the stimulus
variance (Wark et al., 2007). The GLM, despite being a simple
approximation, can provide a good representation of adaptive
computations in biophysically realistic neurons.
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Neurons in the barrel cortex respond preferentially to stimulation of one principal whisker
and weakly to several adjacent whiskers. Such integration exists already in layer 4, the
pivotal recipient layer of thalamic inputs. Previous studies show that cortical neurons
gradually adapt to repeated whisker stimulations and that layer 4 neurons exhibit
whisker specific adaptation and no apparent interactions with other whiskers. This
study aimed to study the specificity of adaptation of layer 2/3 cortical cells. Towards
this aim, we compared the synaptic response of neurons to either repetitive stimulation
of one of two responsive whiskers or when repetitive stimulation of the two whiskers
was interleaved. We found that in most layer 2/3 cells adaptation is whisker-specific.
These findings indicate that despite the multi-whisker receptive fields in the cortex, the
adaptation process for each whisker-pathway is mostly independent of other whiskers.
A mechanism allowing high responsiveness in complex environments.

Keywords: barrel cortex, whisker stimulation, layer 2/3 cortex, receptive fields, integration, intracellular, in vivo

INTRODUCTION

The organization of receptive fields in layer 2/3 of the barrel cortex has been studied in rodents
mainly using passive stimulation of individual whiskers. In the barrel cortex neurons typically
respond primarily to stimulation of a single whisker and somewhat less to neighboring whiskers
(Simons, 1985; Simons and Carvell, 1989; Armstrong-James et al., 1992; Bruno and Simons, 2002).
Layer 4 cells typically have wider receptive fields than layer 2/3 cells (Bureau et al., 2006; Viaene
et al., 2011). Vertically directed axons project excitation from layer 4 cells into layer 2/3 cells of the
same column (Lübke et al., 2000). Hence the response in layer 2/3 cells to whisker stimulation
is delayed by 2–3 ms relative to the response in layer 4 cells (Armstrong-James et al., 1992).
This additional delay supports the notion that layer 2/3 are innervated mostly by cortical cells.
However, their response to multiple whiskers may reflect inputs from layer 4 or neighboring
columns (Simons, 1985).

Assuming that the synthesis of the wider receptive fields of layer 2/3 emerges in the cortex, the
adjacent whisker response of these cells can reflect inputs from the same column via multi-whisker
layer 4 cells and/or from adjacent barrels through horizontal connections. Some proposed that
the whisker-trigeminal system is a labeled-line pathway, where subcortical structures relay to layer
4 cortex only principal whisker (PW) inputs and adjacent whisker (AW) responses are therefore
synthesized by intracortical interactions (Armstrong-James and Callahan, 1991; Armstrong-James
et al., 1991; Fox et al., 2003). Others found that AW responses in layer 4 are independent of
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intracortical interactions, reflecting direct thalamic inputs that
relay both PW and AW inputs (Simons and Carvell, 1989;
Goldreich et al., 1999; Urbain and Deschênes, 2007). For layer
2/3 cells, most studies agreed that suprathreshold excitation
spreads horizontally within layer 2/3 into the adjacent cortical
columns and subsequently across the entire barrel field. In vivo
whole-cell recordings suggest that most layer 2/3 pyramidal
cells respond with large EPSPs upon deflection of a single
whisker and have subthreshold receptive fields broader than
those of layer 4 spiny neurons (Brecht and Sakmann, 2002;
Brecht et al., 2003), suggesting intracortical integration. Based
on this hypothesis, the adjacent whisker response is independent
of layer 4 activity of the principal column. In other words,
if adjacent whisker response in layer 2/3 emerges from a
neighboring barrel, applying repetitive stimulation to the PW,
which leads to adaptation, should not affect the cell’s response
to stimulation of an adjacent whisker. On the other hand,
if the multi-whisker receptive field is inherited from layer 4
cells, a cross-adaptation effect should be observed, leading to
attenuation of the response to AW stimulation following adaptive
stimulation of the PW. Considering the latter possibility, cross-
whisker adaptation might not be always observed: when a test
AW stimulation is applied after several stimuli were applied
to the PW, due to their low firing response, the synapses
connecting layer 4 to layer 2/3 may recover from the adaptation
process, leading to a large response to the test stimulation.
To overcome this issue we examine the adaptive interactions
using an interleaved stimulation of the PW and AW. We
assume that such interleaved stimulation leads to a high level
of activity in layer 4, maintaining synapses common to the
two stimulated whiskers at a depressed state. Such stimulation
therefore allowed us to track the interactions over time as
adaptation progresses. We hypothesized that the convergence
of different whiskers’ pathways at the level of layer 4 should
result in a stronger interaction during adaptation compared to
the expected interactions when a synthesis of the receptive fields
occurs at the level of layer 2/3.

We intracellularly recorded the response of layer 2/3 neurons
to interleaved whisker stimulation of the PW and AW and
evaluated the degree of interactions between them due to
adaptation. We found no interactions for most layer 2/3 cells.
Significant interactions were found only in about one-quarter
of the tested whiskers, where profound adaptation induced
by repetitive stimulation of one whisker caused a significant
reduction in the response of a second whisker. No physiological
parameters such as latency or response amplitude were related to
the level of interactions.

MATERIALS AND METHODS

Ethics Statement
All surgical and experimental procedures were performed in
accordance with the regulations of The Weizmann Institute
Animal Care and Use Committee (IACUC App.Num.
00470109-1).

General
Adult female Sprague–Dawley rats (n = 18) were anesthetized
with halothane (0.5–1.0%), tracheotomized, and ventilated.
Heart rate, temperature, and expired CO2 were monitored
continuously. Intracellular recordings were made from barrel
cortex layer 2/3 neurons using glass micropipettes (5–9
M�) filled with an intracellular solution containing in mM:
K-gluconate, 136; KCl, 10; NaCl, 5; HEPES, 10; MgATP,
1; NaGTP, 0.3; phosphocreatine, 10; mOsm, 310. For each
recording, the principal whisker (PW) and the adjacent whisker
(AW) having the highest amplitude were mechanically deflected
in the PW preferred direction using a piezoelectric stimulator (for
details see Katz et al., 2006).

In these experiments, intracellular whole-cell patch recordings
were used and membrane potential was not compensated for
the junction potential (∼12 mV). Signals were amplified using
Axoclamp-2B (Molecular Devices, Palo Alto, CA, United States)
and low passed at 4 kHz before being digitized at 10 kHz.

Stimulation Protocol
For control stimulation, a 5/10 Hz train of 10/20 stimuli was used
for each of the two whiskers. To estimate the interaction between
whiskers, 10 Hz interleaved-stimulation was presented where
each whisker was actually stimulated at 5 Hz (see Figure 1). These
responses were compared to either 5 Hz or 10 Hz stimulation
trains delivered to each whisker alone. During each trial, a 3 s
inter-train interval was used.

Response Quantification and Adaptation
Index
We have quantified a number of response properties such as the
amplitude, latency, rise-time, and adaptation index. The response
amplitude was defined as the maximal amplitude relative to
baseline within a 50 ms window following the stimulation. The
latency to response was defined as the time from stimulus onset to
10% deviation of the averaged membrane potential from baseline
(PSP onset) was defined as the latency to the response. The
response rise-time was quantified as the time measured from 10%
to 90% of the response amplitude.

The adaptation index (AI) was quantified according to the
following equation:

AI = 1 −
mean

(
R(n−1) : Rn

)
R1

Explicitly, this is one minus the ratio between the mean of the
last two responses [R(n−1) and R(n)] and the first responses (R1)
was calculated. The number of stimulations during 5 and 10 Hz
was 10 and 20, respectively.

Calculation of the Interactions Between
Whiskers and Adapted-State Response
Here we define the cross-whisker adaptation under interleaved
stimulation. When a response of a cell to the deflection of one
whisker is affected by the preceding whisker deflection of another
whisker, it is defined as an interaction. The interaction can either
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be facilitatory or inhibitory. To measure the interaction for a
given stimulation (i), the given formula was used:

Interaction (i) = 1−
Rinterleaved (i)− R10Hz(i ∗ 2)

R5Hz (i)− R10Hz(i ∗ 2)

R= Averaged EPSP
where RInterleaved(i) denotes the ith response of the cell to
the stimulated whisker during the interleaved stimulation of
the relevant whisker. R10 Hz(i∗2) denotes the response of the
cell during 10 Hz whisker stimulation; because the stimulation
frequency is double that during 5 Hz stimulation, the response
to the (i∗2) stimulation is measured. R5 Hz denotes the control
response during 5 Hz stimulation. The change in response from
5 Hz to 10 Hz provides a reference for the interactions.

An index of 1 will be obtained for full interaction (the amount
of adaptation for the interleaved stimulation is identical to that
expected from a single whisker stimulation) and 0 if the response
was not affected by interleaving it with stimulating the other
whisker. If the response to 10 Hz stimulation is weaker than
the response to 5 Hz stimulation and the interleaved response
has an intermediate value in between, then the interaction value
can vary between 0 when there is no interaction to 1 for a
strong interaction. Thus, response to whisker stimulation which
was significantly suppressed during interleaved stimulation was
termed “interacting.” According to the level of interactions of
cells for responses to stimulation of the two whiskers, cells were
divided into three groups: 1. Interacting, 2. Non-interacting, 3.
Unidirectional-interacting when only one whisker affected the
response of the other one and not vice versa.

The adapted-state response was defined as the mean response
of the last two deflections in 5 Hz or 10 Hz train stimuli.

RESULTS

Recorded Population
Intracellular whole-cell patch recordings were performed in layer
2/3 of the barrel cortex of anesthetized rats. Overall, 28 cells were
recorded in 18 animals. For each cell, the principal whisker (PW)
and most responsive adjacent whisker (AW) were stimulated.
The average recording depth was 411 ± 117 µm and the mean
latency whisker responses were 7.7 ± 0.3 and 8.7 ± 0.3 ms
(for PW and AW), corresponding to layers 2/3 in the rat
(Katz et al., 2006).

The Response of Layer 2/3 Cells to 5 Hz,
10 Hz, and Interleaved Stimulation of the
Principal and Adjacent Whiskers
Feed-forward inputs to layer 2/3 ascend mainly from layer 4
(Fanselow et al., 2001; Helmstaedter et al., 2009). If layer 4
cells integrate inputs from different whiskers and if adaptation
results from local mechanisms such as short-term synaptic
plasticity, strong interactions are expected in response to the
interleaved stimulation. However, our former results from layer
2/3 recordings showed only weak, but significant, interactions
between the inputs from two different whiskers (Katz et al., 2006).

In this former study, test stimulation to a whisker was delivered
following repetitive stimulation of its neighboring whisker. We
reasoned that due to the low firing rate of layer 4 cells, in
particular toward the end of the stimulation train, the ascending
synapses to layer 2/3, common to the two whiskers, will recover
from depression and thus restore the ability to respond upon
subsequent stimulation of the neighboring whisker. Here we
used an interleaved stimulation protocol to keep the ascending
pathway at a depressed state and thus allow evaluation of
the interactions while stimulating the two whiskers.Hence, this
form of stimulation allows testing the interactions between
whiskers pathways during the adaptation process, well before the
response is fully adapted. For each cell, we tested the adaptation
to PW or AW stimulation at two frequencies. An example
cell is shown in Figure 1. Neuronal responses of this cell to
5 Hz stimulation were weakly adapted (AI = 0.22 ± 0.03,
Figures 1A,E). Adaptation was more pronounced at 10 Hz
stimulation (p < 0.005, AI = 0.47 ± 0.02, Figures 1B,F). To test
for interactions, we used interleaved stimulation. Each of the two
whiskers was stimulated at 5 Hz with half a cycle shift between
the trains resulting in effective 10 Hz stimulation input at the
recorded cell (Figures 1C,G).

Interleaved stimulation in this example only weakly affected
the adaptation pattern that is expected from single whisker
stimulation at 5 Hz. This was observed by comparing the
responses to stimulation of each whisker in the interleaved
average response to those evoked by the 5 Hz stimulation
(compare traces in Figures 1A,E,C,G, the pattern of stimulation
is depicted below the averaged membrane potential traces).
The amplitude of the responses during interleaved stimulation
closely matched the response to 5 Hz stimulation, indicating
that the presence of stimulation of the neighboring whisker did
not affect the time course and magnitude of the adaptation
when considering stimulation of each whisker alone. The average
peak response amplitudes during each stimulation protocol were
measured (Figures 1D,H), and used for population analysis.
Since the number of whisker deflections during 10 Hz stimulation
was double that during 5 Hz, only response amplitudes for odd
deflections are presented.

The population peak response amplitudes to 5 Hz (Figure 2A
blue line), 10 Hz (Figure 2A, green line), and the interleaved
stimuli (Figure 2A, cyan line) were averaged across the
population (n = 56 whiskers, 28 cells). The responses to 10 Hz
stimulation were reduced by 50% and were significantly smaller
than the responses to 5 Hz (27% reduction) or interleaved
stimulations (36% reduction), (rank-sum p < 0.05). Hence, on
average the responses to the two whiskers interacted, but the
effect was not significant and much smaller than from the
expected full interaction.

If inputs evoked by stimulation of one whisker undergo
adaptation independently of those evoked by the other whisker,
stimulation of a second whisker will not affect its response
as previously found in layer 4 cells (Katz et al., 2006). In
that case, one would expect that the responses during the
interleaved stimulation will be equal to the responses during
5 Hz stimulation, having no interactions. On the other hand,
if inputs from both whiskers ascend along the same pathway
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FIGURE 1 | Responses of a layer 2/3 cell to stimulation of two whiskers during interleaved stimulation. (A) The average response of a layer 2/3 cell to 5 Hz
stimulation of the principal whisker (stimulation pattern is depicted below the trace). (B) The average response of the same cell to 10 Hz stimulation of the PW
principal whisker. (C) The average response to stimulation of the principal whisker and to the adjacent whisker under interleaved stimulation (the trace was
segmented by colors to depict the response to the two stimulated whiskers. (D) The average peak amplitudes of the three stimulation patterns in (A–C) are depicted
in light-blue for the 5 Hz stimulation, blue for the 10 Hz, and in dark gray for the response to the principal whisker during the interleaved stimulation. (D–H) Same
conventions as in (A–D) for responses to the adjacent whisker. The scales are similar for all plots.

and undergo adaptation after the two pathways converged, the
interleaved response will be similar to the response during
10 Hz stimulation, exhibiting strong interactions. We evaluated
the interactions during adapted-state responses (see section
“Materials and Methods”). Surprisingly, on average, cross-
whisker interactions during adapted-state responses were not

significantly different from the average control response to
5 Hz stimulation (Figure 2A). The interleaved responses were
significantly different in only 14 out of 56 stimulated whiskers
(rank-sum p < 0.05, 28 cells). All but one of these responses were
significantly smaller than the control responses (Figure 2B, outer
purple circles).
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FIGURE 2 | Population response to 5 Hz, 10 Hz, and interleaved stimulation. (A) The peak amplitude of the responses to the three stimulation conditions (5Hz,
10Hz, and interleaved). Note that cells exhibited adaptation from the second stimulus onward. The degree of adaptation during the interleaved stimulation was closer
to that for 5 Hz stimulation than for the 10 Hz. The responses to 10 Hz stimulation were significantly different from the others, as marked by the asterisks (rank-sum,
p < 0.05). (B) Responses of layer 2/3 cells (each point represents a single whisker test) to whisker deflection at 10 Hz and interleaved stimulation protocols are
compared to that obtained by 5 Hz stimulation. The adapted-state response to stimulation of each whisker obtained by the control stimulation pattern (5 Hz) was on
average larger than the response to 10 Hz stimulation (green) and interleaved stimulation (blue). Large magenta circles indicate a significant difference from the
response to 5 Hz stimulation. Orange dots mark the principal whiskers.

For whisker-inputs exhibiting significant interacting
responses (n = 14), synaptic inputs might have different
properties compared to those that exhibit no interactions
(n = 42). For example, two interacting whisker-inputs might
have similar synaptic response properties, suggesting that they
share the same pathway and thus undergo adaptation after
the point of convergence. Alternatively, the affected input
might evoke a smaller response due to the recruitment of a
subpopulation of afferents evoked by stimulation of the other
input. In this case, such a difference will lead to an asymmetrical
cross-whisker adaptation effect. Thus, various properties such
as the amplitude, rise-time, and latency of interacting versus
non-interacting inputs were measured (Figure 3). The response
amplitudes of interacting whisker-inputs were not significantly
different from that of non-interacting whisker-inputs (rank-
sum, p > 0.05), even though during train stimulation only the
responses of non-interacting whisker-inputs were significantly
reduced (Figure 3A, rank-sum, p < 0.005).

The rise time of both groups was not significantly different
(except for the sixth stimulus). Still, during repeated stimulation,
non-interacting inputs had a significant increase in the rise
time (Figure 3B). Another essential property of the responses
is latency. If the input of either group arrives via different
pathways, then their latency might be different. However, the
average latency for both groups’ responses was similar (10.7± 0.8
and 9.6± 0.3 ms, respectively, rank-sum, p > 0.05).

The division into groups causes information loss
(Felsenstein and Pötzelberger, 1998; Taylor and Yu, 2002;

Altman and Royston, 2006; Bennette and Vickers, 2012). Hence
the statistical power to detect a relationship between the variable
(i.e., latency, amplitude, and adaptation rate) and the interaction
is reduced. Thus, we tested if the interaction level was related
to the latency, the amplitude, or the adaptation rate of the
response (Figure 4). Again, we found that the interaction was
not correlated to any of these parameters (Figures 4A–C).

In an attempt to understand the interactions on a single cell
level, cells with interactions were divided into two groups by the
type of the input-interactions. Cells in which the responses were
reciprocally affected (Figure 5, green dots) and cells in which
interactions were unidirectional, namely where only one whisker-
input was affected (green encircled by purple). Since amplitude
and latency might be related to the level of interactions, the ratios
of these properties were calculated within the groups. Neither the
amplitudes nor the latencies were different between the groups
(rank-sum p > 0.05).

Specifically, in unidirectional cells (Figures 5A,B green dots
encircled by purple), the response amplitude and latency of the
non-interacting responses (abscissa) were similar to those of their
paired responses (rank-sum, p > 0.05, in both properties).

To evaluate whether the level of interactions depends on the
amplitude of the response, the level of input interaction between
each pair was reciprocally quantified. The level of interaction was
found not to be dependent on the response amplitude (0.32± 0.4,
p > 0.5).

To further check if the level of the interaction is related to
the identity of the stimulated whisker (PW/AW), we compared
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FIGURE 3 | Interacting and non-interacting whisker-inputs have similar response parameters. (A) The averaged response amplitudes during 5 Hz stimulation of
interacting (purple) and non-interacting whisker-inputs (green). (B) The averaged rise time of the interacting and non-interacting whisker-inputs was increased as
stimulation progressed, it was significantly different only during the 6th stimulation. (C) The average latencies of interacting and non-interacting whisker-inputs were
not significantly different. Error bars represent SEM in all panels.

FIGURE 4 | The interaction level was not correlated to various response parameters. (A–C) Interaction was not correlated either to latency (A), amplitude (B), or
adaptation index (C) (rank-sum p > 0.05 for n = 56 tested whiskers).

the level of interaction between the inputs evoked by stimulation
of the PW and the AW. We found that the interactions of the
PWs and the AWs inputs were similar and reciprocal (Figure 5C;
rank-sum p > 0.5). On the Venn diagram, one can see that
stimulation of the PW reduced the AW whisker responses by 33%
on average (Figure 5C, bottom left circles) and stimulation of
the AW reduced the response to stimulation of the PW by 31%
(right) on average.

DISCUSSION

We evaluated the synaptic interactions between inputs arriving
from the principal and the adjacent whisker in layer 2/3 cortical
cells of anesthetized rats. Interleaved stimulation interactions
were assessed according to the expected interactions from the
adaptation of the responses to 5 and 10 Hz stimulation of
each whisker alone. If the response to interleaved stimulation
resembles the one that is expected from 5 Hz, no interactions are

observed, whereas if it is similar to that obtained under 10 Hz,
the two adaptation processes strongly interact. We found that in
∼75% of the tested whiskers, evoked synaptic inputs were not
affected by the stimulation of a neighboring whisker, indicating
whisker-specific adaptation.

Inputs that were affected had no specific property (such as
latency to response, amplitude, or adaptation level) that can
predict the existence of the interactions (although some tendency
for a longer response latency was found for the interacting,
affected whiskers as shown in Figure 3C). The results suggest that
the adaptation to whisker stimulation in layer 2/3 cortical cells is
primarily independent, further strengthening our previous study
(Katz et al., 2006). Yet, the functional role of whisker-specific
adaptation in the detection and discriminability of sensory
stimuli is unclear. We suggest that during natural whisking
behavior, this specificity enhances both aspects of perception by
routing sensory signals independently to a different population
of neurons, without being affected by the recent history of
stimulation of neighboring whiskers.
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FIGURE 5 | Similar latency and amplitude for unidirectional and interacting cells. (A) The latency to the response of the two cell groups was not significantly different.
(B) The amplitude ratio of the two cell groups was similar. (C) The level of input-interaction between the whiskers was not dependent on the response amplitude.
The level of interactions between PW and the AW evoked inputs in the bar plot is summarized in the Venn diagram showing the interactions (yellow) between for the
PW (green), and the AW (blue) inputs which are reciprocal.

The implications for synthesis of receptive fields in layer
4 are less clear. Still, our findings strongly support the
notion that the multi-whisker receptive fields of layer 2/3
cells emerge due to integration at the cortical level, either by
integration of independent ascending inputs from layer 4 cells
or integration of inputs from layer 2/3 cells of neighboring
barrels. Supposing that multi-whisker receptive fields of layer
2/3 cells are inherited from layer 4 cells, we strongly suggest
that at the stimulation rate we used in our study (i.e., 10 Hz),
no additional adapting mechanisms act in the layer 4 to layer
2/3 pathway. Whether or not adaptation of cortical cells to
other types of mechanical stimulation (Lottem and Azouz, 2008;
Maravall et al., 2013; Sachidhanandam et al., 2013) exhibits
a similar degree of specificity is not clear and remains to
be studied.

Nevertheless, our results do not support early convergence
of pathways at the thalamic level (Jubran et al., 2016). In such
a case, we would expect that a significant portion of whiskers
would exhibit strong interactions. The finding that there are
asymmetrical interactions, which the depression of the synaptic
input cannot explain, raises the possibility that inhibition might
participate in the interactions. Still, the validity of our results in
awake animals needs to be further studied.

Possible Mechanisms for Interactions
At least three central mechanisms can be responsible for the
interactions between inputs arriving from different whiskers;
intrinsic adaptation (Carandini and Ferster, 1997), short-term
synaptic depression (Gabernet et al., 2005; Kheradpezhouh et al.,
2017), and cross-whisker inhibition (Brumberg et al., 1996;
Moore and Nelson, 1998).

Suppose synaptic depression would explain the adaptation of
cortical cells to whisker stimulation. In that case, it is reasonable
to expect a reduction in response to both whiskers during
interleaved stimulation as both inputs from the whiskers ascend
through the same pathway. This indeed was the case in ∼20% of

interacting cells (6/28 cells). On the other hand, unidirectional
interactions in which only one whisker suppresses the other
can be attributed to suppression between the pathways. Layer
4 cells efficiently recruit interneurons in layer 2/3 (Armstrong-
James et al., 1992; Feldmeyer et al., 2002; Shepherd and Svoboda,
2005; Helmstaedter et al., 2008). Thus, during unidirectional
interactions, the principal whisker’s response can activate layer
2/3 interneurons that later shunt the adjacent whisker‘s response.
However, to obtain a conclusive decision about the involvement
of inhibition in unidirectional interaction, two properties for
such inhibition are required. First, the typical time course
of IPSCs in layer 2/3 terminates approximately at the same
time as the interleaved stimulation ISI (100 ms) (Ling and
Benardo, 1995; Heiss et al., 2008) allowing the shunting of
following responses. Second, stimulation of the adjacent whisker
is not supposed to recruit a significant inhibition since it
evokes a relatively weak and slow response. This is feasible
if the response of the adjacent whisker arrives from the
adjacent barrel, or from the same subset of synapses but is
weaker and slower and recruits fewer interneurons (Kapfer
et al., 2007). Our data do not meet this condition since the
amplitudes or latencies to responses of the affecting whiskers in
unidirectional cells are not stronger than those of the affected
whiskers (Figure 5B). Another pathway for inhibition can be
mediated via the horizontal connections of the neurogliaform
cells. During whisker movements, Martinotti cells reduce their
tonic inhibition (Gentet et al., 2012), resulting in increased
inhibition of neurogliaform cells via horizontal connections
(Tamás et al., 2003; Gentet, 2012) that can mediate slow inter-
barrel inhibition.

Yet, the inability to predict the interaction level between
inputs from different whiskers arriving at the same cell by
their amplitude and latency suggests no canonical circuit in
layer 2/3 in which the interactions between inputs from two
whiskers can be deduced by their response properties. It
is possible that future experiments in which recordings will
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be targeted to specific types of cortical cells using various
CRE-lines will reveal more structure across the population
in the adaptation pattern and its specificity to whisker
identity.

Possible Implications for Synthesis of
Multi-Whisker Receptive Fields in
Layer 2/3
During interleaved stimulation, responses were significantly
reduced only in 25% (14/56) of inputs evoked by stimulation
of the tested whiskers. The reduction in the response of layer
2/3 neurons suggests that some afferents are common to both
inputs. This is in favor of the ’inherited receptive field hypothesis’
which claims that barrel cortex neurons inherit their RF from
their thalamic afferents (Goldreich et al., 1999; Lübke et al., 2000;
Kwegyir-Afful et al., 2005), in this case from layer 4 cells. On the
other hand, in 75% of the inputs, the responses did not show any
interactions, which is evidence in favor of the ’cortical integration
hypothesis’ which claims that inputs from adjacent whiskers are
transferred via cortico-cortical interactions (Armstrong-James
et al., 1991; Fox et al., 2003).

There are (at least) two parallel cortical pathways for the
ascending inputs from the adjacent whiskers. One pathway enters
layer 2/3 from the adjacent barrel whereas the second arrives
from multi-whisker layer 4 barrel cells and thus shares the same
synapse with the principal whisker. If the interactions result
from depletion of synaptic resources (i.e., synaptic depression
Lampl and Katz, 2017), then interactions between inputs
evoked by stimulation of two whiskers should depend on the
response amplitudes. For example, a very weak response when
stimulating one whisker will not affect the response evoked
by stimulating the second whisker since it almost does not
use mutual resources. On the other hand, input from whiskers
with similar amplitudes and latencies probably arriving from
the same pathway are expected to show strong interactions.
Therefore, it was suggested that the amplitude ratio of responses
when stimulating two whiskers and the latency differences
can predict the significance of the interactions. On a single
cell level, we found that these two predictors were notrelated
to the measured interactions (Figure 4). One possible reason
for the indistinguishable results might be the small sampled
population and lack of cellular identity (barrel- or septa-
related).

Another option is the lack of consistency in the exact
recording position relative to the center of each barrel column.
Few studies point toward an internal barrel map in which the
adjacent-whisker would have a broader representation closer to
its border (Andermann and Moore, 2006), affecting the response
properties and circuitry. Hence the location of the cell within the
barrel might set the degree of the interactions. Though we did
not find a relation between the amplitude and the interaction, it
is possible that a careful mapping of the recording position within
the barrel might produce a different result.

Although the source of the interactions could not be revealed
in this study, the various types of interactions favor both
hypotheses for receptive field integration in layer 2/3.

Many cells did not show any interactions between inputs
arriving from the two whiskers, suggesting that layer 2/3 neurons
integrate them. Another option for the weak interactions due
to synaptic depression during adaptation is the possibility that
the firing rate of individual input cells is low, leading to weak
synaptic depression (Lampl and Katz, 2017). In that case, input
arriving at layer 2/3 is inherited from many layer 4 cells having
low firing probability, and the adaptation seen at a layer 2/3 cell
results from synaptic adaptation of the previous thalamocortical
synapse (Gil et al., 1999; Chung et al., 2002; Jubran et al., 2016)
of the stimulated whisker. Yet, because layer 4 cells exhibit
multi-whisker receptive fields, we strongly suggest that layer
2/3 cells integrate inputs from different whiskers due to cortio-
cortical interactions.

CONCLUSION

Our results show complex integration in layer 2/3 cells.
For most cells the response to interleaved stimulation of
two whiskers mostly shows no interactions, but in a small
number of cases, it can result in strong reciprocal interactions
or asymmetrical unidirectional interactions. Our results thus
combine contrasting studies by supporting both cortico-cortical
and inherited receptive fields.
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Motion adaptation has been attributed in flying insects a pivotal functional role in
spatial vision based on optic flow. Ongoing motion enhances in the visual pathway
the representation of spatial discontinuities, which manifest themselves as velocity
discontinuities in the retinal optic flow pattern during translational locomotion. There
is evidence for different spatial scales of motion adaptation at the different visual
processing stages. Motion adaptation is supposed to take place, on the one hand,
on a retinotopic basis at the level of local motion detecting neurons and, on the other
hand, at the level of wide-field neurons pooling the output of many of these local motion
detectors. So far, local and wide-field adaptation could not be analyzed separately,
since conventional motion stimuli jointly affect both adaptive processes. Therefore,
we designed a novel stimulus paradigm based on two types of motion stimuli that
had the same overall strength but differed in that one led to local motion adaptation
while the other did not. We recorded intracellularly the activity of a particular wide-field
motion-sensitive neuron, the horizontal system equatorial cell (HSE) in blowflies. The
experimental data were interpreted based on a computational model of the visual motion
pathway, which included the spatially pooling HSE-cell. By comparing the difference
between the recorded and modeled HSE-cell responses induced by the two types of
motion adaptation, the major characteristics of local and wide-field adaptation could be
pinpointed. Wide-field adaptation could be shown to strongly depend on the activation
level of the cell and, thus, on the direction of motion. In contrast, the response gain
is reduced by local motion adaptation to a similar extent independent of the direction
of motion. This direction-independent adaptation differs fundamentally from the well-
known adaptive adjustment of response gain according to the prevailing overall stimulus
level that is considered essential for an efficient signal representation by neurons with
a limited operating range. Direction-independent adaptation is discussed to result from
the joint activity of local motion-sensitive neurons of different preferred directions and to
lead to a representation of the local motion direction that is independent of the overall
direction of global motion.

Keywords: optic flow, motion adaptation, fly, LPTC, local adaptation, global adaptation, electrophysiology,
computational modeling
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INTRODUCTION

Neuronal adaptation, i.e., the adjustment of the response
properties of neurons according to their recent stimulus
history, is a general feature of neurons (Kohn, 2007; Rieke
and Rudd, 2009). Motion adaptation in the fly visual motion
pathway has been particularly well characterized in a variety of
electrophysiological studies (Maddess and Laughlin, 1985; Harris,
1999; Harris et al., 2000; Neri and Laughlin, 2005; Kurtz, 2007,
2009; Kalb et al., 2008a,b; Liang et al., 2008, 2011; Nordström and
O’Carroll, 2009; Liang, 2010). For the fly visual motion pathway
at least two sites of adaptation have been pinpointed: at the level
of retinotopically organized local motion detectors, on the one
hand, and at the more downstream level of directionally selective
cells with large receptive fields, the lobula plate tangential cells
(LPTCs) that pool the outputs of many local motion detecting
neurons, on the other hand.

From a functional perspective, adaptive processes in sensory
systems often come into play when a very large stimulus range
must be mapped onto the operating range of neurons limited
by the underlying biophysical mechanisms. Adaptation then
leads to the neuron’s working range being adjusted to the
prevailing stimulus conditions. Although this functional aspect
might play a role, various other functional consequences were
also discussed with regard to movement adaptation. These range
from the energy required for signal representation (Brenner
et al., 2000; Fairhall et al., 2001; Heitwerth et al., 2005) to an
enhancement of the differential sensitivity to speed, the direction
of motion and discontinuities in the motion stimuli (Maddess
and Laughlin, 1985; Neri and Laughlin, 2005; Liang et al., 2008;
Kurtz et al., 2009b). During translatory locomotion in cluttered
natural environments such velocity discontinuities may result
from changes in the depth structure of the environment. Their
representation in the visual motion pathway could be shown to
be enhanced as a consequence of motion adaptation (Liang et al.,
2008; Ullrich et al., 2015; Li et al., 2016, 2017).

The experimental evidence for all these conclusions is
based for methodological reasons mainly on electrophysiological
recordings from LTPCs, i.e., at a processing stage where the
local movement detectors sensing motion in a retinotopic way
across the entire visual field have already been spatially pooled
to a large extent (reviews: Egelhaaf, 2009; Borst et al., 2020).
Whereas LPTCs are accessible to electrophysiological recording
because of their relatively large size, this is hardly possible in
a systematic way for their small local motion-sensitive input
neurons (Gruntman et al., 2018). Therefore, most inferences
about motion adaptation at the level of local motion-sensitive
neurons have been drawn only indirectly. Since most stimuli
employed in previous studies led to adaptation at both the
level of local motion-sensitive neurons and the level of LPTCs,
local and wide-field adaptation mechanisms could not easily
be disentangled.

Therefore, we designed a novel stimulus paradigm, which
allowed us to exclude largely the effects of local motion
adaptation and to compare the consequences of adaptation with
motion stimuli that avoided local motion adaptation to those
evoked by stimulus conditions that are identical in all other

aspects, except that local motion adaptation was not excluded.
In this way, we could pinpoint by intracellular recording from a
prominent LPTC, the HSE-cell (Hausen and Egelhaaf, 1989), for
the first time the adaptive effects caused at the level of LPTCs, as
well as, by comparing the responses obtained with and without
local adaptation, the adaptive effects that are a consequence
of local motion adaptation. The experimental results will be
interpreted on the basis of a computational model of the fly’s
visual motion pathway that has been proposed in previous studies
(Li et al., 2016, 2017), but is now extended to include motion
adaptation at both the level of local movement detectors as
well as the LPTCs.

MATERIALS AND METHODS

Visual Stimulation
Stimulus movies were presented to the animal on a monitor (Acer
LCD monitor GN246HL) at a rate of 144 fps and a luminance of
white and black stimulus areas of 250 and 2 cd/m2, respectively.
To stimulate the right eye, the monitor was placed at the right side
of the animal. The perpendicular from the fly’s eye to the monitor
screen was 12.7 cm and virtually divided the screen into four
quadrants of different size (for the angular size and location of the
monitor screen from the perspective of the fly see Figures 1A,B).
The stimulus field was located well within the large receptive field
of the HSE-cell (Hausen, 1982b; Krapp et al., 2001). The position
and the orientation of the fly were adjusted according to the
fly’s deep pseudopupil (Franceschini, 1975). The stimulus movies
were generated with a custom program written in Matlab, 2017b
(The Mathworks, Inc., Natick, MA, United States) and displayed
by the command line version of the VLC media player1 under
control of custom scripts on Ubuntu Linux.

To investigate the impact of adaptive motion on the response
gain of the HSE-cell, a 500 ms reference and a 500 ms test
stimulus were presented before and after a 3 s adaptation
motion stimulus, respectively. A 1 s interval without any motion
separated the end of the reference stimulus and the start of the
adaptation period; the last frame of the reference stimulus was
constantly shown in this interval. In contrast, the test stimulus
directly followed the adaptation period (Figure 1E). Two seconds
before and 5 s after the reference and test stimulus, respectively,
neuronal responses were recorded with the stimulus pattern
stationary so that the adaptive effects in the cell can subside.

To disentangle the adaptive effects caused by local motion
adaptation from those caused by global adaptation, we designed
two types of motion stimuli, which had identical overall stimulus
strength, but only differed in the adaptation they induced: one
elicited local motion adaptation (LA conditions), while the other
avoided local motion adaptation (nLA conditions). This means
that it had to be ensured that in the LA case the same areas
in the visual field were repeatedly stimulated and in the nLA
case exactly that had to be prevented, whereby the overall
stimulus was not allowed to differ—apart from statistical details.
This was accomplished by subdividing for both stimulus types

1https://www.videolan.org
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FIGURE 1 | Schematic of visual stimulation paradigm. (A,B) Schematic of the monitor screen as seen from the perspective of the fly from above (A) and from behind
(B). The monitor is placed in front of the fly’s right eye. The perpendicular from the monitor hitting the fly’s right eye at its smallest distance to the monitor divides the
monitor screen into four parts. The angles indicate the angle at which the left and right as well as the upper and lower edges of the screen are seen from the fly’s
perspective. 16 horizontally moving dots constitute the visual stimulus. (C) One frame of a visual stimulus as an example. The stimulus consisted of a white
background and 16 dots with different gray levels from white to black. The black square at the bottom left corner of the screen was a trigger signal for data
acquisition. The gray grid that divides the screen into 16 identical sectors was invisible to the fly and is shown here just to illustrate the sector of the screen in which
each dot was allowed to move. (D) Schematic of stimulus conditions with local motion adaptation (LA) and without local motion adaptation (nLA) demonstrated for
one sector shown at consecutive instants of time as an example. Thin gray lines within the sector outline eight segments that a dot possibly traverses during the
stimulation period. The gray segment is the active segment the dot is traversing at the corresponding time indicated by the time axis. Under the LA condition the dot
repeatedly moves across the same segment again and again for the entire stimulation period to evoke local motion adaptation, while under the nLA condition the dot
is repeatedly relocated to move in a different segment and, thus, to avoid eliciting local motion adaptation. (E) Adaptation protocol showing the time sequence of the
reference, adaptation, and test stimuli. During adaptation, the dots moved in either the preferred direction (PD, left to right on the screen) or the anti-preferred
direction (ND, right to left on the screen) of the right HSE-cell (see Materials and Methods for details).

the 3 s adaptation period into six consecutive 500 ms time
intervals and by using stimulus patterns composed of black
dots on a white background (Figures 1B–D), with all dots
moving in small segments in the same direction and with the
same speed. Both types of stimuli comprised the same number
of dots and the same dot velocity, i.e., both types of stimuli
were characterized at each instant of time by the same overall
strength of motion. The only difference was that under the LA
condition, dots moved repeatedly across the same small segments
(Figure 1D upper diagrams), while under the nLA condition dots
moved always across different segments in successive 500 ms
intervals without trajectory overlap during the entire stimulus
period (Figure 1D bottom diagrams). More precisely, the white
background of the screen (1,920 px × 960 px) was invisibly
subdivided into 16 equally sized sectors (480 px azimuth× 240 px
elevation) (Figure 1C); each sector confined the moving area of
a single dot. The sectors were subdivided into 4 by 2 invisible
non-overlapping 120 px × 120 px segments (Figure 1D). A 48

px-diameter black dot moved horizontally for 500 ms within a
given segment at a velocity of 240 px/s. Dot size (speed) was
7◦ × 7◦ (35 deg/s) perpendicular to the fly (0◦/0◦) and—as a
consequence of systematic perspective distortions due to the flat
monitor screen—1.6◦ × 2.5◦ (8 deg/s) at the right margin of
the screen stimulating the lateral visual field (70◦/0◦). A dot
moving repeatedly in just one of the eight randomly chosen
segments allowed local adaptation to PD or ND (LA stimulus).
Alternatively, a dot could move for 500 ms consecutively in one
of the eight different segments of a given sector in random order
and, thus, did not elicit local motion adaptation (nLA stimulus).
Note that the strength of the responses induced by the individual
dots in the different sectors may differ for two reasons: (a) the
sensitivity gradient within the HSE-cell’s receptive field (Hausen,
1982b; Krapp et al., 2001) and (b) the decrement of retinal dot
size and velocity toward the lateral part of the stimulus screen
as a consequence of perspective distortions (see above). Within
each sector, however, these gradients are rather small, so that
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there should be only negligible differences between the response
strengths to dot movement in the different segments of a given
sector and thus to LA and nLA adaptation.

To reduce flicker responses of the recorded neuron due to
a synchronous appearance and disappearance of the different
dots when they begin and end their movements, each started
and ended moving at a different phase randomly chosen from
16 phases equally distributed within the 500 ms interval. The
flickering effects were further reduced by gradually increasing
and decreasing the gray values (black and gray dots in
Figures 1B,C) of the dots in three steps during the initial and the
final 90 ms of each 500 ms movement period.

For both the LA and nLA conditions, motion adaptation was
either directed in the preferred direction (PD, left to right on
the screen) or the null direction (ND, right to left) of the right
HSE-cell. Accordingly, the fly was confronted with four different
stimulus conditions: LA and nLA with motion during the
adaptation period in the preferred direction and null direction,
respectively. To adapt the same location for the two adaptation
directions, under the PD and ND condition a dot traversed the
same segment in the opposite direction. For the LA condition, the
segments traversed by the dots were identical for the reference,
adaptation, and test phase. Since for the nLA condition repetition
of movement in the same segment was avoided, the segments
that the dots traversed never matched over the entire reference,
adaptation, and test phases. As a consequence, the traversed
segments had to differ between the reference and test stimuli
during nLA motion. Therefore, pairs of nLA motion stimuli were
generated where the reference and test patterns were exchanged
between consecutive stimulus presentations to ensure that the
test and the reference stimulus were overall the same apart
from their temporal order. Eight pairs of stimuli of different
dot constellations were generated to reduce the effect of pattern-
specific modulations in the average neuronal response that can
be observed in LPTCs if stimuli contain low spatial frequency
components (Meyer et al., 2011).

Animal Preparation and
Electrophysiological Experiments
One-day-old female blowflies (Calliphora vicina) from our
laboratory stock were dissected according to standard procedures
for intracellular recording of HSE-cells (Dürr and Egelhaaf,
1999). Briefly, a blowfly was anesthetized with CO2 and fixed with
wax on a microscope glass slide at the dorsal thorax, the wing
bases, and the abdomen. The legs were removed, and wounds
were waxed. The head was pitched down and fixed to the thorax
to make its rear accessible. The head capsule of both hemispheres
was opened from the back, the right opening for the intracellular
recording of the HSE-cell, and the left opening for the indifferent
electrode. Ringer’s solution (composition in mM: NaCl 128.3,
NaHCO3 1.67, CaCl2 1.89, KCl 4.69, Glucose 12.6, KH2PO4 3.38,
Na2HPO4 3.3; all chemicals from Merck and Fisher Scientific,
Germany) was applied via the indifferent electrode, which was
connected via an electrode holder and a silicone tube to a syringe,
to prevent the brain from drying out. The proboscis and the
antennae were removed. Tissues bridging both hemispheres were

partially removed to make the esophagus accessible, which was
pulled out of the head and fixed to the dorsal part of the thorax
with wax. The wounds were waxed. Air sacks, fat bodies, and
part of tracheas were removed to make the axon of the HSE-cell
accessible. The electrode for intracellular recording was pulled
from a borosilicate thin-walled glass pipette (OD = 1.00 mm,
Warner Instruments) with a Flaming/Brown Micropipette Puller
(Model P-1000, Sutter Instrument). The electrodes were filled
with 1 M KCl and had resistances ranging from 27 to 45 M�.
Intracellular recordings were obtained from the axon of the
right HSE-cell. The cell could be identified unambiguously by
its characteristic response properties (Hausen, 1982a) using both
a search stimulus on the monitor as well as a hand-held light
probe. Graded changes in their membrane potential are the
main response mode of HS-cells, even if recorded in their
axons (Hausen, 1982a). The membrane potential was recorded
with a bridge amplifier (BA-03x, npi, Germany). The membrane
potential was sampled at a frequency of 25 kHz and an amplitude
resolution of about 0.3 mV (National Instruments PCIe-6251, 16-
bit-ADC resolution). Digitized data were collected by a program
based on the Matlab data acquisition toolbox (program written
by Jens-Peter Lindemann) and stored on a hard disk for offline
data analysis. All experiments were carried out at temperatures
ranging between 22.3 and 24.5◦C.

Data Analysis
The analysis of recorded neuronal responses, the statistics as
well as the model simulations were done with programs written
in Matlab, 2019b. 13 HSE-neurons from different flies were
recorded (550 sweeps in total; at least between 4 and 24 trials
for each of the four stimulus conditions, median number of
sweeps per condition: 9). Another set of recordings using the
same design, but not exactly the same stimuli, were obtained in
the Ph.D. project of Li, 2019; this data led to the same overall
conclusion as the more recent data obtained in the present
study. The resting potential as determined by the time-averaged
membrane potential over 2 s before the start of the motion stimuli
was subtracted from the responses. Only cells/trials were included
into the analysis, if the resting potential was more negative than
−40 mV, less membrane potential drift than 1 mV between
the beginning and end of the responses and if responses of at
least four repetitions under the same stimulus condition could
be recorded. The responses were for- and backward low-pass
filtered with a time constant 180 ms to focus our analysis on
the graded component of the HSE-cell response. The reference
response (Rref) and the test response (Rtest) were calculated as
time-average over the respective last 400 ms of the stimulation
period, thus not taking into account the initial 100 ms response
transients. Similarly, the responses at the beginning and the end
of the adaptation period (Rbadp, Readp) were calculated as an
average over 400 ms with the averaging starting only 100 ms
after motion onset. Changes in the HSE-cell response evoked by
motion adaption were assessed in two ways:

(1) The relative amplitude reduction of the response during
adaptation (RARadpt) was calculated as the difference
between average response at the end of adaptation (Readp)
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and the average response at the beginning of the adaptation
period (Rbadp) and normalized to the average reference
response:

RARadpt = (Readpt − Rbadpt)/Rref (1)

(2) How much the test response was smaller than the
reference response was determined in a similar way as
the normalized difference between the test and reference
response:

RARtest = (Rtest − Rref )/Rref (2)

To determine the time constant for the decay in the response
amplitude during the adaptation period, the HSE-cell responses
were fitted by the formula

RHSE = a∗exp(−t/τ) + b (3)

with RHSE being the average membrane potential of 13 HSE-
cells, t the time, τ the approximated time constant, and a, b are
parameters for curve fitting with the scaling factor a and b the
level where the exponential curve settles.

Modeling
The experimental data were interpreted on the basis of a
computational model of the visual motion pathway of flies, which
has been developed in two previous studies (Li et al., 2016,
2017) apart from one extension accounting for the adaptation
properties of the HSE-cell. This kind of computational model,
which has a long tradition in the field of insect motion vision
(Borst and Egelhaaf, 1989; Borst, 2000), is not intended to
mimic the cellular circuits that could be identified in recent
years through sophisticated anatomical, molecular, and genetic
approaches often combined with functional imaging (Mauss
et al., 2017; Yang and Clandinin, 2018; Borst et al., 2020).
Rather, the aim was to functionally characterize the crucial
computational processes at each of the stages of the visual motion
pathway. A one-to-one mapping of these processing steps to
specific cellular elements is neither intended nor appropriate.

According to the overall structure of the fly visual system, the
model of the visual motion pathway is composed of successive
layers of retinotopic arrays of model photoreceptors (PRs), the
lamina with its characteristic large monopolar cells (LMCs), the
medulla with the elementary motion detectors (EMDs), and the
lobula plate with a characteristic LPTC, the HSE-cell, integrating
the output signals of a large array of EMDs (Figure 2). The model
parameters were tuned in the previous studies by a systematic
search to qualitatively capture adaptive features revealed in
previous electrophysiological studies (Laughlin and Hardie, 1978;
Maddess and Laughlin, 1985; Juusola et al., 1995; Harris et al.,
2000; Kurtz et al., 2009b) as well as the experimental results
presented in the present study.

The peripheral visual system of the model consisted of PRs
with low-pass-like temporal characteristics and the LMCs with
their high-pass-like temporal characteristics. It was modeled

according to Li et al. (2016). The LMC output was half-wave
rectified and split into an ON and an OFF pathway according
to its biological counterparts in the fly visual system (Figure 2C;
Haag et al., 2017). Brightness adaptation of the photoreceptors
was accomplished essentially by dividing a fast signal branch
representing fast fluctuations in the input signal by a slow
signal branch representing signal fluctuations on a much slower
timescale. The fast and slow time constants amounted to 9 and
250 ms, respectively.

In the medulla, the outputs of the ON and OFF pathways,
respectively, were fed into the adaptive motion detector
model. This motion detector model was of the correlation-type
consisting of two mirror symmetric half-detectors sensitive to
motion in opposite directions (Figure 2C). Motion adaptation
was implemented at the level of the half-detector output by
a mechanism similar to that of brightness adaptation of the
photoreceptors (see above), i.e., by dividing a fast signal branch
representing fast fluctuations in the motion signal by a slow
signal branch representing pattern velocities on a much slower
timescale. Since motion adaptation takes much longer than
brightness adaptation in the peripheral visual system, the “fast”
and “slow” time constants were chosen to be much larger, 20
and 4,000 ms, respectively, than the time constants characteristic
of brightness adaptation (see above). While the fast branches
were the different half-detector outputs after being low-pass
filtered with a small time constant, the slow branch was the
average of the outputs of the PD and ND half-detectors of
both the ON and OFF pathways after being low-pass filtered
with a large time constant, leading to a direction-independent
motion adaptation (Figure 2C). Except for two parameters, all
parameter settings characterizing the peripheral visual system
(photoreceptors and LMCs) as well as the adaptive local motion
detector are identical to those as specified in the legend of
Figure 1 in Li et al. (2017). To obtain a slightly better fit
with the electrophysiological data recorded in the current study,
just two parameters determining the speed of recovery and the
strength of local adaptation were further adjusted: p1 = 50 ms
(instead of 30 ms) and p2 = 500 ms (instead of 150 ms)
(Li et al., 2017).

In the LPTC model, for simplicity, we assumed that the
outputs of the local motion detectors are linearly summated in
the lobula plate. Here, both half-detectors, i.e., ON and OFF,
responding best to preferred-direction motion of the LPTC
contributed to the sum with a positive sign, whereas both half-
detectors responding best to null-direction motion of the LPTC
contributed with a negative sign (Figure 2C). The simplification
of linearly summating the motion detector outputs instead of
implementing a dynamic gain control at this processing stage
(Borst et al., 1995; Lindemann et al., 2005) is justified in the
context of the current paper, since the pattern size in all model
simulations was kept constant. Adaptation at the LPTC level was
concluded in a previous study (Kurtz, 2007) to be directionally
selective and elicited exclusively during depolarization of the
cell and mimicked here in a computationally parsimonious way
by subtracting from the summated EMD responses (REMD) a
low-pass filtered version of them. During hyperpolarization the
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summated EMD response was just scaled to the membrane
potential as has been measured in the experiment:

RHSE

=


FmV∗Fratio∗

(∑
REMD − Fadapt

∗LPF
(
max

(∑
REMD, 0

)))
for
∑

REMD ≥ 0
FmV∗

∑
REMD for

∑
REMD < 0


(4)

with FmV representing the scaling factor transforming the model
response into mV, and Fratio representing the ratio between
the asymmetric depolarizing and hyperpolarizing response
amplitude—as averaged across all neurons used for our analysis—
to a given stimulus moving in the preferred and null direction,
respectively. FmV = 842 and Fratio = 1.97 were determined by
scaling the Rref of the model under nLA conditions to that
of the cell. The time constant of the first-order low-pass filter
(indicated by LPF in eq.4) was 1,170 ms as determined from the
neural responses averaged across all cells used for our analysis
under the condition without local motion adaptation (see Eq. 3).
Fadapt = 0.32, the scaling factor for the magnitude of the adaptive
decay was determined by scanning through the parameter space
in steps of 0.01 for the minimal difference between the model
response and the cell response.

RESULTS

To pinpoint the role of local vs. wide-field motion adaptation
for shaping the responses of LPTCs we specifically designed a
visual stimulus paradigm, which allowed us, while stimuli being
identical with respect to their overall motion strength, to include
(LA) or exclude (nLA) local adaptation. The graded membrane
potential changes of the HSE-cell, recorded intracellularly under
our nLA conditions were, therefore, shaped only by wide-field
motion adaptation at the level of this LPTC. However, since
wide-field motion adaptation cannot be avoided when analyzing
motion adaptation on the basis of HSE-cell responses, the
responses obtained under the LA conditions were not only the
consequence of local motion adaptation, but inevitably also of
wide-field adaptation. Therefore, we inferred the characteristics
of local motion adaptation presynaptic to the HSE-cell indirectly
by comparing the corresponding responses obtained under nLA
and LA conditions.

Figure 3 displays the average time-dependent membrane
potential changes of 13 HSE-cells for LA or nLA motion either
in the preferred (PD, Figure 3A) or null (ND, Figure 3B)
direction. The experimentally determined response curves are
superimposed by the corresponding model responses. Since
under both stimulus conditions, LA and nLA, the reference
stimuli were apart from statistical differences the same, the HSE-
cell and its model analog depolarized in a very similar way during
the reference phases.

During PD motion adaptation (Figure 3A) the responses
declined on median by slightly more than 20% even if local
adaptation was prevented (nLA, magenta curve; Figure 4A, left).

The decay in the response amplitude during PD adaptation
under the nLA condition can be interpreted as reflecting
the time constant of wide-field adaptation; it was estimated
on this basis and approximates 1.17 s (see gray curve in
Figure 3A). The consequences of PD adaptation were also
reflected by an on median about 20% smaller test response
in comparison to the reference response (Figure 3A, magenta
curve; Figure 4B, left). The median response decay during LA is
about 36% (Figure 3A, cyan curve) and thus significantly larger
than during nLA (Figure 4C, left; Wilcoxon Rank Sum Test,
p = 3.31 × 10−4 < 0.001). Accordingly, also the test response
for LA (Figure 3A, cyan curve) is much smaller for the LA
compared to the nLA condition (Figure 4D, left; Wilcoxon Rank
Sum Test, p = 1.65× 10−5 < 0.001). This difference between the
HSE-cell responses obtained under the nLA and LA conditions,
respectively, reflects the consequences of local motion adaptation.
The time-dependent response profiles and mean adaptation-
dependent response changes of the HSE-cell are qualitatively well
reflected by the corresponding model responses (Figures 3A, 4,
black curves/symbols). Note, that the periodic modulations in
the model responses to LA are due to sensitivity gradients
within the areas stimulated by the moving dots. Since during
nLA they are presented in each trial in different parts of the
overall stimulation area, these modulations are largely averaged
out (for details on pattern-dependent response modulations
in LPTCs, see Meyer et al., 2011). In the experimental data,
these relatively small pattern-dependent response modulations
are largely camouflaged by noise.

During adapting motion in the ND (Figure 3B), the HSE-
cells hyperpolarized compared to their resting potential. With
local motion adaptation being largely prevented (nLA) the
hyperpolarization declined during the 3 s time interval on median
by about 14% (Figure 3B, magenta curve; Figures 4A,C center).
If the HSE-cell was adapted with ND motion of the same overall
strength, but now allowing for local motion adaptation, the
hyperpolarizing response amplitude decreased on median by
about 17% (Figure 3B, cyan curve; Figure 4C center) and thus
more than without local adaptation (Wilcoxon Rank Sum Test,
p = 0.014 < 0.05). Without local motion adaptation it even
increased slightly by about 7% in relation to the reference phase
(Figure 3B, magenta curve; Figures 4A,B) and decreased on
median by about 23% as a consequence of LA (Figure 3B, cyan
curve; Figure 4D center). Consequently, the reference and test
response after ND motion adaptation with and without local
motion adaptation differed much (Wilcoxon Rank Sum Test,
p = 2.08× 10−5 < 0.001).

Since the effects of PD adaptation are much larger
than those of ND adaptation for the nLA condition
(Figures 4A,B; Wilcoxon Rank Sum Test: response decline
during motion adaptation p = 7.13× 10−4 < 0.001, test response
p = 9.72 × 10−5 < 0.001), it is suggested that wide-field motion
adaptation is strongly direction dependent. This might be a
direct or indirect consequence of the depolarization level of
the cell. In contrast to wide-field motion adaptation, which
can be characterized with our stimulus paradigm largely
uncontaminated by local motion adaption, this is not possible
for local motion adaptation. As a proxy for the properties of
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FIGURE 2 | Organization of the processing stages of the fly’s visual motion pathway. (A) Sketch of a horizontal section of the brain of the blowfly projected onto a
photograph of its head, with the retina and the three main visual neuropiles labeled. The colors correspond to those used to mark the corresponding processing
stages in the computational model shown in panels (B,C). (B) Schematic illustration of the visual motion pathway with its consecutive processing stages and its
retinotopic columnar organization (up to the level of the Lobula plate). The computations performed at the individual processing stages are briefly characterized at the
left of the diagram. (C) Sketch of the different computations performed in two neighboring channels of the model Lamina and of the motion detection (MD)
processing in the Medulla, as well as the computations performed at the HSE level. The non-linearly transformed photoreceptor signals are temporally band-pass
filtered in each Lamina column by the Large Monopolar Cells (LMC), half-wave rectified and split into an ON and an OFF channel. The Lamina output signals are fed
into a model of an elaborated elementary movement detector (EMD) of the correlation type. The signals are processed separately at the EMD stage for the ON and
OFF channels as well as for preferred direction (PD) and null direction motion (ND), respectively. For motion adaptation, the outputs of the resulting four channels,
shown here for horizontal motion, are averaged (AVE); the average also includes the signals of the corresponding four vertically oriented movement detecting
elements (not shown) leading to a direction-independent signal representing the overall motion at the respective location in the visual field. Local motion adaptation
(MAL) is accomplished by dividing the outputs of the movement detection channels by the averaged motion signal after low-pass filtering. The movement detector
channel outputs are then summated according to their respective sign (PD positive, ND negative) by the model HSE-cell. For the details of the different
computational steps, see Materials and Methods.

local adaptation, we determined the difference in adaptive effects
between LA and nLA stimulation based on the simplifying
assumption that the two adaptive components superpose linearly
(Figure 4, gray boxes). Since the differences are relatively small
for PD and ND adaptation, although they differ significantly
for the test responses (Wilcoxon Rank Sum Test: response

decline during motion adaptation p = 0.41 i.e., nonsignificant;
test response p = 0.008 < 0.01), local motion adaptation can
be suggested to be largely independent of the direction of
motion, unlike the highly direction dependent wide-field motion
adaptation. since there was only little wide-field ND motion
adaptation, if local adaptation was largely prevented (Figure 3B,
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FIGURE 3 | Consequences of motion adaptation for the HSE-cell and the adaptive model of the visual motion pathway. (A) Average time-dependent responses of
13 HSE-cells for preferred direction (PD) motion with local motion adaptation (LA, cyan trace) and without local motion adaptation (nLA, magenta trace). Smooth
gray line is the fitted curve used for estimating the time constant of wide-field motion adaptation (see Methods). The black traces represent the corresponding
responses of the adaptive model of the visual motion pathway. The stimulation protocol is schematically illustrated below the cell response. (B) Same as in panel (A),
however, for null direction (ND) adaptation. Smooth gray line is the fitted curve used for estimating the time constant of local motion adaptation (see section
“Materials and Methods”). The resting potential was subtracted from the responses for the experimental results, which were for- and backward low-pass filtered with
a time constant of 180 ms.

magenta curve), the decay in the response amplitude during
ND adaptation under the LA condition (Figure 3B, cyan curve)
was essentially due to local motion adaptation. Therefore, the
time constant of local motion adaptation can be estimated under
this stimulus condition (see Methods). The time constant was
estimated as 1.47 s (gray line in Figure 3B).

For both PD and ND motion adaptation as well as the
corresponding nLA and LA conditions, the model responses
(black lines in Figure 3 and black dots in Figure 4) match
their experimental counterpart at least qualitatively. This finding
indicates that the relatively simple computational model of the fly
visual motion pathway with its two adaptive stages is sufficient to
account for most of our experimental data. The only difference
is that ND nLA leads to a slight decrease in response in the
HSE-cell, i.e., it gets less hyperpolarized, which is not reflected
in the model because of the assumption of strict directionality
of wide-field adaptation (compare black and magenta lines in
Figure 3B).

DISCUSSION

Motion adaptation in insects has been proposed to be a multi-
stage process taking place at several levels in the visual motion

pathway. The two most prominent adaptation stages are the
array of retinotopically organized local motion-sensitive elements
and their postsynaptic wide-field lobula plate tangential cells
(LPTCs) that pool the outputs of local motion-sensitive cells
from large parts of the visual field (Hausen, 1984; Egelhaaf,
2009, 2020; Borst, 2014). By intracellularly recording the graded
membrane potential changes of a particular LPTC, the HSE-
cell, we could unravel the role of the individual consecutive
adaptation stages and their contribution to overall motion
adaptation as it manifests itself at the level of LPTCs. This
could only be achieved by using a novel stimulus design that
allowed the local movement adaptation to be either included or
excluded while the total stimulus strength was kept constant.
Thus, wide-field adaptation could be analyzed either in isolation
or together with local adaptation, the characteristics of which
could then be indirectly inferred by comparing the cellular
responses to the two stimulus conditions. Thus, our study
is distinguished from previous studies of motion adaptation
based on LPTC recordings (Maddess and Laughlin, 1985; de
Ruyter van Steveninck et al., 1986; Borst and Egelhaaf, 1987;
Harris et al., 2000; Reisenman et al., 2003; Neri and Laughlin,
2005; Kalb et al., 2008a) that could only characterize the joint
effects of the different consecutive adaptation processes. Our
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FIGURE 4 | Quantification of wide-field and local adaptation. (A) Relative amplitude reduction of the response during motion adaptation (RARadpt): Consequences of
wide-field adaptation determined by comparing the response at the end and beginning of the adaptation phase. The response level at the beginning and end of the
wide-field motion adaptation period (nLA) was determined by averaging over 400 ms periods starting 100 ms after the start of the adaptation period or terminating at
its end. The response decrement during the adaptation period was normalized by the average reference response. The model responses (black dots) were treated in
the same way. The adaptive effects are shown both pairwise for PD and ND adaptation of all 13 cells (magenta dots) and as box plots (mid-line, median, magenta
box, 25–75 percentile). (B) Consequences of wide-field adaptation determined by comparing the test and reference responses and normalizing them to the average
reference response. The averages were taken for the last 400 ms of the reference and test response, respectively. The first 100 ms were not included because of the
initial response transient of the reference response. The model responses (black dots) were treated in the same way. The adaptive effects are shown both pairwise
for PD and ND adaptation (nLA) for all 13 cells (magenta dots) and as box plots (mid-line, median, magenta box, 25–75 percentile). (C) Consequences of local
adaptation during the adaptation period by comparing the responses obtained for both nLA (magenta) and LA (cyan). The responses under the LA condition were
determined in the way as described in panel (A) for the nLA condition. The model responses (black dots) were treated in the same way as the experimentally
determined responses. The adaptive effects for the LA and nLA conditions are shown pairwise [nLA: same data as in panel (A)] and as box plots (mid-line, median,
box, 25–75 percentile). The data for PD adaptation are shown in the left, those for ND adaptation in the middle. On the right, the corresponding differences between
the adaptive effects obtained under the LA and nLA conditions, respectively, are shown in gray along with the model equivalents for both PD and ND adaptation.
(D) Consequences of local adaptation by comparing the corresponding test and reference responses obtained for both nLA (magenta) and LA (cyan). The adaptive
effects were normalized to the average reference response. The responses under the LA condition were determined in the way as described in panel (B) for the nLA
condition. The model responses (black dots) were treated in the same way as the experimentally determined responses. The adaptive effects for the LA and nLA
conditions are shown pairwise [nLA: same data as in panel (B)] and as box plots (mid-line, median, box, 25–75 percentile). The data for PD adaptation are shown in
the left, those for ND adaptation in the middle. On the right, the corresponding differences between the adaptive effects obtained under the LA and nLA conditions,
respectively, are shown in gray along with the model equivalents for both PD and ND adaptation.
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results suggest, in line with previous studies (Harris et al., 1999;
Kurtz et al., 2000, 2009a; Kurtz, 2007), that wide-field motion
adaptation strongly depends on the motion direction. We further
concluded that, in contrast, local motion adaptation is largely
direction independent. We hypothesize that this independence
aims at a robust representation of the direction of local motion,
independent of local motion history, by the population activity of
local motion-sensitive neurons with different preferred directions
at a given point in the retinotopic array.

Relation to Previous Research
Various aspects of motion adaptation have been characterized
in other contexts and with different types of stimuli leading
to a variety of interpretations. How do these concepts relate
to our conclusions? Harris et al. (2000) suggested that
motion adaptation induces three components of contrast gain
modulation: (1) a contrast gain reduction as described by a
shift of the contrast-response function toward higher contrasts,
(2) a subtractive effect leading to a hyperpolarizing shift of the
contrast-response function, and (3) a contraction of response
range. Further, Harris et al. (2000) provided evidence that the
contrast gain reduction was independent of the motion direction
of the adapting stimulus. Based on our results, this phenomenon
can be concluded to be caused by local motion adaptation. In
principle, local adaptation can take place at different stages of
the visual motion pathway. Since, according to Harris et al.
(2000), flicker stimulation induced a much weaker contrast
gain reduction than motion in any direction, contrast gain
reduction is probably located after the computation of motion.
Contrast gain reduction may, in agreement with our model
simulations (see also Li et al., 2017), involve the pooled outputs
of different subtypes of the local motion-sensitive neurons with
different preferred directions to adapt each subtype equally. The
adaptive reduction of the response amplitude to constant-velocity
motion goes along with an enhancement of the sensitivity to
velocity transients (Kurtz et al., 2009a), which has been suggested
to be the consequence local adaptive mechanisms (Maddess
and Laughlin, 1985) and is probably based on the process
described by Harris et al. (2000) as contrast gain control. We
accounted for this adaptive feature by direction independent
local motion adaptation. Both the contrast gain reduction and
the enhancement of the sensitivity to velocity transients could
be modeled by a specific local motion adaptation mechanism
(Li et al., 2017). Whether further adaptive effects of enhancing
the sensitivity to other stimulus transients resulting from sudden
contrast, orientation, or spatial frequency changes (Kurtz et al.,
2009b) can also be explained by this mechanism needs to
be further investigated. The subtractive, hyperpolarizing shift
induced by motion adaptation is highly direction-dependent
(Harris et al., 1999, 2000) corresponding well to the wide-field
motion adaptation at the level of the HSE-cell we revealed in our
study. This hyperpolarizing shift is likely associated with Ca2+

accumulation in the dendrite of the HSE-cell (Kurtz et al., 2000;
Kurtz, 2007) and caused by the opening of specific potassium
channels (Kurtz et al., 2009a).

In the previous studies, contrast gain modulation induced
by motion adaptation has been assessed by varying the pattern

contrast of the reference and the test stimuli presented before and
after a strong preferred direction adaptation and by comparing
the response amplitude for each contrast condition before and
after adaptation (Harris et al., 2000). The directional gain
modulation has been determined in a similar way by altering
the motion direction of the reference and the test stimuli and
comparing the response amplitudes before and after motion
adaptation (Neri and Laughlin, 2005; Kalb et al., 2008a). Whether
the adaptive components that contribute to the contrast gain
modulation (Harris et al., 2000) can explain without further
assumptions the local and global adaptive effects in directional
sensitivity (Neri and Laughlin, 2005) needs to be clarified.
Our novel stimulus paradigm allows us to further investigate
the parameter space of pattern contrast and motion direction
to explicitly address these issues in order to support further
understanding of the mechanisms and potential functional
significance of motion adaptation.

While motion adaptation has originally been suggested to be
a consequence of the adaptation of the motion detector time
constant (de Ruyter van Steveninck et al., 1986; Clifford and
Langley, 1996), later experimental studies (Harris et al., 1999)
did not support this suggestion. In a previous study (Li et al.,
2017) we suggested a motion adaptation model based on a similar
adaptation mechanism as accounting for brightness adaptation
in the peripheral visual system (Li et al., 2016). This mechanism
can reproduce direction-independent reduction of response
sensitivity of local motion-sensitive neurons without causing a
change in the motion detector time constant (Li et al., 2017).

Functional Significance of Motion
Adaptation
Motion adaptation in the insect visual motion pathway has
been studied mostly based on recordings of wide-field motion-
sensitive LPTCs. These studies used either relatively simple
system-analytical stimuli (Maddess and Laughlin, 1985; de Ruyter
van Steveninck et al., 1986; Borst and Egelhaaf, 1987; Harris
et al., 1999, 2000; Neri and Laughlin, 2005; Kalb et al., 2008a;
Kurtz et al., 2009b; Nordström and O’Carroll, 2009), or more
naturalistic motion stimuli (Liang et al., 2008, 2011). Motion
adaptation has usually been considered to be beneficial for
enhancing the sensitivity to changes in the speed (Maddess and
Laughlin, 1985), direction (Neri and Laughlin, 2005), or other
stimulus or environmental features (Liang et al., 2008; Kurtz
et al., 2009a). As a consequence of this kind of adaptation (Neri
and Laughlin, 2005), information about the absolute value of the
relevant stimulus feature (e.g., velocity) is lost for the benefit
of an increased sensitivity to stimulus changes. Further studies
demonstrated based on information-theoretical methods how
motion adaptation facilitates efficient information transmission
(Brenner et al., 2000), saves coding energy without losing
information (Heitwerth et al., 2005), or even adapts without
the cost of losing information about the absolute value of the
prevailing level of the corresponding parameter (Fairhall et al.,
2001). These functional benefits of motion adaptation are very
similar to the functional aspects discussed in the context of
brightness adaptation.
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However, the neuronal representation of brightness and
motion differ in at least one fundamental aspect, leading us to
suggest an additional novel functional role of motion adaptation.
Unlike local brightness, local motion is represented by four
subtypes of local motion-sensitive neurons each tuned to one
of four cardinal directions (Borst, 2014; Borst et al., 2020). If
motion adaptation were strongly dependent on the direction
of motion, the sensitivity of the different subtypes of neurons
would be affected in different ways depending on the direction
of self-motion of the animal and the resulting optical flow. The
direction of motion represented by these neurons would shift,
even if the retinal motion vector remained the same. According
to the results presented, local motion adaptation is induced
by both preferred and null-direction motion of the movement
detectors. In other experiments it has been shown that strong
motion adaptation is also induced by motion orthogonal to these
directions (Harris et al., 2000; Li, 2019; Niemeier, unpublished
results). Therefore, these experiments together with those of
the current study, all based on the activity of the spatially
pooling HSE-cell, suggest that local motion adaptation is largely
direction independent. Based on the modeling results of our
present and previous studies (Li et al., 2017), this conclusion can
be interpreted computationally by assuming that local motion
adaptation takes place at the level of the half-detectors, which are
direction sensitive to some extent. The direction independence
of the adaptation is assumed to be accomplished by dividing
the half-detector outputs by the temporally low-pass filtered and
summated output signals of the PD and ND half-detectors of the
ON and OFF pathways for both horizontal and vertical motion
(see Figure 2C right panel). Accordingly, the adaptive state of
the four half-detectors and, thus, the direction of the movement
vector (though not its length) signaled by their joint activity
would be invariant against the adaptive state of the motion
vision pathway up to the level of local movement detection.
The direct consequence would be a robust representation of
the direction of local motion by the horizontal and vertical
movement detectors irrespective of the overall direction of
the optic flow generated by self-motion of the animal. This
hypothesis needs to be further validated by experimental as well
as simulation evidence.

We have refrained here from assigning the individual elements
of the computational model to specific local interneurons in the
visual motion pathway. Although the properties of important
cellular elements involved in motion detection is increasingly
being elucidated thanks to innovative genetic, imaging, and
electrophysiological approaches (Mauss et al., 2017; Yang and
Clandinin, 2018; Borst et al., 2020) mapping the individual
computations of motion detection to anatomically and partly
physiologically characterized local interneurons would currently
be highly speculative. However, such a mapping is not necessary
for our functional conclusions with regard to local or global
movement adaptation.

The local motion-sensitive cells are then spatially pooled by
the population of LTPCs, which have either a predominantly
horizontal or vertical preferred direction (Hausen, 1984).
Because of the strong direction dependent adaptation component
operating at the level of LPTCs, the adaptive state of the

population of these neurons is not adjusted in the same way
by motion adaptation but depends on the way the animal has
been moving. Hence, the self-motion vector represented by these
neurons is not robust but depends on the way the animal moved
before. The functional significance of this feature is not yet clear.
It might be hypothesized that representing the direction of the
vector of self-motion by the population of LPTCs is not of great
functional relevance, as these cells are thought to mediate under
closed-loop compensatory adjustments of the flight course after
a disturbance. However, these cells have also been suggested to
play a role in spatial vision, since they represent information
about the spatial layout of the environment during the straight
flight sections, i.e., during translatory motion. Then the responses
of these cells do not only depend on the animal’s speed of
locomotion, but also on the spatial profile of the environment.
The responses increase when the animal passes nearby objects,
because these lead to a larger retinal velocity than background
structures in the environment. Note, that as a consequence of
the saccadic flight and gaze strategy of flies and other insects
translatory flight sections make up approximately 80% of flight
time, whereas changes in flight directions are squeezed into rapid
saccadic turns (reviews: Egelhaaf et al., 2012; Egelhaaf et al.,
2014). Further analyses are required to clarify whether direction
dependent motion adaptation of LTPCs plays a functional role
in spatial vision.
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In the natural environment, organisms are constantly exposed to a continuous stream of

sensory input. The dynamics of sensory input changes with organism’s behaviour and

environmental context. The contextual variations may induce >100-fold change in the

parameters of the stimulation that an animal experiences. Thus, it is vital for the organism

to adapt to the new diet of stimulation. The response properties of neurons, in turn,

dynamically adjust to the prevailing properties of sensory stimulation, a process known

as “neuronal adaptation.” Neuronal adaptation is a ubiquitous phenomenon across all

sensory modalities and occurs at different stages of processing from periphery to cortex.

In spite of the wealth of research on contextual modulation and neuronal adaptation in

visual and auditory systems, the neuronal and computational basis of sensory adaptation

in somatosensory system is less understood. Here, we summarise the recent finding

and views about the neuronal adaptation in the rodent whisker-mediated tactile system

and further summarise the functional effect of neuronal adaptation on the response

dynamics and encoding efficiency of neurons at single cell and population levels along

the whisker-mediated touch system in rodents. Based on direct and indirect pieces of

evidence presented here, we suggest sensory adaptation provides context-dependent

functional mechanisms for noise reduction in sensory processing, salience processing

and deviant stimulus detection, shift between integration and coincidence detection,

band-pass frequency filtering, adjusting neuronal receptive fields, enhancing neural

coding and improving discriminability around adapting stimuli, energy conservation, and

disambiguating encoding of principal features of tactile stimuli.

Keywords: rodent, whisker system, somatosensory, neuronal adaptation, noise correlation, neural coding,

information theory, neural network

1. INTRODUCTION

In the natural environment, organisms are constantly exposed to a continuous stream of sensory
input. The dynamics of sensory input changes with organism’s behaviour and environmental
context. The contextual variations may induce over 100-fold change in the stimulation physical
parameters describing the sensory environment that an animal experiences. Thus, it is vital for
the organism to adapt to the new diet of stimulation. The response properties of neurons, in turn,
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dynamically adjust to the prevailing properties of sensory
stimulation, a process known as “sensory adaptation.”
Adaptation is a ubiquitous phenomenon across all sensory
modalities and occurs at different stages of processing from
periphery to cortex. The neuronal consequences of adaptation are
conventionally characterised as suppression in responsiveness.
However, the current view of adaptation is continuous retuning
of neuronal response functions in the form of shifts or rescaling
to compensate for the changes in the diet of stimulation (Fairhall
et al., 2001; Dean et al., 2005; Sharpee et al., 2006; Adibi
et al., 2013b). This adaptive recalibration is hypothesised to
improve neural coding efficiency by changing neuronal response
functions to match the statistics of the sensory environment
(Barlow, 1961; Smirnakis et al., 1997; Kvale and Schreiner, 2004;
Dean et al., 2005; Hosoya et al., 2005; Price et al., 2005; Nagel
and Doupe, 2006; Maravall et al., 2007; Adibi et al., 2013a).
The present article provides an analytic summary of current
views and research findings within the last decade on sensory
adaptation in the rodent whisker-mediated tactile system.

The rodent whisker system provides a suitable model system
in systems neuroscience due to its functional efficiency and
structural organisation (Brecht, 2007; Petersen, 2007; Feldmeyer,
2012; Feldmeyer et al., 2013; Adibi, 2019); known as nocturnal
animals, rodents rely on their vibrissal sensorimotor system
to garner information about their surrounding environment.
Every stage of processing comprises anatomical and functional
somato-topographic maps of whiskers: “barrelettes” in the
brainstem nuclei, “barreloids” in the sensory thalamus ventral
posteromedial nucleus (VPM), and “barrels” in the primary
somatosensory cortex (S1). Behavioural studies demonstrated
that rodents are able to perform texture discrimination (Carvell
and Simons, 1990; von Heimendahl et al., 2007), vibration
amplitude and frequency discrimination (Adibi and Arabzadeh,
2011; Morita et al., 2011; Adibi et al., 2012; Fassihi et al., 2014),
object localisation (Mehta et al., 2007; O’Connor et al., 2010),
gap crossing (Harris et al., 1999; Celikel and Sakmann, 2007)
and aperture width discrimination (Krupa et al., 2001) tasks
using their macro-vibrissae. In the whisker sensory pathway,
sensory adaptation has been observed and quantified along
various stages of sensory processing, from trigeminal ganglion
through brainstem and sensory thalamic nuclei to somatosensory
cortex. These quantifications are commonly in terms of a drop
in neuronal responsiveness to sustained or repetitive whisker
stimulation (Hartings et al., 2003; Khatri et al., 2004; Fraser et al.,
2006; Ganmor et al., 2010; Adibi et al., 2013b; Mohar et al., 2013;
Kheradpezhouh et al., 2017). However, adaptation operates in
both ways. For instance, sensory adaptation enhances neuronal
responses when the stimulation regime changes to a lower level
of stimulation or lower adaptation. In this article, we focus on
the fast/rapid neuronal adaptation to the immediate history of
stimulus within the order of a few hundreds of milliseconds. We
discuss key findings about the intensity-dependent properties of
sensory adaptation and further summarise the effect of neuronal
adaptation on response dynamics and encoding efficiency of
neurons at single-cell and population levels along the whisker-
mediated tactile system. Finally, we summarise the perceptual
effects of adaptation, and its functional role from a cognitive and
systems neuroscience point of view.

2. PHENOMENOLOGY OF SENSORY
ADAPTATION

As in any sensory modality, neurons in the somatosensory
pathway exhibit adaptation to repeated or sustained whisker
stimulation. The degree of adaptation depends on the stimulation
parameters such as the frequency (Ahissar et al., 2000; Khatri
et al., 2004; Heiss et al., 2008; Kheradpezhouh et al., 2017,
see Figures 1A–D), the amplitude and velocity of whisker
stimulation (Ganmor et al., 2010; Adibi et al., 2013b; Mohar
et al., 2013, see Figures 2, 3), and the cortical and behavioural
states (Castro-Alamancos, 2004a; Katz et al., 2012). The most
recognised characteristic of neuronal adaptation is in the form
of an exponential decrease in the neuronal responses to repeated
sensory stimulation with time (Figures 1B,C) as well as with
the frequency of stimulation (Figure 1D, see also Hartings et al.,
2003; Khatri et al., 2004; Heiss et al., 2008; Kheradpezhouh et al.,
2017). However, juxta-cellular electrophysiology and labelling of
neurons in the primary somatosensory cortex (Kheradpezhouh
et al., 2017) revealed the diversity of adaptation profiles including
facilitation and increased evoked responses over time (Figure 1E,
also see below) and with the frequency of stimulation. This
diversity was not found to be correlated with the morphology
of cortical neurons or their location across cortical laminae
(Figure 1F, also see Musall et al., 2014; Ramirez et al., 2014;
Allitt et al., 2017). Interestingly, a ubiquitous effect of sensory
adaptation is increased response latency with respect to the onset
of each consecutive whisker stimulation (Figure 1G).

2.1. Sensory Adaptation Along the
Pathway: From Periphery to Cortex
In the rodent whisker-mediated tactile system, neuronal
adaptation is observed across all stages of sensory processing,
from the whisker follicle through the brainstem and the thalamus
to the somatosensory cortex. Vibrissae, or whiskers are the
starting point of this system. The instantaneous velocity of
whisker movement is one of the fundamental kinematic features
of whisker-mediated sensation in both modes of sensation,
the receptive (passive) mode and during whisking (active or
generative mode). Whisker velocity has been shown to be
related to the radial distance of stationary and moving objects
during contact with whiskers (Bagdasarian et al., 2013; Lottem
et al., 2015) as well as the speed of the moving object (Lottem
et al., 2015). Additionally, profile of whisker velocity determines
texture-specific kinetic signatures through sequence of stick-slip
events—discrete high-velocity, high-acceleration whisker micro-
motions—during contact with objects (Arabzadeh et al., 2005).
As such, the body of the literature commonly characterises tactile
stimuli in terms of the velocity of whisker movement.

The first stage of sensory processing, the trigeminal ganglion
(also known as semilunar ganglion), consists of the cell
bodies of pseudo-unipolar neurons with their distal axons
arborising the vibrissae follicles and shaft of the mystacial
whiskers as mechanosensory receptors (Vincent, 1913; Ma
and Woolsey, 1984, for a review see Adibi, 2019). The
proximal axons of trigeminal primary sensory neurons
innervate the ipsilateral brainstem trigeminal complex

Frontiers in Neuroscience | www.frontiersin.org 2 October 2021 | Volume 15 | Article 770011176

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Adibi and Lampl Adaptation in Rodent Whisker System

FIGURE 1 | Characterisation of the adaptation profile to repetitive stimulation. (A) Histological reconstruction of a sample layer 5 pyramidal neuron juxta-cellularly

recorded from the vibrissal area of S1 in anaesthetised rats while applying deflections (200 µm in amplitude) to the principal whisker. (B) Raster plots and peri-stimulus

time histograms (PSTHs) for the sample neuron in (A) for different stimulation frequencies. Vertical purple lines indicate individual deflections. Dots in the lower parts of

panels indicate individual spikes and rows correspond to trials. (C) The cumulative response of the sample neuron as a function of time normalised to the response to

the first deflection exhibiting a systematic decrease in responsiveness with time. The decline is steeper and reaches a lower level as the stimulation frequency

increased. Error bars indicate standard error of the means (s.e.m.) across trials. (D) On average, across neurons, adaptation increases with stimulation frequency in an

exponential manner (solid curve). Responsiveness index (RI) is defined as the net neuronal response rate to the 3-s train of deflections divided by the response to the

first deflection. Error bars indicate s.e.m. (E) Prominent response facilitation in a subset of neurons. The response profile of three sample neurons exhibiting response

facilitation is shown at stimulation frequency of 8 Hz. (F) Neuronal reconstruction and diversity of adaptation. Upper panel illustrates the morphology of 14 example

reconstructed neurons and their cortical location as identified by histology. The lower panel shows the diversity of adaptation for the 14 neurons. (G) Response

latencies increases over the time course of stimulation, irrespective of the dynamics of their response rate (facilitation versus adaptation). PSTHs for 3 sample neurons

to 6 consecutive deflections at 2 Hz stimulation. Different shades of green represent the order of deflection within the simulation train, with darker corresponding to

earlier deflections. Modified from Kheradpezhouh et al. (2017).

(Vincent, 1913; Ma and Woolsey, 1984). Each ganglion cell
innervates only one whisker follicle (Fitzgerald, 1940; Zucker
and Welker, 1969; Dykes, 1975; Gibson and Welker, 1983; Rice
et al., 1986; Lichtenstein et al., 1990). Each follicle is innervated
by 150–200 myelinated and around 100 unmyelinated distal
axons of trigeminal ganglion neurons (Lee and Woolsey, 1975;
Waite and Cragg, 1982; Renehan and Munger, 1986; Rice et al.,
1986, 1997; Henderson and Jacquin, 1995). The nerve terminals
and mechanoreceptors are of various types, morphologies and
distributions (Melaragno and Montagna, 1953) such as Merkel
cell-neurite complexes, lanceolate receptors, club-like endings,

Ruffini-like corpuscles—also referred to as reticular ending—and
free nerve endings (Renehan and Munger, 1986; Rice et al., 1986;
Ebara et al., 2002). Early studies classified the trigeminal ganglion
neurons into slowly adapting and rapidly adapting based on
their response profile within the first milliseconds to a rapid
change in whisker angle. Rapidly adapting receptors do not elicit
response to maintained whisker deflection, while slowly adapting
receptors respond to sustained whisker deflection (Talbot et al.,
1968; Kwegyir-Afful et al., 2008). The relative time interval
between velocity-independent first spike latency of rapidly
adapting neurons and velocity-dependent first spike latency of
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FIGURE 2 | Parallel processing of tactile intensity during adaptation in the two trigeminal nuclei. (A) Sub-threshold post-synaptic responses of a PrV neuron to

repeated low intensity input (blue) and high intensity stimulation (red). (B) Normalised peak sub-threshold response of PrV neurons for two intensities. PrV neurons

exhibit less adaptation to the stronger stimulation. Error bars represent s.e.m. (C) Population averaged firing responses of PrV neurons as a function of stimulation

velocity at low (blue circles), medium (orange squares), and high (red diamonds) intensity contexts. (D) Same data as in (C), but re-plotted as a function of normalised

(Z-scores) velocity. (E) Sub-threshold post-synaptic responses of a SpVi neuron to repeated high and low intensity stimulation. (F) Normalised peak sub-threshold

response of PrV neurons for low and high intensities. In contrast to PrV, SpVi neurons adapt more to higher intensity stimulation. Error bars represent s.e.m.

(G) Average firing response of SpVi neurons as a function of stimulation velocity. (H) as in (G), but as a function of normalised (z-scored) velocity. Although unadapted

responses (black circles) are similar for both nuclei, PrV encodes stimulus intensity more linearly at the high-intensity context and the SpVi better encodes the

low-intensity context. Modified from Ganmor et al. (2010), Mohar et al. (2013), and Mohar et al. (2015).

slowly adapting neurons accurately and reliably encodes whisker
movement velocity (Lottem et al., 2015). Whisker velocity
is also encoded, although less robustly, by the firing rates of
slowly adapting neurons (Shoykhet et al., 2000; Bale et al., 2013;
Lottem et al., 2015). Merkel endings are the most prominent
mechanoreceptors with slowly adapting characteristics (type
I skin Merkel endings in mouse trunk and ring-sinus Merkel
receptors in rat vibrissal follicles) (Iggo and Muir, 1969;
Woodbury and Koerber, 2007; Furuta et al., 2020). Club-like,
rete-ridge collar Merkel and lanceolate receptors are rapidly
adapting while reticular-like type-I Ruffini endings exhibit slowly
adapting characteristics (Li and Ginty, 2014; Tonomura et al.,
2015; Furuta et al., 2020). Rapidly adapting ganglion cells have
generally higher velocity thresholds (Zucker and Welker, 1969;
Lichtenstein et al., 1990). The time course of adaptation in
trigeminal ganglion neurons and mechanoreceptors is in the
order of a few tens of milliseconds. In contrast to cortical (Khatri
et al., 2004; Musall et al., 2014; Allitt et al., 2017; Kheradpezhouh
et al., 2017, see Figure 1), thalamic (Hartings et al., 2003; Khatri
et al., 2004; Ganmor et al., 2010) and brainstem neurons (Mohar
et al., 2013), the response of trigeminal ganglion neurons to
repeated deflections at stimulation frequencies as high as 18 Hz
exhibits little adaptation (Ganmor et al., 2010).

Proximal axons of the first-order trigeminal ganglion neurons
innervate the two sensory nuclei in ipsilateral brainstem
trigeminal complex: the principal sensory nucleus (PrV) and
the spinal nucleus (SpV). The PrV and SpV interpolaris sub-
nucleus (SpVi) provide the main sensory input to the thalamus
forming the starting point of the two major parallel streams
of somatosensory signals: the lemniscal and the paralemniscal
pathways (Yu et al., 2006, for a review see Adibi, 2019). Neurons
in these two sub-nuclei exhibit opposite intensity-dependent
adaptation profiles to repeated deflections of the principal
whisker (Figure 2); PrV neurons adapt less to higher intensity
stimuli (Figures 2A,B), while neurons in SpVi exhibit increased
adaptation as the intensity of deflections increases (Mohar et al.,
2013, see Figures 2E,F). The intensity-dependent adaptation
feature in PrV neurons is preserved at the level of VPM and
cortical neurons (Ganmor et al., 2010; Mohar et al., 2013,
2015). While the neuronal mechanisms of intensity-dependent
adaptation in SpVi and PrV neurons remain unknown, these
findings suggest that neuronal adaptation in PrV may be due
to the inter-subnuclear inhibition of PrV neurons by the SpVi
(Furuta et al., 2008); as the intensity of stimulus increases,
SpVi neurons adapt more causing a greater disinhibition of the
PrV neurons. The disinhibition of PrV neurons to repeated

Frontiers in Neuroscience | www.frontiersin.org 4 October 2021 | Volume 15 | Article 770011178

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Adibi and Lampl Adaptation in Rodent Whisker System

FIGURE 3 | Adaptation to sustained whisker stimulation generates systematic shifts in neuronal response statistics. (A) Extracellular multi-electrode array recording in

rat whisker area of S1. The inset depicts the somatotopic organisation of barrels in layer 4 and infra-barrels in layer 6a, and the isolated spikes of a typical cortical

neuron recorded from Barrel D4 while stimulating the principal whisker under three adaptation conditions (red: 0, green: 6 and magenta: 12 µm, 250 ms long at 80 Hz)

followed by a single-cycle sinusoidal whisker vibration (0–33 µm). (B) Each panel shows response of the sample neuron to the 30 µm test stimulus in each adaptation

condition. PSTHs are calculated in a 5 ms long bin sliding in 1 ms steps over 100 trials. (C) Adaptation shifts the response function of thalamic neurons. Vertical

dashed lines represent the magnitude of the adapting stimulus. (D) Adaptation generates systematic shifts in the average population response function of S1 neurons.

The response of simultaneously recorded units were averaged together to produce a population spike rate for individual sessions (n = 8 comprising a total of 159

single- and multi-units). Spike rates are calculated in a 50 ms window after test stimulus onset (boxes in B). (E) Trial-to-trial variations in neuronal responses of cortical

single units (n = 64) as captured by Fano factor (variance over mean spike counts across trials) exhibits a shift by adaptation. (F) The coding accuracy quantified by

Fisher information peaks at amplitudes higher than that of the adapting stimulus. Single-neuron Fisher information as a function of stimulus magnitude (n = 73 single

neurons). All error bars indicate s.e.m. Modified from Adibi et al. (2013a) and Adibi et al. (2013b).

whisker deflections, in turn, decreases the level of adaptation
at high-intensity stimulation regime; PrV neurons adapt less to
higher intensity stimuli, while neurons in SpVi exhibit increased
adaptation as the intensity of deflections increases (Mohar
et al., 2013). The intensity-dependent pattern of adaptation in
PrV neurons further is preserved at the level of VPM and
cortical neurons (Ganmor et al., 2010; Mohar et al., 2013, 2015).
Increasing the amplitude and velocity of whisker deflections
does not increase the adaptation of synaptic responses in layer
4 neurons of the somatosensory cortex, but rather entails
less adaptation (Ganmor et al., 2010). Importantly, previous
studies (Timofeeva et al., 2004) suggested that inter-subnuclear
interactions between SpVi inputs shape the receptive field size
of PrV neurons. Indeed, the pattern of intensity-dependent
adaptation in PrV neurons is reversed when the adjacent whisker
is stimulated. That is, increasing the intensity of stimulation
entails less adaptation when stimulation intensity increases.

Although the two trigeminal nuclei encode the intensity
of whisker stimuli in a similar manner under non-adapted
condition (Figures 2C,G), adaptation introduces distinct
changes in the coding behaviour of these two nuclei (Mohar
et al., 2015). Under adaptation, PrV neurons better encode
the fluctuations of the stimulus at high intensity regimes
(Figures 2C,D), whereas SpVi neurons better encode weak
tactile stimuli (Figures 2G,H). A similar pattern was also

observed at the level of the subthreshold synaptic potentials
(Mohar et al., 2015). As the neuronal adaptation linearises the
response function of PrV neurons at high-intensity stimulation
regime, it linearises the response function of SpVi neurons
at low-intensity stimulation regime. Thus, the two parallel
routes of stimulus intensity processing through PrV and SpVi
together enhance the overall coding of stimulus intensity for a
broader stimulation range. These findings suggest that neurons
belonging to these two brainstem trigeminal nuclei may encode
the intensity of stimulation together in a context-dependent
manner untangling the coding ambiguity associated with
response adaptation in different stimulation contexts.

Along the pathway from periphery to cortex, adaptation
exhibits stronger effect on neuronal responses. Peripheral
trigeminal ganglion neurons exhibit less adaptation than neurons
in the principal nucleus of the brainstem trigeminal complex
(PrV). Sensory thalamic neurons in the VPM, in turn, exhibit a
higher level of adaptation than neurons in trigeminal complex,
and less adaptation compared to cortical neurons (Khatri et al.,
2004; Ganmor et al., 2010, also see Figures 3C,D). As mentioned
earlier, the degree of adaptation depends on the frequency of
whisker stimulation (Ahissar et al., 2000; Khatri et al., 2004; Heiss
et al., 2008; Kheradpezhouh et al., 2017; Latimer et al., 2019),
the amplitude and velocity of deflections (Ganmor et al., 2010;
Adibi et al., 2013b; Mohar et al., 2013), and the cortical state
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(Castro-Alamancos, 2004a; Katz et al., 2012). The response of the
neurons decreases to consecutive individual whisker deflections
with an exponential decay (Figure 1C). As the stimulation
frequency increases, neurons adapt stronger and at a faster
rate (Khatri et al., 2004; Kheradpezhouh et al., 2017, also see
Figure 1D). A significant subset of cortical neurons exhibit
response facilitation over the course of repetitive stimulation at
frequencies of 4–10 Hz (Brecht and Sakmann, 2002; Garabedian
et al., 2003; Derdikman et al., 2006; Kheradpezhouh et al.,
2017, see Figure 1E). The facilitation is then followed by
a reduced responsiveness to further subsequent deflections
(Kheradpezhouh et al., 2017). Similar facilitation effects are
reported in response to repetitive optogenetic excitation of layer
6 corticothalamic neurons where the evoked response in layer
5a pyramidal neurons as well as fast-spiking inter-neurons in
both layer 4 and 5a increased due to activation of facilitating
synapses (Kim et al., 2014). Prolonged optogenetic activation of
layer 6 corticothalamic neurons resulted in a hyper-polarisation
of VPM neurons followed by depolarisation, shifting the mode
of sensory responses from bursting to single-spike (Mease et al.,
2014). Subsequently, VPMneurons exhibit reduced adaptation to
8 Hz repetitive whisker deflections during prolonged optogenetic
stimulation of layer 6 neurons. This suggests corticothalamic
feedback shapes both the gain and the temporal profile of
sensory processing in cortex by controlling the gating of sensory
information in VPM. Post-adaptation response facilitation was
observed to stimulation at a few hundred milliseconds after
the adapting repetitive stimulation in approximately a third of
cortical neurons (Malina et al., 2013). Thalamic neurons, on the
other hand, do not exhibit post-adaptation response facilitation
revealing that facilitation does not emerge from thalamic
neurons. Recordings at different holding currents revealed this
facilitation is a result of a faster recovery of excitation compared
to inhibition. Adaptation also is shown to decrease cross-whisker
suppression, similar to the reduction in surround suppression in
visual system (Higley and Contreras, 2006; Ramirez et al., 2014).

Early electrophysiology studies revealed that on average,
neuronal responses from layers 2/3 and 5a exhibit stronger
adaptation than cortical layers 4 and 5b (main lemniscal input
layers) neurons (Ahissar et al., 2001; Derdikman et al., 2006).
These findings are consistent with stronger adaptation in the
posterior medial (POm) thalamus than in VPM (Diamond et al.,
1992; Sosnik et al., 2001). In a detailed study of adaptation
to sequences of stick-slip events across cortical laminae, Allitt
et al. (2017) found stronger adaptation in supra-granular layers
compared to layers 4 and 5. Lower layer 3 showed rates of
adaptation that lie between that of layers 2/upper 3 and layers
4/5. Despite strong responses to high-speed protraction (at
654°/s) resulting in suppressed responses to the initial stick-slip
event in the sequence, across all laminae, the rate of adaptation
vs. frequency did not change with the speed of protraction
(654°/s vs. 32.7°/s). However, layer 2 neurons represent initial
texture-defining stick-slip events with temporal fidelity and
relatively high firing rates irrespective of protraction speed, and
only exhibit adaptation to the subsequent repetitive stick-slip
stimuli, and not to the strong evoked responses by fast whisker
protraction. Interestingly, stick-slip stimuli in Allitt et al. (2017)

drive weaker rates of adaptation at stimulation frequencies as
high as 34 Hz compared to pulsatile whisker deflections at similar
range of frequencies which disrupt texture encoding reported in
previous studies (Ahissar et al., 2001; Chung et al., 2002; Khatri
et al., 2004).

In the somatosensory cortex, both response latency and
response peak time (to repeated whisker deflections) show a
consistent increase over time with consecutive stimulations,
irrespective of the direction and amount of the change
in response rate (facilitation and suppression, as shown in
Figure 1G, Allitt et al., 2017; Kheradpezhouh et al., 2017).
This delayed response trend was also observed for neurons
exhibiting little adaptation as well as those neurons exhibiting
either decreased or increased responsiveness with repetitive
stimulation. At stimulation frequencies >30 Hz, a large increase
in latency from the 1st to 2nd stimulus was observed, followed by
a decrease in response latency to a relative steady-state latency
longer than that to the 1st stimulus and shorter than that for
the 2nd stimulus (Allitt et al., 2017). These findings indicate that
the context-dependent changes in the evoked response latency
is governed by additional mechanisms than those underlying
decrease or increase in the responsiveness.

2.2. Effect of Adaptation on Neuronal
Response Characteristic Functions
As shown in Figure 2, adaptation exhibits differential effects
depending on the intensity, frequency and potentially other
physical parameters of sensory stimulation (also see Katz et al.,
2006; Ganmor et al., 2010; Lampl and Katz, 2017; Katz and
Lampl, 2021). Thus, it is important to characterise adaptation
effects across a range of stimulus intensities. Using multi-
electrode extracellular electrophysiology in anaesthetised rats
(Figure 3A), Adibi et al. (2013b) quantified how neuronal
adaptation modifies the input-output response function of
neurons as a function of the whisker deflection intensity
(amplitude). The neuronal input-output functions (also
known as neurometric functions) typically exhibit an increase
in the mean neuronal responses with stimulus amplitude
(Figures 3B–D), along with decreased trial-by-trial variability
(in terms of Fano factor, Figure 3E). Adibi et al. (2013b)
delivered sustained sinusoidal vibrations at various amplitudes
to whiskers to induce different levels of sensory adaptation,
and then quantified the neuronal input-output function
under each level of adaptation (Figures 3A,B). The findings
revealed adaptation induces a rightward shift in the neuronal
characteristic response functions (both the mean and variability
against stimulus amplitude, Figure 3). The magnitude of the shift
in neuronal responses depends on the magnitude of adapting
stimulus; adaptation shifted the threshold of neuronal responses
(the lowest stimulus intensity to which the evoked response
is significantly higher than baseline activity) to stimulation
amplitudes above that of adapting stimulus (Figures 3C,D).
While adaptation shifts the neuronal characteristic functions
(response rate and variability), it maintains the relationship
between the two across different adaptation states. This was
confirmed by a regression analysis between the response
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FIGURE 4 | Effect of adaptation on population response correlations along the

thalamocortical pathway. (A) The correlations in trial-by-trial spike-count

variability (known as noise correlation) for a population of thalamic neurons in

three adaptation states, as in Figure 3. Adaptation has small effect on the

correlated variability across thalamic neurons. Error bars represent s.e.m.

Colour conventions as in Figure 3. (B) Similar to (A) but for cortical neurons.

Adaptation produces a systematic shift in the noise correlation characteristic

function. Modified from Adibi et al. (2013b).

variability and mean (Adibi et al., 2013b). Thus, adaptation
transfers the operating point of neurons to lower rates with
higher variability. It is worth to note that the lateral shift in
response function lowers overall responsiveness (spike counts
averaged across the whole stimulus range) which in turn,
suggests a lower metabolic cost. Consequently, the coding
accuracy (in terms of Fisher Information) peaks at amplitudes
above the adapting stimulus (Figure 3F, see also Adibi et al.,
2013a). Sensory adaptation produces systematic rightward
shifts in the stimulus region with elevated coding efficiency
consistent with the shift in the evoked neuronal response
thresholds to amplitudes higher than that of the adapting
stimulus (Adibi et al., 2013b).

2.3. Effect of Adaptation on the Network:
Signal and Noise Correlations
Shared neural variability is a ubiquitous phenomenon in
neural networks. Conventionally, neuronal activity has been
characterised by the average and variance of responses over
multiple trials. However, single neuron statistics do not
capture the stochastic and dynamic characteristics of a neural
network. Correlated fluctuations across neurons—known as
noise correlations—are one of the central bases of the recent
theories of neural computation (Pouget et al., 2013). These
correlations are shown to affect the information content of
population activity in the cortex (Averbeck et al., 2006; Adibi
et al., 2013a,b). Previous electrophysiology studies indicated
sensory stimulation decorrelates the population responses in
somatosensory cortex (Middleton et al., 2012; Adibi et al.,
2013b). Similar stimulus-driven decorrelation was observed in
the primary visual cortex of primates (Kohn and Smith, 2005),
middle temporal (MT) cortex (Ponce-Alvarez et al., 2013)
and anterior superior temporal sulcus of macaque monkeys
(Oram, 2011). Sensory adaptation shifts the profile of noise
correlations in cortex along the stimulus amplitude axis similar
to the shift in the other response statistics including mean
and variability of responses (Figures 3, 4). These parallel shifts

result in maintaining the relationship between noise correlations
and the mean firing rate across different states of adaptation
(Adibi et al., 2013b). Thus, the net effect of sensory adaptation
in the cortex is to decrease the overall neuronal response rate
across the stimuli while increasing the total variability as well as
correlations in variability (noise correlation) across neurons in
the cortex.

In contrast, at the upstream sensory stage to somatosensory
cortex, in VPM, while thalamic neurons exhibit adaptation
in form of a shift in the neurometric curves (Figure 3C),
the noise correlation does not show visible difference across
stimuli and adaptation states (Figure 4A). This was the case,
even though the firing rate of thalamic neurons, on average,
increased over two-fold from about 30 Hz at spontaneous
level to 60 Hz with increasing the stimulus amplitude. In
contrast, on average, a less than 25 Hz change in the response
of cortical neurons to stimulation was accompanied by a
halved level of noise correlations in the somatosensory cortex
(Figure 4B).

By extracellular electrophysiology using a 10×10 electrode
array from the somatosensory cortex (Figures 5A,B), Sabri
et al. (2016) showed that neurons have a specific sequence of
activation with respect to the population which is anatomically
organised (Figure 5C). Additionally, the strength of pairwise
correlations in the ongoing spontaneous activity of neuronal
clusters decreases with the distance between the electrodes
(Figure 5D), consistent with similar findings in other cortical
areas (Smith and Kohn, 2008; Rothschild et al., 2010; Solomon
et al., 2015). Correlations, on average, are stronger for units
that better encode the sensory stimuli (Figure 5D), and
predict the correlations in the evoked response fluctuations
to sensory stimuli (i.e., noise correlations, Figure 5E) as
well as signal correlations (see Sabri et al., 2016). The
strength of correlations in spontaneous state (i.e., non-adapted)
and adapted state (during sustained sensory stimulation)
were highly correlated (Figures 5F,G, also see Sabri et al.,
2016), indicating that neuronal adaptation maintains the
spatiotemporal dynamics of population activity within the
cortical networks; the functional connectivity map based on
these correlations resembles the two-dimensional anatomical
organisation of electrode locations (Figures 5H,I), andmaintains
its organisation across states of adaptation. Similarly, our
unpublished data indicates neuronal adaptation maintains the
spatial organisation of synchrony in the cortex as captured
by the phase coupling of field potential oscillations (data
not shown).

The shifts in the neuronal response functions by sensory
adaptation cause an increased signal correlation (Figure 5J);
sensory adaptation reduces the level of network heterogeneity
by shifting the response function of neurons, aligning their
responsive range with respect to the adaptor. Similar
homeostatic effect of adaptation has been reported in the
primary visual cortex of anaesthetised cats (Benucci et al.,
2013). Benucci et al. (2013) observed that adaptation to a
given orientation maintained the equality in responsiveness
and the independence in orientation selectivity across
the population.
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FIGURE 5 | Adaptation maintains dynamics of synchrony in cortical neuronal populations. (A) Extracellular multi-electrode array recording in rat somatosensory cortex

using a 10× 10 array. The inset depicts the 10× 10 array with 400 µm electrode spacing. (B) The probability density function (PDF) of the population activity triggered

by spikes on an example electrode (arrows in A). This is identical to the cross-correlogram analysis. The peak of this PDF relative to chance level (denoted by C),

represented by hp, quantifies the synchrony between each electrode and the pooled activity. The inset depicts the median of the PDF, denoted by dp, which estimates

the delay (or lead) of each electrode relative to the population spiking at all other electrodes. (C) Map of electrodes colour coded by their corresponding dp values. The

dp changes systematically from positive (leading the population) to negative (lagged relative to the population) most evident along the rows corresponded to the

medio-lateral stereotaxic axis. (D) The mean and s.e.m. of strength of correlations (CCG) in spontaneous activity for informative pairs of units (where both electrodes in

a pair were informative about sensory stimuli; cyan) and uninformative pairs (where both electrodes had low information about sensory stimuli; grey). Pairwise CCGs

were calculated similar to that in (B), but across two electrodes. (E) The histogram of correlations in spontaneous activity (normalised to the chance level C) against

spike-count correlations in the fluctuations of evoked neuronal activity (noise correlations) showing significant strong relation between them. (F) Adaptation maintains

the structure of correlations across the network. Strength of coupling in the spontaneous activity (non-adapted state, the abscissa) is highly correlated (correlation

coefficient, r = 0.94) with those during sustained sensory stimulation (adapted condition, the ordinate). Each circle corresponds to an electrode. (G) Same as in (F),

but for dp. The values of dp for episodes of spontaneous activity were highly correlated with those for the sustained stimulation (r = 0.82). This indicated that the

sequence of activation among electrodes is highly preserved across the spontaneous (non-adapted) and adapted conditions. (H) The position of electrodes in the

functional space built based on the pairwise CCG values from (D). The functional space is reduced to two dimensions with multi-dimensional scaling (MDS). Colours

of electrodes were assigned based on their spatial position as shown in the inset array. The spatial structure of coupling across neuronal population predicts the

physical position of electrodes. (I) The mean and s.e.m. of distances in the 2-dimensional functional space at each physical distance. For dimensions higher than two,

changes in the relation of functional space and anatomical space remained relatively small (less than 5%). (J) Adaptation increases signal correlations—correlations

across response functions across stimuli—in neuronal populations. Signal correlation as a function of population size under the three adaptation states as in Figure 3.

Colour convention is identical to Figure 3. Modified from Adibi et al. (2014) and Sabri et al. (2016).

2.4. Adaptation and Readout of Population
Activity
How do the adaptation-induced shifts in characteristic functions
(mean, variability and noise correlations) affect the efficiency
of readout mechanisms of neuronal activity in downstream
areas? A biologically plausible and efficient yet simple readout
mechanism of the neuronal responses is a linear combination of
the neuronal responses in a downstream neuron (decoder, see
Figure 6A). The coefficients of the linear combination identify
the synaptic weights between the neurons, and may be optimised
to maximise the flow of sensory information or the decoder’s
discrimination performance (Figure 6B). The optimum weights
depend on the amount of information each individual upstream
neuron carries about the sensory stimuli (Figure 6C) and the
structure of response co-variabilities across the population of
downstream neurons (Adibi et al., 2014). This optimal linear
readout determines an upper boundary of coding efficiency using
the linear integration framework. Adibi et al. (2014) optimised
the readout in two manners: (i) the pairwise-optimal readout
scheme where for any pair of stimuli, the linear combination
weights were optimised to maximise discriminability. And (ii)
the groupwise-optimal readout scheme where an identical set of

weights were optimised to maximise the discrimination across
all stimuli. The discriminability of neuronal responses under
pairwise-optimal readout provides an upper bound for the
performance of the groupwise-optimal readout. The groupwise-
optimal readout approaches its upper bound when the neuronal
responses to sensory stimuli are linearly correlated. This is

equivalent to a maximal level of signal correlation in the

population responses. In order to apply the appropriate set of
weights, the pairwise-optimal readout scheme requires a priori
knowledge about the pair of stimuli to be discriminated. Thus,

the groupwise-optimal readout is arguably a more biologically
plausible scheme.

Adibi et al. (2014) found that for either readout scheme,

adaptation enhances the discriminability for stimuli higher
in amplitude than the adaptor, while there is a decline in
discriminability if both stimuli are lower than the adaptor
(Figure 6D). The magnitude of the effect was larger for the
groupwise-optimal readout compared to the pairwise-optimal
readout. These findings represent a shift in discriminability
from low amplitudes to amplitudes higher than the adapting
stimulus, consistent with the observed rightward shift in
the neuronal response functions in Figure 3D. Additionally,
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FIGURE 6 | Adaptation improves population decoding. (A) Schematic

representation of linear combination of neuronal activity by the downstream

decoder. Coefficients w1, w2 and wi represent the synaptic weights between

the neurons (top row) and the decoder (bottom). (B) Schematic representation

of pooling (summation along identity line) and optimal decoding. The green and

orange ovals represent the joint distribution of the neurons’ responses to two

sensory stimuli. The solid black lines represent the weight vectors. The weight

vector corresponding to pooling is along the identity line. The bell-shaped

areas on each weight vector represent the projection of the neuronal response

distribution for each stimulus on the weight vector. Dashed lines correspond to

the best criterion to discriminate the two stimuli. The insets show the hit rate

versus false alarm rate (ROC) for every possible criterion. Grey shaded areas

indicate area under ROC (AUROC) quantifying discriminability. (C) The optimal

decoding weights for informative neurons are higher. Histogram of the optimal

weights as a function of the signal-to-noise ratio (SNR) for each stimulus pair

across populations of 8 single neurons. The weights and SNR values are

normalised to that of the best neuron in each population. (D) Shift in

discriminability from low amplitudes to amplitudes higher than the adapting

stimulus for every stimulus pair, in a sample session with 11 simultaneously

recorded single neurons. Left and right panels exhibit the difference in

discriminability (in terms of AUROC) between adapted and non-adapted

conditions. Pairwise decoding applies a distinct set of weights for every

stimulus pair, while the groupwise decoding applies an identical weight vector

to discriminate across all stimulus pairs. (E) Decoding generalisation across

(Continued)

FIGURE 6 | adaptation states. The abscissa indicates the discriminability for

the adaptive optimal decoder when optimised on half of the adapted

responses and tested on the other half. The ordinate corresponds to

discriminability for the non-adaptive optimal decoder when optimised on the

non-adapted responses and tested on the adapted responses. Error bars

indicate s.e.m. (F) The per cent drop in discriminability when ignoring noise

correlations, denoted by 1AUROCdiag, for adaptation states, against the same

measure in the non-adapted state. While noise correlations are higher in

adapted states, the effect of ignoring these noise correlations under

adaptation states is less compared to non-adapted state. Modified from

Adibi et al. (2014).

adaptation increases the number of stimulus pairs with enhanced
discriminability based on population responses (shades of red in
Figure 6D).

As a result of the shifts in neuronal responses (Figure 3),
the optimal readout weights which maximise discriminability
between a pair of stimuli in the non-adapted state are expected
to maximise discriminability between a new pair of stimuli that
are in effect simply shifted by the adapting stimulus intensity.
This predicts a high level of generalisation of the optimal readout
across different states of adaptation. Adibi et al. (2014) verified
this by quantifying the discriminability obtained from a non-
adaptive readout—which its weights were optimised in the non-
adapted state—relative to an adaptive readout—which its weights
were optimised under the adaptation state. The results revealed
that on average, the non-adaptive readout discriminability was 97
and 90% of that of the adaptive readout, for the 6 µm and 12 µm
adaptation states, respectively (Figure 6E), indicating a markedly
high level of generalisation of the optimal readout across different
states of adaptation.

Noise correlations have been shown to depend on the stimulus
features such as intensity-dependence in the somatosensory
system (Adibi et al., 2013b) as well as in other sensory systems
(Kohn and Smith, 2005; Oram, 2011; Middleton et al., 2012;
Ponce-Alvarez et al., 2013). This suggests that instantaneous
or short-term correlation structures may potentially provide
an additional channel of information for sensory processing.
The optimal linear readout scheme provides a framework for
studying the effect of noise correlations on the efficiency of
sensory processing in different adaptation conditions. Adibi et al.
(2014) showed that neuronal adaptation increases signal (see
Figure 5J) and noise correlations in population responses. By
increasing signal and noise correlations, adaptation increases
the redundancy of population responses. This adaptation-
induced redundancy, can potentially limit the capacity of the
cortical network to encode sensory information. The increased
redundancy, in turn, may enhance the accuracy with which
population responses represent sensory stimuli on trial-by-
trial basis. The effect of noise correlation on information
encoding/decoding depends on the direction of noise correlation
(in the multi-dimensional space of joint population activity)
relative to the direction of signal (Averbeck et al., 2006;
Adibi et al., 2013b). In the non-adapted condition, noise
correlations improve the accuracy of encoding/decoding for
some populations and in some other populations, they were

Frontiers in Neuroscience | www.frontiersin.org 9 October 2021 | Volume 15 | Article 770011183

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Adibi and Lampl Adaptation in Rodent Whisker System

detrimental to population coding (Adibi et al., 2014). Similar
opposing effects of noise correlation were observed in awake
animals performing a texture discrimination task (Safaai et al.,
2013). The differential effects of noise correlation can be
attributed to the heterogeneity of neuronal populations; in
a heterogeneous population, different neurons may exhibit a
variety of signal directions in their responses relative to noise.
This leads to opposing effects of noise correlation in the non-
adapted state. In the adapted state, however, with decreased level
of heterogeneity (Figure 5J), the population responses are more
homogenised, showing less diversity in their direction of signal
relative to noise. This leads to entirely detrimental effect of noise
correlations in the adapted states (Adibi et al., 2014). Compatible
with this scenario, it has been observed that noise correlations
under sensory adaptation were always detrimental to information
encoding/decoding (Adibi et al., 2014). The magnitude of the
effect of noise correlations was greater in adapted states than
non-adapted condition.

Based on these results, one might predict that ignoring noise
correlations would be more detrimental to the performance of
the readout under adaptation. On the contrary, ignoring noise
correlations in the readout by taking into account only the
diagonal elements of the pairwise neuronal response covariance
matrix (denoted by subscript “diag” in Figure 6F) was less
detrimental under adaptation compared to the non-adapted
state. This discrepancy can be explained in terms of a greater
increase in signal correlations relative to noise correlations under
adaptation (Adibi et al., 2014).

3. NEURONAL MECHANISMS
UNDERLYING SENSORY ADAPTATION IN
SOMATOSENSORY CORTEX

A potential neuronal mechanism for adaptation is based on
normalisation models (Heeger, 1991, 1992): the net activity
of a population of neighbouring neurons increases the input
conductance of the excitatory synapses, and hence results in
the division of the activity of the neuron by the pool activity
of the network, or shunting inhibition. Prolonged stimulation
leads to a steady network activity and hence a stable input
conductance. The key assumption then is that the changes of
the synaptic conductance have a time constant; after prolonged
stimulation, this reduced input conductance does not abruptly
return to its initial state, but to a transient state for a few
hundreds of milliseconds. This model is consistent with the
electrophysiological findings in cat and monkey striate visual
cortex and magnocellular cells in monkey LGN under contrast
adaptation: a lateral shift in response function along the
logarithmic contrast axis (Ohzawa et al., 1982, 1985; Sclar
et al., 1989; Solomon et al., 2004), and has psychophysical
correlates in human (Pestilli et al., 2007). However, the rightward
shift along the stimulus amplitude axis (as in Figure 3D) is
difficult to interpret in terms of a pure normalisation model.
Moreover, the normalisation model cannot explain the decreased
responsiveness along with the shifts illustrated in the response
function of neurons in cat visual cortex and auditory nerve

and inferior colliculus (Albrecht et al., 1984; Durant et al.,
2007; Wen et al., 2009). An alternative mechanism is based
on a tonic hyper-polarisation (Carandini et al., 1997) mainly
due to decreased excitatory inputs (DeBruyn and Bonds, 1986;
Vidyasagar, 1990; McLean and Palmer, 1996; Carandini et al.,
1997), which is consistent with depression of synaptic excitation
with repetitive electrical intracellular micro-stimulation of rat
primary visual cortex neurons (Abbott et al., 1997). A general
model consisting of these two mechanisms has been proposed
for contrast adaptation in V1 neurons (Dhruv et al., 2011).
Synaptic mechanisms, such as enhancement of inhibition (Dealy
and Tolhurst, 1974) and depression of excitatory synapses
(Finlayson and Cynader, 1995; Chance et al., 1998; Adorján
et al., 1999; Carandini et al., 2002; Chung et al., 2002; Freeman
et al., 2002; Wehr and Zador, 2005; Stevenson et al., 2010)
have also been proposed as mechanisms underlying adaptation.
In vivo experiments, however, demonstrated that suppression of
inhibition by blockage of GABAA receptors did not block sensory
adaptation (DeBruyn and Bonds, 1986; Nelson, 1991).

In the rat whisker-mediated tactile system, based on current
views of sensory adaptation, this phenomenon is mainly a result
of short-term thalamocortical synaptic depression (Chung et al.,
2002; Castro-Alamancos, 2004b; Khatri et al., 2004; Higley and
Contreras, 2006; Heiss et al., 2008). Whisker-specific adaptation
at the level of cortex (Katz et al., 2006) supports this mechanism.
Assuming that tactile adaptation results mostly from short-
term depression of thalamocortical synapses give rise to a
number of predictions. One prediction is that increasing the
intensity of stimulation, which is followed by higher presynaptic
firing probability, results in greater depression during sustained
sensory stimulation due to depletion of synaptic resources
and the relatively slower recovery processes. This prediction,
however, is in contrast to the observed intensity-dependent
profile of sensory adaptation along the lemniscal pathway
(Ganmor et al., 2010, also see Lampl and Katz, 2017). Ganmor
et al. (2010) found that increasing the amplitude and velocity of
whisker deflection does not increase the adaptation of synaptic
responses in layer 4 neurons in the primary somatosensory
cortex, but rather entailed less adaptation. In a series of
electrophysiology recordings along the entire lemniscal pathway
and first order ganglion neurons, this study showed that the
source for this unexpected profile of adaptation—reduced degree
of adaptation with increased intensity of stimulation—lies in PrV
neurons of the trigeminal complex in the brainstem. Another
body of literature, implicates adaptation of the thalamic spike
timing (Wang et al., 2010b; Whitmire et al., 2016; Wright et al.,
2021), suggesting that cortical adaptation is mainly a result of
reduced bursting and adaptive changes of evoked synchronous
spikes in the VPM. Recent studies indicate that the strength of
synaptic connections between individual thalamic and cortical
neurons is insufficient to evoke action potentials in cortical
neurons. Instead, the cortex is driven by synchronous activity
of thalamic populations (Bruno and Sakmann, 2006; Zucca
et al., 2019). This suggests that the level of synchrony across
thalamic neurons is a mechanism in regulating the flow of
information to the cortex. Optogenetic elevation of the baseline
activity in VPM is shown that does not adapt cortical neurons,
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and moderate level of sustained sensory stimulation has little
effect on the response of cortical neurons to direct photo-
stimulation of thalamocortical terminals in the cortex (Wright
et al., 2021), suggesting little contribution of thalamocortical
synaptic depression to sensory adaptation in the cortex in low
and intermediate adaptation regimes. Further experiments are
required to characterise the role of upstream structures such as
thalamic sensory nuclei (Hartings et al., 2003; Khatri et al., 2004;
Ganmor et al., 2010; Wang et al., 2010b), the laminar structure
of the cortex (Allitt et al., 2017), intra-barrel and cross-barrel
cortical circuitry (Katz et al., 2006) and the balance between
excitatory and inhibitory connections (Higley and Contreras,
2006; Heiss et al., 2008; Malina et al., 2013) on sensory adaptation
in the somatosensory system.

4. ADAPTATION AND CODING
EFFICIENCY: AN INFORMATION
THEORETIC PERSPECTIVE

One of the current views of neuronal adaptation is that it is a
mechanism by which neuronal responses adjust to the contextual
changes in the environment in order to maintain the efficiency
of neural codes. The efficiency can be quantified in relation to
a given utility function (e.g., maximising discriminability or the
rate of information) or a cost function (e.g., minimising the
energy to transfer certain amount of information, or minimising
the variance of estimation error).

4.1. Fisher Information
Fisher information (Fisher, 1922) is a well-known measure of
coding accuracy that quantifies the amount of information that
the neuronal responses carry about the sensory stimulus upon
which the distribution of the neuronal responses depends. This
measure has been used to characterise the effect of neuronal
adaptation on the efficiency of coding in visual, auditory and
somatosensory systems (Dean et al., 2005; Durant et al., 2007;
Gutnisky and Dragoi, 2008; Adibi et al., 2013a). Adaptation
can be considered as the procedure of matching the neuronal
responses based on the distribution of the stimulus—a procedure
known as ‘equalisation’ (Laughlin, 1981; Nadal and Parga,
1994)—in order to maintain the efficiency (or optimality) of
neuronal code. For the biological case where the neuronal
response variance is stimulus dependent (Churchland et al., 2010;
Adibi et al., 2013b), the optimality will be obtained when the
square root of the Fisher information function is equal to the
distribution of the stimulus. Thus, the peak of Fisher information
function should be aligned with the most frequent stimulus in
the environment. This is compatible with the Linsker’s infomax
principle (Linsker, 1988; van Hateren, 1992) and is equivalent
to Barlow’s redundancy reduction principle (Barlow, 1961, 2001;
Atick, 1992; Redlich, 1993).

In vision, neuronal adaptation is shown to maintain the
efficiency of the neuronal responses by scaling the response
function of neurons with changes in the variance of input
(Brenner et al., 2000), or by shifting the neuronal response
functions with changes in the mean of input distribution.

These adjustments have been reported in contrast adaptation
in visual system (Ohzawa et al., 1982, 1985; Sclar et al., 1989;
Solomon et al., 2004) and in sound level adaptation in auditory
system (Dean et al., 2005) resulting in enhanced accuracy
around the adapting (most frequent) stimulus (Dean et al.,
2005; Durant et al., 2007). In somatosensory cortex, however,
the shift in the coding accuracy to stimulus amplitudes above
the adapting stimulus (Figure 3F) is not exactly consistent
with the notion of equalisation or information maximisation.
Equalisation predicts the peak of Fisher information aligns with
the most frequent stimulus (here adapting stimulus). However,
the Fisher information profile peaks at above adapting stimulus
intensities (Figure 3F). As a result, neuronal adaptation filters
out the most frequent features of the stimulus, and in turn,
aligns the most sensitive portion of response curve (equivalent
to peak of the Fisher information) to amplitudes above adapting
stimulus. This potentially reflects a balance between homeostatic
regulation of metabolic energy costs of spikes and maintenance
of information content of neuronal responses, and in turn,
tunes the network to the critical point of deviant detection.
In the realm of whisker-mediated tactile world, for rodents,
the most frequent stimuli may constitute the ambient noise in
the surrounding environment, while behaviourally significant
stimuli are those above the most frequent stimulus region.
Adaptation can be considered as a mechanism to shift or
scale the neuronal functions to maintain their accuracy for
significant stimulus region by equalisation with respect to
a “significance” function instead of the stimulus probability
distribution function. In visual and auditory systems, however,
adaptation tunes the neuronal responses to maintain the acuity
for frequent stimuli. The more frequent stimuli, in these
modalities, may be considered to constitute functionally or
behaviourally significant stimuli.

4.2. Shannon Information
The transformation of physical attributes of the sensory
environment into spiking activity is analogous to the concept
of an “encoder” in the framework of coding theory in the
realm of communications. In this framework, the neuronal
computation is analogous to either that of the “source coding”
or “channel coding.” An efficient source code is the one
that maximises its entropy according to the distribution of
sensory input. It is equivalent to minimising the redundancy
in the neural code. Channel coding, on the other hand, adds
patterns of redundancy in the transmitted signal to reduce the
decoding error rate at the receiver over transmission through
an erroneous channel. In an information theoretic framework,
Adibi et al. (2013a,b) showed the amount of information in the
neuronal responses about the amplitude of the sensory stimuli
(in terms of the mutual information between the neuronal
response and stimulus amplitude) increases with adaptation,
hence enhancing coding efficiency (Figure 7A). This leads to
the prediction that the sensory cortex may act as an adaptive
entropy maximiser that increases the entropy of its codes
(spike rate) (Attneave, 1954; Barlow, 1961; Srinivasan et al.,
1982; Atick, 1992) similar to an optimum source coder in
the realm of communications (Shannon, 1948). To identify
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FIGURE 7 | Adaptation enhances the information content of neuronal

responses. (A) Mutual information (MI) between the whole stimulus set and the

neuronal responses (from Figure 3) in adaptation condition (ordinate, 6 µm

adaptation in green and 12 µm adaptation state in magenta) versus the

non-adapted state (abscissa). Each data point corresponds to a single neuron

(n = 73; square markers) or a cluster of multi-units (n = 86; diamonds). (B) As

in (A), but plotting the response entropy of individual neuronal recordings. (C)

As in (A,B), but plotting the response entropy conditional on stimulus. (D)

Adaptation increases the average information content of individual spikes.

Neuronal responses from different population sizes were pooled together and

plotted against the average pooled spiking for every population size. (E)

Percent increase in the single spike information in the adapted states relative

to the non-adapted state. Data is from (D). The data points after the break in

the abscissa include multi-unit clusters with the single-unit data. From the

firing rates, we estimate that the total population consisted of ∼215 single

units. Modified from Adibi et al. (2013a).

the source of adaptation-induced enhancement in coding
efficiency, Adibi et al. (2013a) decomposed the information
content of neuronal responses (in terms of mutual information
between neuronal responses and sensory stimuli) into its two
fundamental components: the entropy of neuronal responses
and the conditional response entropy given stimulus. Adaptation
decreases the response entropy (Figure 7B) and the conditional
response entropy (Figure 7C) at both the level of single neurons
and the pooled activity of neuronal populations. The net effect
of adaptation is to increase the mutual information between
stimulus and neuronal responses. The information transmitted
by a single spike also increases under adaptation, even when
the overall rate of activity is matched across non-adapted and
adaptation states (see Figure 7D).

The adaptation-induced increase in the information content
of neuronal responses can be explained by a higher number
of stimulus pairs for which adaptation increases Shannon
information (and also discriminability) than the number of
stimulus pairs (at amplitudes lower than adapting stimulus)
of which adaptation reduces Shannon information (and
discriminability) (Figure 6D, also see Adibi et al., 2013b). This
lead to the net increase in the mutual information between
neuronal responses and sensory stimuli and is consistent with
the rightward shift in the Fisher information (Figure 3F).

5. FUNCTIONAL ROLES OF SENSORY
ADAPTATION

In light of the recent findings and studies on the phenomenology
and physiology of sensory adaptation summarised in the previous
sections, here, we present a number of (potential) functions
of neuronal adaptation in the whisker-mediated somatosensory
system, some of which proposed in other sensory systems as well.

5.1. Noise Reduction
Sensory adaptation desensitises the tactile sensory system during
exposure to sustained or continuous stimulation. After some
time, we tend to not notice ongoing sensory stimulation such
as the scratching of a shirt on our body. At the perceptual
level, the perceived intensity of tactile stimuli exponentially
decreases over time during adaptation (Berglund and Berglund,
1970). The response of sensory neurons also exhibit similar
exponential reduction trend at multiple stages of sensory
processing (Hartings et al., 2003; Khatri et al., 2004; Musall et al.,
2014; Allitt et al., 2017; Kheradpezhouh et al., 2017; Lampl and
Katz, 2017). Consistently, as mentioned earlier, sensory stimuli
with lower intensity than that of the adapting stimulus evoke little
neuronal responses in the somatosensory cortex and thalamus
(Adibi et al., 2013b, see also Figure 3). This reduced neuronal
responsiveness to prevailing sensory stimuli, hence, provides a
noise reduction mechanism to filter ambient stimuli at neuronal
and cognitive levels.

5.2. Energy Conservation by Lowering
Metabolic Costs
The fundamental basis of neural communication and brain
function is through action potentials that neurons generate in
order to transfer information to other neurons. The cost of a
single action potential is high, with a net cost of ∼2.4 × 109

ATP molecules per action potential (Lennie, 2003). The fraction
of energy consumption in neocortex associated with neural
signalling is estimated to be 52% of total energy expenditure
(Attwell and Laughlin, 2001; Lennie, 2003). This severely limits
the number of action potentials that neuronal populations
may persistently generate in response to sustained or repeated
sensory stimuli in the environment. In the somatosensory
cortex, adaptation improves neural coding efficiency at a reduced
metabolic cost associated with spiking, due to a net decrease
in neuronal responses (Adibi et al., 2013b, also see Figures 1B,
3D). Similarly, in the primary visual cortex, adaptation equalises
population responses to stimulus orientations with different
statistics, maintaining the overall rate of spiking averaged over
time (Benucci et al., 2013).

5.3. Salience Processing and Deviance
Detection
Survival in a dynamic and changing environment requires
animals to detect unexpected sensory cues that signal necessary
commodities (e.g., food and water), mates or danger from
ambient sensory stimuli. For an urban rat searching for food
in a dimly lit street, the tactile vibrations travelling through
the asphalt from the movement of an approaching dog or car
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provide accurate estimate of the distance from the impending
danger. Namib Desert golden moles process seismic sensory
signals to detect prey (Narins et al., 1997). An animal, hence,
should efficiently and quickly identify salient stimuli from the
continuous stream of sensory signals in changing environments
and react with appropriate behavioural responses. In tactile,
behaviourally relevant events are potentially those with a higher
intensity/acceleration compared with the prevailing sensory
stimuli. This is particularly true for the generative mode of
the whisker-mediated sensory system where interactions with
textures and objects produce changes in the whisker trajectory
beyond the baseline whisking action (Adibi, 2019). Sensory
adaptation serves as a neuronal mechanism for salient stimulus
detection by adjusting the sensitive region of the neuronal
response functions to stimulus intensities above the background
level (Adibi et al., 2013b; Musall et al., 2014, also see Figures 3
and 9).

5.4. Efficient Neural Coding and Improved
Discrimination Around Adapting Stimulus
In the natural environment, the prevailing diet of sensory
stimuli varies over time. An efficient neural code adaptively
matches the limited discriminative range of neuronal responses
according to the distribution of sensory stimuli (Barlow and
Földiák, 1989). This constitutes scaling the discriminative region
of neuronal responses according to the variance of sensory
stimuli (variance adaptation), as well as shifting the most
discriminative point of the neuronal responses to the most
frequent sensory stimulus (mean adaptation). Previous studies
observed that variance adaptation maintains the information
content of neuronal responses (Maravall et al., 2007, 2013). As for
the mean adaptation, at the neuronal level, adaptation enhances
discriminability of neuronal responses to stimuli around the
adapting stimulus (Figure 6D, also see Adibi et al., 2014). We
predict that the enhanced neuronal discrimination improves
perceptual discrimination performances. Similar improved
perceptual effects have been observed in humans for vibrotactile
amplitude (Goble and Hollins, 1993) and frequency (Goble and
Hollins, 1994) discrimination. In animal literature, improved
performance was observed in rats performing a spatial whisker
discrimination task (Figures 10E–H, also see Ollerenshaw et al.,
2014). Future studies are required to investigate the effect of
adaptation on perceptual discriminability.

5.5. Band-Pass Frequency Filtering
Properties
During repetitive stimulation, adaptation leads to higher
neuronal responsiveness at some frequencies than other
frequencies, and therefore exhibiting frequency-filtering
properties. Using different frequencies of whisker stimulation,
Kheradpezhouh et al. (2017) observed that the net evoked
response of over 90% of cortical neurons was at stimulation
frequencies other than the maximum frequency (see also
Figure 1). This constitutes a low- and band-pass frequency
filtering property of sensory adaptation. However, thalamic
neurons show more high-pass frequency response properties

to sinusoidal stimulation at frequencies up to 40 Hz (Hartings
et al., 2003). This could arise from lower spiking responses
to sinusoidal stimuli at lower frequencies and hence at lower
mean speed (Arabzadeh et al., 2003). A small yet significant
subset of cortical neurons exhibit response facilitation (see
Figure 1E) which is equivalent to high-pass filtering. Consistent
with the diversity among cortical neurons in their frequency
response profile (Allitt et al., 2017; Kheradpezhouh et al., 2017),
at synaptic level, also diverse filtering properties have been
identified across neurons (Anwar et al., 2017). During synaptic
plasticity, facilitating synapses serve as high-pass filters as they
are stronger at high pre-synaptic spiking frequencies, while
depressing synapses serve as low-pass filters as they are stronger
at low pre-synaptic spiking frequencies.

A misconception in the literature is to consider adaptation as
a high-pass filter due to its slow adaptive process (for instance
see Benda, 2021). Based on this view, high-frequency stimulus
components that change on time scales faster than the adaptation
processes are transmitted with a higher gain than lower frequency
components. The flaw in this interpretation is that a slow
filter in the time domain—which is characterised by a long
impulse response—is assumed to be a low-pass filter in the
frequency domain. However, there are no direct links between
the time domain characterisation of a filter (slow or fast) and
its frequency-domain characterisations (in terms of the passband
frequency range of the filter). In fact, the frequency passband
of a slow filter (with long impulse response function) and a fast
filter (with short impulse response function) can be around any
frequency. Hence, irrespective of the length of impulse response
function (slow vs. fast), a filter may exhibit various low-pass,
band-pass or high-pass properties.

5.6. Shift Between Integration and
Coincidence Detection
Neurons conventionally are considered as coincidence detector
or integrators depending on the time interval over which they
accumulate and integrate input spikes (Abeles, 1982; König et al.,
1996; Kisley and Gerstein, 1999). These modes of operation
determine the way neural networks encode information; as rate
coding scheme, or temporal coding scheme. Neuronal adaptation
can be considered as a potential mechanism to shift the operating
mode of the neuronal networks in a continuum between the
two extreme modes of coincidence detector and temporal
integrator. This can be implicated at the circuit level through
different degrees of suppressive adaptation in either integrator or
coincidence detector neurons within a neuronal population, or
at single cell level through mechanisms of short term synaptic
plasticity (Díaz-Quesada et al., 2014; Anwar et al., 2017) or
through subthreshold adaptation modulation of the slope of the
membrane potential (Kisley and Gerstein, 1999). Cortical layer
4 neurons including spiny stellate neurons which receive major
thalamic input in barrel cortex have short integration intervals
of a few milliseconds (Egger et al., 1999; Bruno, 2011; Adibi,
2019) and are driven by weak but synchronous thalamocortical
input (Roy and Alloway, 2001; Bruno and Sakmann, 2006; Wang
et al., 2010a,b). Varani et al. (2021) recently found that selective
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optogenetic inhibition of layer 4 neurons decreases sub-threshold
responses to whisker deflections in the preferred direction of
layer 2/3 neurons, while it increases responses to deflections in
the non-preferred direction, leading to a change in the direction
tuning. This allows a broader integration of signals in these
neurons. During adaptation, thalamo-cortical synapses in layer
4 exhibit short-term depression (Chung et al., 2002; Lundstrom
et al., 2010; Díaz-Quesada et al., 2014), potentially moving the
operation point of cortical circuits from coincidence detection of
thalamic inputs toward integration of inter-laminar and cortico-
cortical inputs in layer 2/3 or infragranular neurons (for instance,
see Jordan and Keller, 2020). Consistently, our unpublished data
indicates that circumventing the sensory input to layer 4 neurons
through direct optogenetic stimulation of layer 2/3 pyramidal
neurons results in little adaptation in neuronal responses across
cortical layers in the primary somatosensory cortex of mice.

5.7. Disambiguating Principal Features of
Vibrotactile Sensation: Frequency and
Amplitude
Previous electrophysiological studies revealed that neurons in the
primary somatosensory cortex of rats encode vibrotactile stimuli
in terms of the mean speed of whisker movement (Arabzadeh
et al., 2003, 2004). The mean speed is equivalent to the
product of the two fundamental features of vibrotactile stimuli:
frequency and amplitude. While an increase in either feature
increases the activity of cortical neurons, no measure of neuronal
response (firing rates or temporal patterns) explicitly encodes one
principal feature independently of another. This representation
forms the basis of whisker-mediated tactile sensation in awake
rats as well (Adibi et al., 2012). Consequently, two distinct
stimuli with identical products of their frequency and amplitude
are indistinguishable based on cortical neuronal responses as
well as at the perceptual level. Stimulus dependent properties
of neuronal adaptation (Ganmor et al., 2010; Adibi et al.,
2013b; Mohar et al., 2013, 2015) potentially provides a neuronal
mechanism to disambiguate encoding of the principal features of
tactile stimuli from one another. Increases in the frequency and
amplitude of stimulation has differential effects on the adaptation
profile of neuronal responses. Thalamic and cortical neurons
exhibit a higher level of response depression with increases in the
frequency of stimulation (Kheradpezhouh et al., 2017). On the
contrary, increased amplitude of stimulation results in lower level
of adaptation (Ganmor et al., 2010; Mohar et al., 2013, 2015).

5.8. Parallel Processing of Stimulus
Intensity
Adaptation alters the representation of external stimuli in a
context-dependent manner, introducing response ambiguity.
That is, an identical stimulus may evoke different responses
depending on the context of stimulation, or conversely, different
stimuli may evoke an identical response as context shifts. Under
adaptation, PrV neurons better encode the fluctuations of the
stimulus intensity when the intensity of stimuli is high, whereas
neurons in the SpVi better encode weak tactile stimuli (Mohar
et al., 2013, 2015). Together, the two nuclei provide and improve

the overall coding of stimulus intensity at different stimulation
intensity regimes (Mohar et al., 2015). The differential stimulus-
dependent adaptation properties in the two parallel pathways of
tactile system, the lemniscal and paralemniscal pathways, hence,
may help in reducing the inherent ambiguity of neural coding of
stimulus features in different adaptation conditions.

5.9. Adjusting Neuronal Receptive Fields
Majority of cortical neurons across different layers of whisker
area of the somatosensory cortex exhibit multi-whisker receptive
fields (Simons, 1978; Armstrong-James and Fox, 1987; Moore
and Nelson, 1998; Ghazanfar and Nicolelis, 1999; Brecht and
Sakmann, 2002; Brecht et al., 2003). Various spatial properties
of receptive fields including the principal whisker, size, response
latency and centre of mass in majority of cortical neurons exhibit
stimulus-dependent changes (Le Cam et al., 2011). Furthermore,
feature encoding properties of cortical neurons changes with
the level of spatial correlation in multi-whisker sensory stimuli
(Estebanez et al., 2012). Analogously, temporal multi-whisker
stimulation patterns (see Figure 8) through whisker-specific
adaptation mechanisms in cortical neurons (Katz et al., 2006;
Ramirez et al., 2014) can potentially adjust the receptive field
properties of neurons during different modes of behaviour
in the environment; while sustained stimulation of principal
whisker reduces the responsiveness to that specific whisker,
this adaptation does not transfer to adjacent whiskers (Katz
et al., 2006). This specificity, thus, maintains the responsiveness
to stimulation of adjacent whiskers. Consequently, in the
adapted state, stimulation of adjacent whiskers evokes a higher
level of response relative to adapted responses to principal
whisker stimulation. These results in a broader spatial extent
of functional receptive field compared to the non-adapted
state. Consistently, Ramirez et al. (2014) showed that while
surround inputs in the non-adapted state are suppressive, as
previously reported in the literature (Simons, 1985; Simons and
Carvell, 1989; Brumberg et al., 1996), under adaptation, they
are facilitatory and enhance the evoked responses to deflections
of the corresponding principal whisker at the level of sub-
threshold (Figures 8B–D) and spiking activity (Figure 8F). The
adaptation-induced facilitation was stronger in layer 4, 5, and
6 neurons (Figure 8G). Conversely, adaptation by stimulation
of all whiskers causes narrowing of the receptive fields (Katz
et al., 2006; Ramirez et al., 2014). Adaptation also has been
shown to affect multi-whisker integration of tactile stimuli
(Figure 8E); integration of unadapted sub-threshold neuronal
responses (in terms of PSPs) and spiking activity to preferred
multi-whisker stimuli were highly sub-linear (Mirabella et al.,
2001; Ramirez et al., 2014). However, when presented in a
background of multi-whisker stimulation (adapted state), multi-
whisker integration of responses were more linear (Ramirez
et al., 2014). Consistently, Ego-Stengel et al. (2005) found that
when principal and adjacent whiskers were simulated together
at 0.5Hz, 59% of cortical neurons exhibit significant suppressive
interactions, whereas response facilitation was found in only
6% of neurons. In contrast, at 8 Hz, a significant supra-linear
summation was observed in 19% of the cells, with stronger
effect along an arc compared to along a row. Such dynamic
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FIGURE 8 | Adaptation enhances summation of synaptic inputs and allows surround stimuli to facilitate responses. (A) Cortical neurons in the vibrissal area of S1

were recorded intra-cellularly during complex multi-whisker stimulation to nine whiskers. The principal whisker (PW) and each of the eight adjacent whiskers (AW) were

stimulated with high-velocity deflections of fixed temporal structure (5-ms rise and 5-ms decay) in arbitrary angles. Deflections occurred stochastically in time and

direction at a frequency of ∼9.1 Hz. The inset represents whisker directions in an eight angle-binned space. (B) The multi-whisker stimulus that evokes the maximum

response for each neuron was determined and played back in isolation (unadapted). Trial-averaged post-synaptic responses of a neuron to each of the nine whiskers,

R(PW) or R(AW) are shown in black. The arrow indicates stimulus onset. The response to the multi-whisker stimuli, R(PW + 6AWi ), is shown in cyan (unadapted).

(C) As in (B), but the multi-whisker stimulus was embedded within random surround stimuli (adapted, amber). (D) Response to the multi-whisker stimuli, R(PW +

6AWi), is plotted against the responses to principal whisker deflection, R(PW). Surround inputs facilitated the PW response during adaptation by a factor of

1.28± 0.43 (n = 36, p < 10−9, sign test), but suppressed activity in unadapted neurons by a factor of 0.893± 0.269 (n = 33, p = 0.36, sign test). (E) Data from (D),

but plotting response to the multi-whisker stimuli, R(PW + 6AWi), against the sum of responses to individual deflections, R(PW) + 6R(AWi). Multi-whisker summation

was closer to linear during adaptation (amber, slope = 0.491, r = 0.631, p <10−7) compared to highly sublinear summation in unadapted condition (cyan,

slope = 0.223, r = 0.442, p < 10−9). (F) As in (D), but for the spiking activity of neurons (13 out of n = 33) that fired spikes in both conditions. Adaptation significantly

facilitated spiking by a factor of 1.78± 1.04 (p = 0.02). In unadapted condition, responses were weakly suppressed or were not facilitated (0.85 ± 0.3, p = 0.30, sign

test). (G) Same as (F), but separated for layer 2 and 3 (L2/3), L4, and L5/6 neurons. The PW stimulation alone is the most effective driver of spiking activity in

unadapted neurons in L4 and 5/6, but optimal multi-whisker stimuli were more effective under adaptation. Spiking activity in L2/3 remained sparse. Modified from

Ramirez et al. (2014).

changes in the receptive fields could be a potential neuronal
basis of invariant coding in whisker system. For instance, it
might help to locate the position of whisker contact with respect
to the head or the body instead of whiskers (for instance see
Curtis and Kleinfeld, 2009). This position invariant information
can potentially give rise to whisker-mediated coordination, and

contribute to spatio-topic representations such as those in grid
cells in the entorhinal cortex (Hafting et al., 2005) or head-
direction cells in classic Papez circuit (Taube, 1998). Further
experiments in awake and anaesthetised animals are required
to understand adaptive changes in the multi-whisker receptive
field of cortical neurons and their functional role. The adaptive
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adjustment of receptive fields forms the spatial dual of the
adaptive shift between integration and coincidence detection
modes in the time domain.

6. LINK TO PERCEPTION

Contextual modulations and adaptation are fundamental
attributes of perceptual processing. Perceptual consequences
of sensory adaptation have been commonly characterised in
terms of repulsive after-effects. For instance, sustained exposure
to lines at one orientation causes perceptual repulsion of the
orientation of a subsequently viewed line, a phenomenon known
as tilt after-effect (Gibson, 1933) with analogous repulsive effect
observed in touch (Silver, 1969). Contextual effects of prolonged
or repeated stimulation have been the subject of distinctly fewer
studies in the tactile domain (Craig, 1993) while these effects are
extensively studied in the visual system. The perceptual effects of
sensory adaptation, and in particular whisker-mediated tactile
system are still unknown, and limited to a few studies in the field.
This is partly due to experimental challenges in training animals
to withhold any action for the duration of adapting stimulus
and further to isolate potential confounding effects of adapting
stimuli on directly driving the behaviour. For a proportion of
trials, animals may be distracted by the adapting stimulus. This,
in turn, confounds measures of behaviour such as discrimination
performance of the animals in a given sensory discrimination
task. A solution to these challenges is to apply behavioural
paradigms in which the adapting stimulus constitutes one of the
stimuli based on which the animal makes perceptual judgements.
For instance, in a discrimination task, one of the discriminanda
could be the adapting stimulus. An example is a deviance or
difference detection task in which the animals should detect
a deviant stimulus in a repeated train of whisker deflections.
The deviant stimulus could be a deviance in the location of the
deflection (a different whisker), or in any physical feature of
the stimulus including amplitude, duration or instantaneous
frequency (inter-stimulus interval).

Using a similar behavioural approach, Musall et al. (2014)
found rats performing a detection (Figure 9A) or frequency
discrimination task (Figure 9E) exhibited reduced performance
to detect or discriminate sequence of peripheral whisker
stimulations compared to when the neuronal responses
to subsequent stimuli were not adapted—using intensity-
matched photo-stimulation, see Figures 9B,C—as shown
in Figures 9D,G. Conversely, an optogenetic pattern of
stimulation that mimicked sensory adaptation in cortical
neurons replicated the whisker stimulation discrimination and
detection performances (Figures 9F,G). Adaptation, however,
enhanced the accuracy of rats detecting deviant whisker stimuli
embedded within a series of whisker deflections at a lower
amplitude (Figures 9H–J). This finding reveals that adaptation
enhances perception of deviant stimuli with higher amplitudes
than the prevailing stimuli while reducing the acuity under
steady states of adaptation.

In another study, using a combination of single-whisker
detection task and a two-whisker spatial discrimination

behavioural task (Figures 10A,E), Ollerenshaw et al. (2014)
showed that sensory adaptation improves spatial discriminability
of stimulation of either whisker in behaving animals at
the expense of reduced detectability of whisker stimulation
(Figure 10B vs. Figure 10F). These results are consistent with
the performance of an ideal observer of neuronal activity from
voltage sensitive dye (VSD) imaging of the somatosensory
cortex in anaesthetised rats (Figure 10, Ollerenshaw et al.,
2014); the non-adapted neuronal responses to deflection
of each whisker were spatially wide-spread with significant
spatial overlap (Figure 10C and inset in Figure 10E), while the
adapted responses were spatially constrained with decreased
spatial overlap (Figures 10C,G, also see Zheng et al., 2015).
Accordingly, similar to behavioural results, while adaptation
decreases the detection performance of the ideal observer of
neuronal responses (Figure 10D), it enhances its discrimination
performance (Figure 10H). These findings demonstrate a
trade-off between detectability (detecting the presence or
absence of stimulus) and spatial discriminability (distinguishing
stimulus location) up to a moderate level of adaptation which is
compatible with the frequency range of natural whisking. For
higher levels of adaptation, however, suppression of neuronal
responses causes decreased detectability and discriminability.

In contrast to vibration sensation (Hill, 2001), evidence that
wild rodents use their vibrissae to distinguish tactile textures
including roughness of surfaces in the natural world is yet
to be found. In the laboratory environment, when trained,
rats and mice are capable of distinguishing textures such as
rough vs. smooth surfaces using their micro- and macro-
vibrissae (Carvell and Simons, 1990; von Heimendahl et al.,
2007), even by a single whisker (Park et al., 2020). The
accuracy with which rats and mice distinguish textures is
comparable to that of primate fingertips (Carvell and Simons,
1990). Tactile texture sensation requires the active mode of
sensation when an animal’s whiskers palpate an object/texture
during exploratory whisking. The temporal profile of whisker
stick-slip events is hypothetised to determine signatures of
tactile textures (Arabzadeh et al., 2005) and forms the basis
of whisker-mediated texture perception (Wolfe et al., 2008;
Isett et al., 2018). High-speed whisker tracking during texture
discrimination (Zuo and Diamond, 2019) revealed texture-
informative whisker kinetics could be represented by three
features respectively related to shape, motion, and angle of
whisker during contact. These kinematic features account
for the amount of evidence in each whisker touch and
correlate with neuronal activity in the primary and secondary
somatosensory cortices (Zuo and Diamond, 2019). Interestingly,
an exponentially-decreasing weighted integration of sequential
touches fits well the behavioural choices compared to a uniform
integration or a recency model in which the most recent touch
is weighted more. A similar exponentially-decreasing weighted
integration of neuronal activity of the primary and secondary
somatosensory cortical neurons with similar time constant as
that of the whisker kinematic features accounts for behaviour
(Zuo and Diamond, 2019). The exponentially-decreasing form
of integration could potentially represent the perceptual weight
of neuronal activity as they adapt and shape perception. As
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FIGURE 9 | Circumventing cortical adaptation enhances detection and frequency discrimination, while adaptation improves deviant detection. (A) Detection task: in a

2-alternative choice task, rats were trained to detect stimulus that applied to either the left or the right C1 whisker or its barrel column. A reward was given if the animal

responded correctly by licking at one of two water spouts on the side associated with the stimulus side. Whisker stimuli (red) consisted of individual or uniform

sequences of pulses (single-cycle 120-Hz sine-wave). Photo-stimuli (blue) consisted of individual or sequence of 1-ms square-wave pulses. Insets show extracellular

recording from two neurons to 40-Hz photo-stimulation (left) and stimulation of the principal whisker (right). PSTHs with spike rates normalised to the initial response.

(B) Normalised response to whisker pulses (shades of red, 33 neurons) and photo-stimulation (shades of blue, 15 neurons) at 5, 10, 20, and 40 Hz frequencies (darker

corresponds to higher frequencies) showing frequency-dependent adaptation to whisker stimulation and little adaptation to photo-stimulation. (C) Velocity-response

curves for detection of single-pulse whisker deflections for 3 rats. M50 and M100 correspond to the turning point and the asymptote of the cumulative Gaussian

function fitted to each curve, respectively. (D) Circles represent detection performances for sequences of 1–4 stimuli (with 25 ms inter-pulse interval) at M50. Detection

of single whisker stimulus was 67.9%. However, detection rate increased by an average of 2.3± 0.93% for every additional stimulus in the sequence. This is lower

than the prediction that every stimulus had an equal perceptual detectability (equal probability model, solid curves). When adaptation was considered by reducing the

detection probability of subsequent pulses according to observed neuronal adaptation in (B) (adapted probability model, dashed line), the predicted curve matched

the behavioural detection performance. In contrast with whisker stimulation, detection performance of direct cortical photo-stimulation (in blue) was well-explained by

equal detection probability of individual pulses (solid blue curve). This indicates that non-adaptive neural activation (as in B) results in uniform perceptual weight of

individual pulses in a sequence. (E) Frequency discrimination task; as in (A), but the animals were trained to discriminate between a target stimulus (1-s long

sequence of stimuli at 20 or 40 Hz) and a distractor with a lower frequency. (F) Three stimuli used in the discrimination task, with the corresponding normalised PSTHs

(lower panels). Dashed line represents the adaptation level to whisker stimulus at 40 Hz. The whisker stimuli and uniform photo-stimulation pulses were set at M100

level. for the adapting photo-stimulation, the irradiation level of the initial pulse was set to M100, while the irradiation of subsequent pulses was reduced to that

matching adaptation to whisker stimulation. (G) Frequency discrimination performances plotted against the frequency of distractor normalised to that of the target

stimuli. Comparing discrimination performances for adaptation-free uniform photo-stimulation (blue) to whisker stimulation (red) reveals that adaptation reduces

frequency discrimination performances. Adapting photo-stimulation (magenta) mimics whisker stimulation, resulting in reduced frequency discrimination

performances. (H) Adaptation facilitates detection of deviant stimuli. The black trace shows average neural responses (n = 33) to a 2-s long 20-Hz whisker stimulation

sequence (at the mean M50 velocity of 350◦/s) with a single deviant (at M100, 850
◦/s). Response amplitude to subsequent pulses was decreased by 40% relative to

the initial pulse, whereas deviant response amplitude remained close to non-adapted single-pulse response. (I) As in (H), but using whisker-box plot. The box shows

(Continued)
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FIGURE 9 | the first and third quartiles, the inner line is the median. Box whiskers represent minimum and maximum values. (J) Deviant stimulus detection

performance as a function of number of deviant stimuli, was higher for whisker stimuli than photo-stimulation. Deviant detection task: two base sequences of either

whisker or photo stimuli (at M50 amplitude, 20-Hz frequency and duration of 2 s) presented bilaterally. The target sequence (left or right) contained 1, 4, or 10 deviant

pulses of M100 in amplitude at a random time after 1.5 s. Rats were rewarded upon successful identification of the deviant-containing target sequence. Error bars

indicate s.e.m. (B) and 95% CI (elsewhere). Modified from Musall et al. (2014).

FIGURE 10 | Adaptation decreases stimulus detectability while improves discriminability. (A) Detection task: a piezoelectric actuator was placed on a single whisker,

and a variable velocity probe stimulus (S+) was presented at a randomised time. The probe was preceded by an adapting stimulus on 50% of trials. Animals had a 1 s

window following the stimulus in which to emit a lick response to receive a water reward. (B) Psychometric curve—response likelihood as a function of

stimulus—averaged across all animals, for the non-adapted (grey) and adapted (amber) conditions. The black dashed line indicates the chance performance level

(licks in catch trials). The inset depicts that behavioural detection thresholds are increased with adaptation. Each bar represents the perceptual detection threshold,

measured as the 50% point of the sigmoidal fit (M50). Error bars represent s.e.m. (C) Ideal observer of neuronal activity. Neural activity was measured using

voltage-sensitive dye (VSD) imaging of cortex within an approximately barrel-sized (300–500 µm in diameter) region of interest (ROI) time-averaged over 10–25 ms

after stimulus onset. The ROI was defined as the 98% height contour of the 2D Gaussian fit to the trial-averaged non-adapted responses. The insets show the

corresponding trial-averaged VSD images for no-stimulus (pre-stimulus, in black), non-adapted (grey), and adapted (amber) with the ROIs outlined in black. An

average fluorescence within the ROI was extracted from each trial for ideal observer analysis. (D) The stimulus detectability of ideal observer decreased with

adaptation. The d’ value, a measure of the separation of stimulus vs. no-stimulus distributions, decreased with adaptation (p <0.005, n = 18, paired t-test). Error bars

represent s.e.m. (E) Discrimination task: two piezoelectric actuators were used to stimulate two nearby whiskers. On a given trial either the whisker associated with the

S+ (lick stimulus) or the nearby whisker associated with the S- (no-lick stimulus) was deflected with equal probability. Whisker deflection was at a fixed supra-threshold

velocity. Animals were rewarded for responses to the S+ stimulus (hit), but were penalised with a time-out for responses to deflections of the S- whisker (false alarm, or

FA). The insets depict neuronal responses to the two whisker stimuli (S+ and S-). Two responses were calculated for each single trial: the average fluorescence within

the principal barrel area (bold ellipse), and that within the adjacent barrel area (thin ellipse) using the same method as in (C). The white scale bar in the inset represents

1 mm. (F) Adaptation improves the behavioural discriminability characterised in terms of the ratio of the proportion of hit trials to FA trials. (G) Example of linear

discriminant analysis of neuronal responses to S+ and S- in the non-adapted (left panel) and adapted (right panel) conditions. Each data point corresponds to a single

trial with the response from ROI associated with S+ principal whisker (ordinate) vs. the response from the ROI associated with S- principal whisker (abscissa).

Neuronal response distributions to S+ and S- were obtained by projection of data points onto the axis orthogonal to the best discriminant line. The d’ separation

measure was then calculated for the two probability distributions. The d’ values in this example were 1.7 (non-adapted) and 3.2 (adapted). (H) Adaptation enhances

discrimination performance of the ideal observer of neuronal activity (p <0.05, n = 9, paired t-test). Error bars represent s.e.m. Modified from Ollerenshaw et al. (2014).

S1 neurons progressively adapt to the sequence of whisker
contacts (Allitt et al., 2017), the amount of information/evidence
in their responses decreases with adaptation over time, and
hence, they contribute less to the perception. This is consistent
with exponentially-decreased perceived intensity of repeated

tactile stimuli in human subjects (Berglund and Berglund,
1970) and in rats (Musall et al., 2014). Further experiments
are required to understand the perceptual and neuronal
effects of adaptation during the actively whisking mode of
tactile sensation.
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Exposure to a face can produce biases in the perception of subsequent faces. Typically,
these face aftereffects are studied by adapting to an individual face or category (e.g.,
faces of a given gender) and can result in renormalization of perceptions such that the
adapting face appears more neutral. These shifts are analogous to chromatic adaptation,
where a renormalization for the average adapting color occurs. However, in color vision,
adaptation can also adjust to the variance or range of colors in the distribution. We
examined whether this variance or contrast adaptation also occurs for faces, using an
objective EEG measure to assess response changes following adaptation. An average
female face was contracted or expanded along the horizontal or vertical axis to form four
images. Observers viewed a 20 s sequence of the four images presented in a fixed order
at a rate of 6 Hz, while responses to the faces were recorded with EEG. A 6 Hz signal
was observed over right occipito-temporal channels, indicating symmetric responses to
the four images. This test sequence was repeated after 20 s adaptation to alternations
between two of the faces (e.g., horizontal contracted and expanded). This adaptation
resulted in an additional signal at 3 Hz, consistent with asymmetric responses to adapted
and non-adapted test faces. Adapting pairs have the same mean (undistorted) as the
test sequence and thus should not bias responses driven only by the mean. Instead,
the results are consistent with selective adaptation to the distortion axis. A 3 Hz signal
was also observed after adapting to face pairs selected to induce a mean bias (e.g.,
expanded vertical and expanded horizontal), and this signal was not significantly different
from that observed following adaption to a single image that did not form part of the test
sequence (e.g., a single image expanded both vertically and horizontally). In a further
experiment, we found that this variance adaptation can also be observed behaviorally.
Our results suggest that adaptation calibrates face perception not only for the average
characteristics of the faces we experience but also for the gamut of faces to which we
are exposed.
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INTRODUCTION

The appearance of a face can be strongly affected by the
faces seen previously, and many studies have examined the
properties and implications of these face adaptation effects
(Rhodes et al., 2005; Webster and MacLeod, 2011; Mueller
et al., 2020). The strength of adaptation as an investigative
tool stems from the recognition that the resulting perceptual
aftereffects reflect changes in the response properties of neural
populations, and thus can help characterize the nature of those
populations, such as the number and tuning of the underlying
mechanisms (Barlow andHill, 1963; Kohn, 2007;Webster, 2015).
Face aftereffects appear to at least partly reflect processes at
higher and possibly face-specific levels of coding, as evidenced
by the finding that the aftereffects generalize across changes
in the size (Zhao and Chubb, 2001; Rhodes et al., 2004),
position (Leopold et al., 2001) or orientation of the adapting
and test images (Watson and Clifford, 2003). Observations that
aftereffects are larger for adaptors that are more distinctive from
average norms (Robbins et al., 2007), and that adaptation to
norms does not induce observable aftereffects (Webster and
MacLin, 1999), have also suggested that the representation is
based on a norm-based code, similar to color (Hurvich and
Jameson, 1957; Webster and Leonard, 2008). However, there
have also been challenges to this notion (Storrs and Arnold, 2012,
2015).

Many of the studies that have explored face adaptation
involve exposures to a single face or a single category of faces.
That is, studies typically present observers with face images
of one type (e.g., expanded faces, male faces, young faces)
and aftereffects are measured by showing that neutral test
faces are biased away from the adapting category (e.g., after
adapting to an expanded face, an undistorted face appears
contracted (Webster and MacLin, 1999); or after adapting to a
male face, an androgynous face appears more female (Webster
et al., 2004)). However, for some stimulus attributes, adaptation
can adjust not only to the mean of the adapting stimuli but
also the variance. For example, in color vision, adapting to
a temporal or spatial alternation between two colors (e.g.,
in a flickering field or spatial grating) results in a loss in
the perceived contrast or saturation of the adapting colors
(Krauskopf et al., 1982; Bradley et al., 1988; Webster and Mollon,
1991). This is in spite of the fact that the pair of colors are
chosen so that the mean chromaticity equals a neutral gray,
and the adaptation produces no change in the appearance of
this neutral, zero-contrast stimulus. Such contrast adaptation
effects are also well-known and have been widely studied in
spatial vision, for example as changes in the apparent contrast of
sinewave gratings (Blakemore and Nachmias, 1971; Georgeson,
1985).

Whether analogous forms of contrast adaptation occur for
other stimulus dimensions, and for faces, in particular, remains
unclear. Previous studies testing for them have produced only
weak and indirect evidence (Spetch et al., 2004). To test for the
existence of contrast adaptation in faces, we took advantage of
an objective measure of face adaptation and neural response
changes as measured by electroencephalography (EEG) and the

emerging technique of Fast Periodic Visual Stimulation (FPVS).
FPVS, also known as Steady-State Visual Evoked Potentials
(SSVEP; Regan, 1966; Rossion, 2014a,b; Norcia et al., 2015),
refers to a method of presenting stimuli at a fixed rate and
analyzing elicited responses at that rate in the frequency domain.
This technique is well-suited for adaptation studies because it
allows for quantification of the neurophysiological responses
associated with adaptation in a coherent frequency-domain
response rather than across multiple ERP components (e.g.,
Retter and Rossion, 2016b). Additionally, FPVS promises to
be a reliable technique due to its objectivity, with responses
analyzed at an experimenter-defined frequency; its implicit
nature, not requiring any stimulus-related tasks; its resistance
to artifacts, allowing for the production of high signal-to-
noise ratios with relatively few trials; and the relative ease
with which the data is analyzed and interpreted (Rossion,
2014a,b).

Retter and Rossion (2016b) previously used FPVS to measure
the effect of adaptation on neural responses to facial identity.
Within their paradigm (derived from Tyler and Kaitz, 1977;
Ales and Norcia, 2009) a face and its anti-face (i.e., an
original face’s configural opposite, see Leopold et al., 2001)
are sequentially presented at a rate of 6 Hz and responses
are observed only at the presentation rate, indicating both
identities produced symmetric responses. When the same
test sequences were preceded by adaptation to one of the
identities, additional responses at the image alternation rate
(3 Hz) were observed, indicating that an asymmetry in the
responses to the two identities had been induced. Substantial
size changes in the stimuli at each presentation, as well
as the location of maximal responses at 3 Hz over right
occipito-temporal regions, suggest these effects may reflect
adaptation at high-level and possibly face-selective visual
areas. This position was further supported by a follow-up
study showing that adapting and testing with inverted face
images, a transformation known to disrupt face processing
(Farah et al., 1995; Kanwisher et al., 1998), did not produce
significant asymmetry effects (Retter and Rossion, 2017).
Furthermore, adapting to the average of the test-adapt face
pair also did not result in a signal at 3 Hz. Collectively,
these results suggest that exposure to one of the faces
altered responses at higher visual stages to the adapting
face, demonstrating a neural signature of behavioral face
aftereffects.

For the current study, we expanded on Retter and Rossion
(2016b) paradigm to include four test faces rather than two.
These faces formed complementary pairs of distortions, with
one pair expanded or contracted along the vertical axis, and
the second pair expanded or contracted along the horizontal
axis (see Figure 1). We then adapted participants to one or the
other pair to examine how this altered the relative responses
to the two pairs. Because the two pairs share the same mean
(the undistorted face), a change in the relative responses to
the face pairs would reveal an adaptation adjustment that
occurs independent of the mean, and instead would potentially
reflect an adjustment to the variance or contrast in the face
distribution.
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FIGURE 1 | Face images used in the EEG experiment. The horizontal axis
(0◦–180◦) represents expansion/contraction along the horizontal plane of the
face while the vertical axis (90◦–270◦) represents expansion/contraction along
the vertical plane of the face.

EEG ADAPTATION

Methods
Participants
Fifteen (8 male) young adults (mean age = 23.73, SD = 3.67) from
the University of Nevada, Reno, took part in the experiment.
They included author OG. Observers provided signed, informed
consent before participating in the experiment, which was
approved by the University of Nevada, Reno’s Institutional
Review Board, and conducted in accordance with the Code
of Ethics of the World Medical Association (Declaration of
Helsinki). Optical corrections were worn where applicable.

Stimuli
Stimuli were derived from 24 frontal-view images of Caucasian
females with neutral expressions1. The images were combined
using Abrosoft Fantamorph 5 (USA) to create a single
‘‘prototype’’ face for the set. This was achieved following standard
morphing procedures in which a series of landmark points
were used to denote the shape and location of features. Pixels
at these points were then warped to the average location of
all images. Using Adobe Photoshop CS5 (Adobe, USA), the
average image was cropped following the jaw and hairline to
remove all information outside of the face. The image was then
re-sized to a width of 255 pixels, measured across the midline of
the eyes, and shown on a gray background. Distorted versions
were created by expanding or contracting the image around
the midpoint of the nose using custom software created in

1Details of these images can be found in Russell (2009)

MATLAB (Mathworks, USA) and described in Webster and
MacLin (1999). Pixels were relocated along x, y coordinates
at different amplitudes while being confined by a Gaussian
envelope such that distortions were largest around the midpoint
of the image and taper towards the edges (see Figure 1). Test
images were formed by distorting the image along the four
cardinal directions (0◦, 90◦, 180◦, and 270◦, corresponding to
horizontal expansion, vertical expansion, horizontal contraction,
and vertical contraction, respectively; see Figure 1). Adapting
images were selected for three separate conditions. In the
‘‘complementary pair’’ condition, the adapting images formed
opposite pairs along either the vertical (90◦–270◦) or horizontal
(0◦–180◦) axes. This condition forms the primary focus of
the study and was designed to induce contrast adaptation.
The remaining two conditions were designed to induce the
more traditional ‘‘mean shift’’ form of face adaptation. In the
‘‘orthogonal pair’’ condition, images came from two orthogonal
axes, either 0◦ and 90◦ (both expanded) or 180◦ and 270◦

(both contracted). In the ‘‘orthogonal single’’ condition, a single
adapting image was used, which was the mean of each of the
two orthogonal image sets from the ‘‘orthogonal pair’’ condition.
For the 0◦ and 90◦ pair, this was an image at 45◦, while for
the 180◦ and 270◦ pair this was an image at 225◦. Images were
presented on a NEC AccuSync 120 cathode ray tube (CRT)
monitor with a screen size of 450 × 350 mm, a working
resolution of 1,280 × 960 pixels, and a refresh rate of 60 Hz. At a
viewing distance of approximately 57 cm, the images subtended
a visual angle of 8.1 degrees, measured across the midline of
the eyes.

Procedure
The experiment took place in a darkened room and the session
for each participant lasted approximately 1.5 h, including 30 min
of preparation and 1 h of recording. Images were presented using
the FPVS technique (Rossion, 2014a,b) and custom software
running over Java 8 (Oracle, USA). A single trial consisted of
a 40 s sequence in which stimuli were shown at a fixed rate
of six images per second (6 Hz) by means of a square wave
modulation at a 100% duty cycle. To reduce the potential impact
of low-level properties of the images contributing to possible
observed effects, the size of the images varied randomly across
five steps between 90% and 110% of the original image size
at each stimulus presentation cycle (Dzhelyova and Rossion,
2014). During each trial, participants were required to fixate on a
small cross in the center of the screen. To help ensure attention
was maintained, the fixation cross would briefly change to a
square eight times during each trial at random intervals, and
participants were required to press a key to indicate they saw the
change.

The experiment comprised a total of four conditions (three
adaptation conditions and one non-adaptation condition), with
eight trials in each. Following a similar procedure as Retter and
Rossion (2016b), for the adaptation conditions, the 40 s sequence
was divided into an initial 20 s adaptation phase and subsequent
20 s test phase. Test phases began immediately after adaptation
phases, resulting in a continual sequence of faces during the
40 s trials. During the adaptation phase, two of the adapting

Frontiers in Systems Neuroscience | www.frontiersin.org 3 October 2021 | Volume 15 | Article 701097200

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Gwinn et al. Contrast Adaptation in Face Perception

images alternated with each other at the presentation rate of
6 Hz, except in the ‘‘orthogonal single’’ condition, in which a
single adapting image was repeated. For conditions containing
two adapting images, four versions of the adapting sequences
were created such that each image in a pair was seen first in
the sequence (e.g., 0◦ followed by 180◦, 180◦ followed by 0◦,
90◦ followed by 270◦, and 270◦ followed by 90◦). Each sequence
was seen twice, resulting in eight trials per condition. For the
complementary pair condition, the test phase began with one
of the cardinal directions and moved through the sequence in a
counter-clockwise direction (see Figure 1). For example, if the
sequence began with the image at 0◦, the next image would be
at 90◦, followed by 180◦, then 270◦ , and then back to 0◦, at
which point the loop would begin again. Adapting sequences and
test sequences were matched such that the first image seen in an
adaptation sequence was always the first seen in the test sequence.
For the test sequence described above, the adaptation sequence
would comprise an alternation beginning with the image at
0◦, followed by the image at 180◦. For the non-adaptation
condition, the test sequences were repeated without a preceding
adaptation sequence. For the two orthogonal conditions, the
test sequences were slightly different. For these conditions, two
images from the same axis were shown in succession followed
by two images from the other axis. For example, if the test
sequence began with the image at 0◦, the next image would
be at 180◦, followed by the image at 90◦, then 270◦, and back
to 0◦. Adapting and test sequences were again matched such
that the first image seen in a test sequence was also the first
image seen in the adapting sequence or a product of one of
these images in the case of the orthogonal single condition.
Counterbalancing the order of images in test sequences and
yet matching them to adapting sequences allowed us to reduce
any possible inherent differences in the ways the visual system
processes the images, which could contribute to asymmetries in
the EEG signal separate from the effects of adaptation. Inter-trial-
intervals (ITIs) varied, with the beginning of new trials initiated
by participants using a key press. ITIs were not tightly controlled
as the effects of adaptation and the presence of the 3 Hz signal
have been shown to dissipate after the first 3.33 s of the test
phase and thus before the beginning of the next trial (Retter and
Rossion, 2017).

EEG Acquisition
The data were recorded using a BioSemi ActiveTwo system
with a 128 Ag-AgCl active-electrode array (BioSemi B.V.,
Amsterdam, Netherlands; for exact position coordinates, see
BioSemi website2, for a conversion of these coordinates to a more
standard 10-5 nomenclature (Oostenveld and Praamstra, 2001),
see Rossion et al., 2015). Electrode offsets were kept below 40mV,
referenced to the common mode sense (CMS) and driven right
leg (DRL) loop. Four additional electrodes were used to record
vertical and horizontal electrooculogram (EOG): two electrodes
were placed above and below participants’ right eye and two were
placed lateral to the external canthi. The EEG and EOG were

2http://www.biosemi.com/headcap.htm

digitized at a sampling rate of 2,048 Hz and then down-sampled
to 512 Hz.

Analysis
The recorded EEG was analyzed using Letswave 5, an open-
source toolbox3, running over MATLAB R2013b (MathWorks,
USA).

Preprocessing
Data files for each participant were first filtered using a fourth
order zero-phase Butterworth band-pass filter, with cutoff values
of 0.1–120 Hz. A Fast Fourier Transform (FFT)multi-notch filter
with a width of 0.5 Hz was also applied to remove electrical noise
at three harmonics of 60 Hz. The data were then segmented by
trial, including 1 s before and after the beginning of stimulation.
To correct for artifacts caused by eye blinks, independent
component analysis (ICA) with a square matrix was applied
(Hyvarinen and Oja, 2000). A single component was removed
for three participants who blinked more than 0.18 times/s on
average during the 20 s test sequences. This cutoff is similar
to previous studies that have used similar experimental designs
(e.g., Retter and Rossion, 2016b). Channels containing artifacts
across multiple trials were replaced with the average of two to
four neighboring channels. All channels were then re-referenced
to the common average. For each subject, adaptation trials were
re-segmented to exclude the initial 20 s adaptation sequence.
Non-adaptation trials were re-segmented to only include the
first 20 s of the sequence. Trials were then averaged within each
condition.

Frequency Domain Analysis
An FFT was computed for each subject, condition, and channel,
transforming the EEG data into separate frequency-domain
amplitude and phase spectra. The amplitude data were then
grand averaged across all subjects. Recordings were analyzed
using a right occipito-temporal (ROT) region of interest (ROI),
comprising electrodes PO8, PO10, PO12, P10, and P8 (Retter
and Rossion, 2016b). The presence of a significant response at
the frequency of interest was determined by z-scores (z = (x-
baseline)/standard deviation of the baseline). Baselines were
defined as the 20 bins surrounding the bin of interest (x),
excluding the immediately adjacent bins (Srinivasan et al., 1999;
Rossion et al., 2012). When displaying the amplitude spectra and
comparing differences in amplitude across conditions, baseline
corrections were applied to account for differences in baseline
noise across participants and across the frequency spectrum
within participants. This took the form of a baseline subtraction
in which the average of the 20 surrounding bins, excluding the
immediately adjacent bins and the local maximum andminimum
amplitude bins, was subtracted from the bin of interest (x’= x-
baseline). When comparing differences in amplitude, the sum of
baseline-subtracted harmonics of the frequency of interest was
also computed (Retter et al., 2021). For responses at 3 Hz the
even harmonics were not included as these correspond with the
presentation rate of 6 Hz. The number of harmonics summed

3https://www.letswave.org/
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was determined by the condition with the highest continuation
of significant harmonics.

Time Domain Analysis
While the effect of adaptation in introducing asymmetries
in responses can be clearly observed by analyzing response
amplitudes at 3 Hz in the frequency domain, the source of these
asymmetries is less clear. For example, asymmetries could arise
from a reduction in the amplitude of the response to the adapted
face relative to the non-adapted face, similar to adaptation in
fMRI (Grill-Spector et al., 1999), or vice versa. To examine this,
we would ideally consider the responses to each stimulus in the
time domain of the EEG recording. However, responses to face
stimuli presented at 6 Hz are overlapping in time, such that the
responses to each stimulus are not distinct (Retter and Rossion,
2016b). Therefore, following analysis procedures used in Gwinn
et al. (2018), for each condition and participant we instead
modeled the effect of the 3 Hz response on the amplitude of the
first and second cycle of the 6 Hz response in the time domain,
with the assumption that these 6 Hz cycles may more closely
reflect responses to the first (adapted) and second (non-adapted)
images in a sequence, respectively. Beginning with the data
averaged across trials described at the end of pre-processing, the
cosine phase and amplitude of the 3 Hz and 6 Hz responses were
calculated and plotted across a 334 ms time window (i.e., one
cycle of the 3 Hz wave and two cycles of the 6 Hz wave). These
two waveforms were then summed and the amplitude of the
first cycle (0–167 ms) was compared to the amplitude of the
second cycle (167–334 ms). A 50 ms delay from image onset was
included when defining the beginning of the first cycle as this
may be the earliest time point at which responses to faces can be
observed (Seeck et al., 1997). The phase of the 3 Hz wave relative
to the 6 Hz wave predicts over which time periods the 6 Hz
response would be increased or decreased, with the amount of
change in the 6 Hz wave determined by the amplitude of the 3 Hz
response. Results from this analysis should be interpreted with
a degree of caution. While differences in amplitudes across the
waveforms may be accurately quantified, how these differences
relate to the specific images is less clear. Unlike ERP studies or
other FPVS studies in which there is a larger amount of time
in between stimuli of interest (Dzhelyova et al., 2016; Retter and
Rossion, 2016a), presenting facial images at a rate of 6 Hz means
that we are measuring numerous overlapping responses, which
makes it necessary to approximate distinct responses for single
images.

Results
Frequency Domain
Amplitude spectra are presented in Figure 2 and topographies
in Figure 3. In these figures, large responses at the image
presentation rate of 6 Hz can be seen across all conditions.
Conversely, responses at 3 Hz appear to only be present in the
three adaptation conditions and absent in the non-adaptation
condition. Inspection of the z-scores (see Table 1) confirmed
that significant responses at 3 Hz were only present in
the adaptation conditions. This indicates that without prior
adaptation, responses to each image in the test sequences were

symmetrical. Following adaptation, an asymmetry is introduced,
resulting in the additional signals at 3 Hz.

To compare the magnitude of the adaptation-induced
response asymmetries across conditions, a sum of harmonics was
calculated. Significant harmonics with p< 0.05 were observed up
to the 3rd harmonic (9 Hz) in the orthogonal single condition.
Baseline-subtracted amplitudes for the first three harmonics,
excluding the second as this corresponds to the base stimulation
frequency (6 Hz), were summed for each condition separately.
The average of these summations across participants is shown
for each condition in Figure 4. Two paired-samples t-tests
were used to separately compare the magnitude of responses
in the complementary pair vs. orthogonal pair conditions, and
the orthogonal pair vs. orthogonal single conditions. These
analyses showed that response asymmetries in the orthogonal
pair condition (M = 0.19, SD = 0.17) were significantly greater
than those in the complementary pair condition (M = 0.08,
SD = 0.14; t14 = 2.22, p = 0.043, d = 0.70). Conversely, these same
response asymmetries in the orthogonal pair condition were not
significantly different to those in the orthogonal single condition
(M = 0.27, SD = 0.29; t14 = 1.05, p = 0.314, d = 0.34).

Time Domain
To first visualize the recordings in the time domain, a more
conservative Butterworth low-pass filter was applied to the data
averaged across trials described at the end of pre-processing. This
fourth order filter comprised a cutoff of 30 Hz, which is more
typical of a filter used in ERP studies of face perception (e.g.,
Jacques et al., 2007). Data were then segmented into 670 ms
epochs to encapsulate the presentation of and responses to a full
four-face cycle of test images (since each image was displayed
for 167 ms). The 29 epochs within each condition were then
averaged separately for each participant. The resulting waveform
for one participant for the orthogonal single condition can
be seen in Figure 5 for electrode PO10. This electrode was
chosen as it showed the largest responses at 3 Hz. Data from a
single participant is shown to avoid averaging over differences
in latency across participants (for examples of such variance,
see Retter and Rossion, 2016b). Note that these transformations
were only for the purposes of visualizing the recordings
and the subsequently reported analyses were performed using
the original trial-averaged data described at the end of pre-
processing.

To quantify differences in amplitude across the waveforms,
we modeled the sum of the 3 Hz and 6 Hz responses for
each subject and condition across a 334 ms time window and
compared the amplitude of the 50-ms delayed first cycle of
the wave (50–217 ms) to the second cycle (217–384 ms), as
described in ‘‘Methods’’ section ‘‘Time domain analysis’’. In
Figure 5 the shaded areas illustrate the effective time windows
for the two 6 Hz cycles across a 670 ms time window. Note
that for the following analyses this was calculated for the full
20 s test sequence. Given the relative cosine phase difference
between the 3 Hz and 6 Hz responses, the 3 Hz wave will
be expected to have introduced an asymmetry in the 6 Hz
response by enhancement of either the first or second 6 Hz
cycle. Note that due to our sequence design, explained in
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FIGURE 2 | Top head map shows the electrodes comprising the ROT ROI. Plots show baseline subtracted amplitude spectra for the four conditions.

section ‘‘Procedure’’, the facial image presented within the first
cycle was always more similar to one of the adaptation images
compared to the face in the second cycle. The amplitude of the
first and the second 6 Hz cycles averaged across participants
can be seen for each condition in Figure 6. The amplitude
of the two 6 Hz cycles appears similar for the non-adaptation
condition in which the signal at 3 Hz was found to be non-
significant, whereas clearer differences between the amplitudes
of the two cycles can be seen for the remaining three adaptation
conditions, in which significant responses at 3 Hz were observed.
These differences were formally analyzed using four paired-
samples t-tests. Analyses confirmed the difference between cycles
was significant for all conditions except the non-adaptation
condition (seeTable 2), with the second cycle response amplitude
always appearing larger (see Figure 6). As previously mentioned,
analyzing the present data in the time domain can be problematic
as the recorded signals at 3 Hz and 6 Hz likely represent
overlapping responses. However, if we take responses to be
associated more with the image primarily presented in the same
time window than the image not being presented, these results
indicate a reduction in the responses to faces more similar to the
adaptation images.

BEHAVIORAL ADAPTATION

In the preceding experiments, we presented evidence for contrast
adaptation in face coding, using EEG. We next examined
whether the effects of this contrast adaptation can also be
observed behaviorally. To assess this, we explored a different
and potentially sensitive measure of face aftereffects based on
the logic of tilt aftereffects (Gibson and Radner, 1937). Adapting
to a tilted line produces a bias in the perceived orientation of
nearby lines. We tested for an analogy to these aftereffects for
faces. In this case, adapting to one axis in the space (e.g., the
horizontal 0–180◦ axis) should selectively reduce sensitivity to
the face dimension being encoded along this axis (i.e., horizontal
expansion/contraction) while sensitivity along the vertical axis
remains unaffected. This imbalance in sensitivity would then
rotate the appearance of other faces toward the non-adapted
vertical axis (Figure 7). Importantly, if this is equivalent to
a contrast aftereffect, then the opposite poles of a test axis
should rotate in the same way. That is, both clockwise or both
counterclockwise away from the adapting axis. For example,
after adapting to the 0–180◦ axis, faces along the 45–225◦ axis
should show a counterclockwise bias so that the 45◦ face appears
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FIGURE 3 | Head maps showing baseline subtracted amplitudes at 3 Hz and 6 Hz for the four conditions.

TABLE 1 | Z-scores for 3 Hz signals in each condition, over the ROT ROI.

Non-adaptation Complementary Orthogonal Orthogonal
pair pair single

1.55 2.86∗ 9.85∗∗ 7.01∗∗

Notes: ∗p < 0.01, ∗∗p < 0.0001.

more like the 90◦ face while the 225◦ face appears more like
the 270◦ face. As both the horizontal and vertical axes share
the same mean and this mean represents the neutral point
(i.e., neither expanded nor contracted), adaptation resulting in
a mean bias should not be possible. However, if a mean bias was
induced, perhaps in the form of the neutral point becomingmore
horizontally contracted and shifting towards the 180◦ face, then
test faces at 45◦ and 225◦ should rotate in opposite ways (i.e., the
45◦ face will be biased away from the vertical axis and the 225◦

biased towards the vertical axis). A similar logic has also been
applied to contrast adaptation and tilt aftereffects in color space
(Webster and Mollon, 1991). Here we asked whether there are
also tilt aftereffects in a configural face space.

Methods
Participants
The 11 participants included authors OG and SO and nine (six
male) students from the University of Nevada, Reno (mean
age = 28.89, SD = 4.01). They provided signed, informed consent
before participating in the experiment, which was approved by
the University of Nevada, Reno’s Institutional Review Board,
and conducted in accordance with the Code of Ethics of the

World Medical Association (Declaration of Helsinki). Optical
corrections were worn where applicable.

Stimuli
Stimuli were created following the same procedures described
in the previous section ‘‘Stimuli’’. Adapting stimuli were images
along the vertical (90◦–270◦) and horizontal (0◦–180◦) axes (see
Figure 1). However, in this case, we adapted observers tomultiple
levels along a given face axis rather than a single pair of faces, as
in the EEG experiments. This was done to more closely replicate
themethods employed byWebster andMollon (1991), but can be
expected to induce the same ‘‘balanced’’ state of adaptation that
is achieved using two complementary stimuli (i.e., in both cases
the opponent pools of neurons are being stimulated equally).
To create these multiple levels, the maximum distortion level
was doubled to produce more perceivable differences between
the 20 images that spanned each axis in equal steps (40 total;
the neutral face was not included). Test stimuli in this case also
differed and were formed by images that fell along a circle of
constant radius within the space. This was done by keeping the
distortion magnitude constant while varying the angle of the
distortion from 0◦ to 90◦ or 180◦ to 270◦ in 5◦ steps (38 images
total). The distortion magnitude of the test images was half
that of the adapting images (i.e., they were the same magnitude
as used in the EEG experiments). Images were presented on
a Cambridge Research Systems Display++ LCD monitor at a
working resolution of 1,920 × 1,080 pixels and a refresh rate
of 120 Hz. At a viewing distance of approximately 57 cm, the
images subtended 9.2 degrees of visual angle, measured across
the midline of the eyes.
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FIGURE 4 | Mean baseline-subtracted amplitudes for responses at 3 Hz, summed across harmonics. Dots show amplitudes for individual participants. Error bars
show SEM.

FIGURE 5 | Responses from one participant for electrode PO10 following adaptation to the orthogonal single condition. Across the 20 s test sequence data were
segmented in 29 epochs of 670 ms and then averaged. Shaded areas demonstrate how the signal would be defined as first and second cycles of the 6 Hz
waveform and the influence of the 3 Hz signal. Face images with black borders are constituents of the single adapting image. The head model shows the location of
electrode PO10.

Procedure
Experimental sessions began with an initial 2.5 min adaptation
phase in which participants were simultaneously adapted to
images along one axis in one visual field and the other axis in the
other field (e.g., 0◦–180◦ in the left field and 90◦–270◦ in the right
field). Images were presented approximately 8.5 degrees to the

left and right of a central fixation cross, measured from the center
of the image. Participants were instructed to maintain fixation on
the central cross throughout adaptation and test phases. Images
were shown sequentially on a continual loop in a pseudo-random
order, ensuring each image was seen an equal number of times
and the last three images seen at the end of the sequence were
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FIGURE 6 | Average amplitudes of the first and second 6 Hz cycles, modeled from the sum of the 3 Hz and 6 Hz signal data for each condition. The lower
amplitude of the first cycles in the adaptation conditions may reflect responses driven by faces more similar to the adaptation images. Dots show amplitudes for
individual participants. Error bars indicate SEM.

TABLE 2 | t and d statistics for comparison of the amplitudes of the first and
second cycles of the sum of the 3 Hz and 6 Hz signal for each condition.

Non-adaptation Complementary Orthogonal Orthogonal
pair pair single

t 0.76 4.43∗ 5.4∗∗ 8.51∗∗

d 0.08 0.79 0.72 0.84

Notes: ∗p < 0.001, ∗∗p < 0.0001.

never the three maximum expansion or contraction amplitudes.
This was done to reduce possible recency contrast or assimilation
effects. Each image remained on the screen for 500 ms with an
inter-stimulus interval (ISI) of 0 ms. Additional 10 s ‘‘top up’’
adaptation sequences were shown after each trial, with each of the
20 faces shown for 500 ms each. Following the initial adaptation
phase and an ISI of 500 ms, participants viewed two test images
presented on either side of the fixation cross in the same locations
as the adapting images. In a single testing session, these images
were only from the 0◦–90◦ quadrant or the 180◦–270◦ quadrant.
For these test images, participants were required to rate which
of the two (left or right) appeared more horizontally expanded
by pressing the corresponding mouse button (left or right). The
order of presentation of the test images was determined using
a double interleaved staircase. Interleaves began with the largest
possible difference between the two images. For example, one
interleave would start with the 0◦ image on the left and the 90◦

image on the right, and the other interleave would start with
the 0◦ image on the right and the 90◦ image on the left. If a
participant rated the right image as appearing more expanded,
on the next trial a more contracted version was shown on the
right and a more expanded version was shown on the left.
Beginning with a maximum step size of an 80◦ adjustment (e.g.,
going from 0◦ on the left and 90◦ on the right, to 80◦ on the
left and 10◦ on the right), this was halved after each reversal
such that after the fourth reversal the minimum 5◦ step size
was reached. A reversal was defined as a change in responding

such that images in the opposite visual field now appeared more
horizontally expanded. Left and right images were adjusted in
tandem, such that if one was increased by 5◦ (e.g., from 50◦

to 55◦) the other was decreased by 5◦ (e.g., from 40◦ to 35◦).
Note that on some trials it was possible for both left and right
images to be identical (i.e., both 45◦ or 225◦). As this was a
forced-choice task, participants were required to select which
image they nonetheless perceived asmore horizontally expanded.
Each interleave continued until 10 reversals had been reached. All
participants reached 10 reversals within the maximum 40 trials.
Points of Subjective Equality (PSE) were calculated by taking
the average of the last four reversals of each interleave. A PSE
indicates the angular distortion required for both left and right
test images to appear equally distorted along the horizontal
axis. If adapting to distortions along the horizontal vs. vertical
axes were to have no effect or produce mean biases4, then
PSEs would be similar for both conditions. If instead adaptation
effectively reduces sensitivity along the adapted axis, resulting in
the post-adapted image appearing more similar to the unadapted
axis (as illustrated in Figure 7), the PSE is expected to shift
towards the adapted axis, as it reflects the level of distortion
required to null the effect. As the left and right test images were
adjusted in tandem, PSEs for the left and right fields mirror each
other. As such, changes in PSE as a result of adaptation will be
only reported for the left field.

The experiment was run over four sessions, each separated
by a minimum of 7 days to reduce potential adaptation effects
carrying over between sessions. In half of the sessions, the
adapting images on the left were from the horizontal axis
(0◦–180◦) and images on the right from the vertical axis
(90◦–270◦). In the remaining half of the sessions, this was
reversed. Likewise, in half of the sessions, the test images were

4Note that both axes have the same mean, thus any mean biases would be in the
same direction.
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FIGURE 7 | After adapting to images along the 0◦–180◦ axis, the expected
effects of contrast adaptation would be observed as images along the
45◦–225◦ axis appearing more similar to images along the 90◦–270◦ axis,
akin to a tilt aftereffect. If mean adaptation were to occur, perhaps in the form
of the neutral point shifting towards the face at 180◦, then the face at 45◦

would appear less similar to the 90◦–270◦ axis and the face at 225◦ more
similar to the 90◦–270◦ axis.

from the 0◦–90◦ quadrant, while in the other half images were
from 180◦ to 270◦ quadrant. Note that rather than comparing the
effect of adaptation to a baseline we will be comparing the effect
of adapting to one axis compared to the other.

Results
Mean PSEs following adaptation can be seen in Figure 8. Note
that if there were no effect of adaptation, then the match (PSE)
should occur when the face images are physically the same, and
should fall along the 45◦ and 225◦ lines. Instead, the PSEs are
displaced toward the adapting axes, consistent with nulling an
aftereffect that biased the perception of the faces away from
the adapting axes. As a result, for test images between 0◦–90◦,
PSEs are larger in angle following adaptation to the vertical axis
(M = 53.51, SD = 6.26) compared to PSEs following adaptation
to the horizontal axis (M = 40.21, SD = 6.26). For test images
between 180◦–270◦, PSEs are again larger following adaptation to
the vertical axis (M = 233.59, SD = 8.77) compared to adaptation
to the horizontal axis (M = 224.06, SD = 9.32). That is, in all cases,
the PSE following adaptation shifted closer to the adapted axis.
To allow for data from the two test quadrants to be analyzed
together, data from the 180◦–270◦ quadrant were re-scaled to
range between 0◦–90◦. Data were analyzed using a 2× 2 repeated
measures ANOVA with the factors Adapting axis (vertical vs.
horizontal) and Test quadrant (0◦–90◦ vs. 180◦–270◦). Analyses
showed a significant main effect of Adapting axis (F1,8 = 24.39,
p = 0.001, η2p = 0.75). The main effect of Test quadrant was
found to be non-significant (F1,8 = 0.06, p = 0.816, η2p = 0.01), as

well as the Test quadrant∗Adapting axis interaction (F1, 8 = 1.64,
p = 0.236, η2p = 0.17).

DISCUSSION

To summarize, we used face images distorted along vertical
and horizontal axes to examine contrast adaptation in face
perception. In the EEG experiment, test sequences comprised
four images presented at a rate of 6 Hz. In the absence of prior
adaptation, significant responses were observed only at the image
presentation rate of 6 Hz, indicating symmetric responses to the
four images. Adapting to complementary face pairs introduced
an additional signal at 3 Hz, indicating asymmetric responses
to images from the two axes. The mean of these faces is a
neutral undistorted face and so these asymmetries reflect a form
of contrast adaptation, as opposed to more traditional forms of
face adaptation that result in a mean bias. Larger 3 Hz responses
were observed following adaptation to face pairs from orthogonal
axes, which would induce mean biases. The magnitude of these
later 3 Hz responses was not significantly different to those
following adaptation to a single face representing the mean of the
orthogonal pairs.

For the behavioral experiment, we used a variant of classic
tilt aftereffects (Gibson and Radner, 1937) to examine the
perceptual effects of contrast adaptation in face perception.
Adapting to distortions along one axis resulted in face images
from intermediate axes appearing biased away from the adapted
axis (i.e., nulling PSEs were closer to the adapted axis), consistent
with tilt-aftereffects within face space. Importantly the two test
poles rotated in the same way, arguing against a mean bias
shifting the whole space in the same direction. That is, when
adapting to the horizontal axis we did not find the appearance of
images at 45◦ rotating away from the vertical axis and images at
225◦ rotating towards the vertical axis, which should occur if the
adaptation shifted the mean neutral point to be closer to the 180◦

pole. These behavioral results thus lend further support to our
EEG experiment in demonstrating a form of contrast adaptation
for faces.

Ying and Xu (2017) previously demonstrated that adapting
to a temporal sequence of face images produces behavioral
aftereffects similar in size to adapting to the single mean of
the sequence. Parallel neurophysiological results were observed
here, perhaps indicating the same mechanism is being measured
in the two approaches. Combined, these findings suggest that
adaptation to faces depends on mechanisms that can encode the
average value of a set of faces, similar to the way that chromatic
adaptation can adjust to the average of a distribution of colors
(Webster andWilson, 2000). Similar effects have also been found
for adaptation to a distribution of sizes (Corbett et al., 2012).
The ability to extract the mean of a set of faces is well known
from the literature on ensemble coding (Haberman andWhitney,
2007, 2009; de Fockert and Wolfenstein, 2009; Neumann et al.,
2013). However, our results cannot distinguish between adapting
directly to the mean as opposed to an adaptation effect that is the
average of the individual response changes.

The present study shows that it is not simply the mean which
is being adapted, but also the variance within a set of faces that is
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FIGURE 8 | PSEs for test faces from the 0◦–90◦ quadrant (left) and for test face from 180◦ to 270◦ quadrant (right) after adapting to horizontal (0◦–180◦) and
vertical (90◦–270◦) axes. Dashed lines represent points of objective equality (i.e., the point at which the face images are horizontally distorted in equal magnitudes).
Dots show amplitudes for individual participants. Error bars show SEM.

contributing to thatmean. That is, themean of the face pairs from
the vertical axis is identical to the mean of face pairs from the
horizontal axis. Adapting to this single mean would not induce
an asymmetry in responses (Retter and Rossion, 2017) or bias
perceptions of subsequently viewed faces (Webster and MacLin,
1999). Yet when the adapting sequence comprises variance along
one of the axes, we find that responses to faces from that axis are
disproportionally affected compared to responses to faces from
the orthogonal axis. Complementary behavioral effects were also
observed, with perceptions biased away from the adapting axis.
These findings provide evidence that adaptation can adjust not
only to changes in the average face but to changes in the variance.

Having demonstrated the existence of contrast adaptation in
face processing, we also sought to gain some insight into the
form of the underlying response changes. While the frequency
domain analyses show that an asymmetry is present following
adaptation, it does not reveal the direction of this asymmetry.
That is, it could be the result of either an enhancement or
reduction in amplitude, or increase or decrease in latency, in
responses to faces from the adapted axis. To address this question
we considered the relative phase of these responses. Across all
adaptation conditions, the effect of summing the 3 Hz waveforms
with the 6 Hz waveforms was such that the amplitude of the
first cycle of the 6 Hz wave was decreased relative to the
amplitude of the second cycle. Note that in this model, it is the
difference between 6 Hz cycles that relates to the 3 Hz asymmetry
amplitude from the frequency-domain analysis. The generally
higher amplitude here may be accounted for by the focus on one
channel (PO10) without a baseline noise subtraction. Adapting
and test sequences were matched such that the first image seen
in a test sequence was also the first image seen in the adapting
sequence or a product of one of these images in the case of the
single adapting image. If we take responses to be associated more

with the image primarily presented in the same time window
than the image not presented, these results indicate that the
response changes from adaptation reflect a reduction in the
amplitude of the responses to faces more similar to the adapting
images. This would be consistent with predictions from models
of face processing based on behavioral observations (Rhodes
et al., 2005; Rhodes and Jeffery, 2006; Robbins et al., 2007) and
neuroimaging studies (Grill-Spector et al., 1999; Winston et al.,
2004) indicating lower response activity following adaptation, as
well as for more typical faces (Loffler et al., 2005; Leopold et al.,
2006).

Results from earlier EEG studies using ERP designs have
been somewhat unclear regarding the effect of adaptation, also
referred to as repetition priming, on components understood
to reflect the processing of faces. In regards to the N170,
different studies have shown that it is both sensitive (Jemel
et al., 2005; Jacques and Rossion, 2006; Caharel et al., 2009)
and insensitive (Schweinberger et al., 1995; Eimer, 2000; Cooper
et al., 2007) to the types of within category face adaptation
seen behaviorally, such as identity aftereffects (for reviews,
see Rossion and Jacques, 2011; Schweinberger and Neumann,
2016). Different studies have also shown that adaptation can
both increase (Herzmann et al., 2004; Jemel et al., 2005) and
decrease (Itier and Taylor, 2002, 2004; Jacques and Rossion,
2006) the amplitude of the N170. More consistent results
have been produced when considering the P200, a component
reflecting the perceived typicality of a face (Stahl et al., 2008). In
behavioral studies, faces more similar to adapting images appear
more typical following adaptation (Robbins et al., 2007), and
P200 amplitudes similarly indicate greater typicality of adapting
images (Kloth et al., 2017). However, perhaps surprisingly, the
P200 shows an increase in amplitude following adaptation rather
than the reduction suggested by models of face adaptation. The
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inconsistencies across studies and ERP components highlights
one of the advantages of the FPVS paradigm, in that the
frequency-defined responses and their relative amplitude can be
objectively identified. In the present study the relatively short
interval between stimuli of interest makes it difficult to isolate
responses to specific images, however when longer intervals are
used this can be achieved with greater precision (Dzhelyova et al.,
2016; Retter and Rossion, 2016a; Rossion et al., 2020). A short
interval may be advantageous in that it increases competition
between overlapping responses to subsequent stimuli (Keysers
and Perrett, 2002; Retter and Rossion, 2016a), and thus enhances
the 3 Hz asymmetry responses here. Should a future study
combine a longer interval with the method for quantifying
differences in amplitudes across cycles described here, the effect
of adaptation on response amplitudes to specific images may be
more precisely determined.

In the EEG experiment, we have accounted for the
asymmetries in responses after adapting to a given axis (e.g.,
0◦–180◦) by assuming a loss of sensitivity to that axis, or to
the overall ‘‘contrast sensitivity’’ for that axis. However, an
alternative is that the adaptation produced localized losses in
sensitivity to the two adapting distortion levels (e.g., separate
losses to the 0◦ adaptor and 180◦ adaptor). While the present
experiments were not designed to test this alternative, we note
that the latter account is more in line with the prediction
of a multiple-channel model for the distortion levels, and is
inconsistent with previous findings that adaptation to facial
distortions instead reflects an opponent-like code (Rhodes et al.,
2005). For example, adaptation to an undistorted face does not
produce a perceived change in distorted test faces, an asymmetry
which is inconsistent with local adaptation to the distortion level
along the axis but is consistent with the prediction for adapting to
a ‘‘zero-contrast’’ distortion (Webster and MacLin, 1999). Note
that this may be different for other aspects of faces for which the
underlying coding scheme may reflect a multiple-channel code.

In the behavioral experiment, we observed the two test poles
rotating in the same way, arguing against a mean bias shifting
the whole space in the same direction. However, an alternative
account is that the aftereffects could be explained bymultiple and
simultaneous instances of local repulsion rather than contrast
adaptation. That is, a test face at 45◦ is in closer proximity and
more similar in appearance to adapting faces near the 0◦ pole.
Conversely, a test face at 225◦ is more similar to faces at 180◦.
A greater similarity in appearance could be accompanied by a
greater commonality in the neural populations encoding these
faces. It would then follow that any changes in the response
properties of these populations will have a greater effect on faces
more similar in appearance. In the present study, it could be that
test faces at 45◦ are being repulsed from 0◦ adaptors while test
faces at 225◦ are being separately repulsed from 180◦ adaptors,
giving the impression of an axis rotation. However, studies of face
distortion aftereffects are generally concordant in finding that
adaptation to the distortions involves a global renormalization
of the space rather than a local repulsion (Webster and MacLin,
1999; Storrs and Arnold, 2012). While some aspects of face
perception, such as eye gaze, appear to reflect a multiple channel
coding system (Calder et al., 2008), figural distortions in faces

appear to be encoded via a norm-based system (Robbins et al.,
2007) and reflect global rather than local response changes. As
such, it is unlikely that the aftereffects observed here can be
explained by local repulsion to the two sides of the adapting axis,
and may instead reflect a general sensitivity loss for the adapting
axis.

It is perhaps worth noting that in the article by Calder
et al. (2008) referenced above, participants were adapted to
alternations of left/right eye gaze directions, similar to the
complementary pair adaptation condition in the present EEG
experiment. However, as eye gaze is understood to be encoded
via a multiple channel system this necessarily negates the
possibility of contrast adaptation as the neutral point is encoded
by activation in a specifically designated channel, rather than
being represented by equal activation in two opposing channels.
That is, adapting to the poles of an eye gaze continuum would
not produce a uniform reduction in sensitivity along that axis.
Instead, a spike in sensitivity would be present around the neutral
point (i.e., direct gaze).

The discovery of contrast adaptation in faces holds potentially
important implications for our understanding of models of
face processing. In addition to the more standard form of
face aftereffects, in which perceptions are biased in a single
uniform direction (e.g., Webster and MacLin, 1999), opposing
contingent face aftereffects have also been observed. Contingent
aftereffects involve adapting to two face categories (e.g., Asian vs.
Caucasian) that also differ on a second dimension (e.g., Asian
faces that have been contracted vs. Caucasian faces that have
been expanded). Adapting to these faces results in simultaneous
opposing aftereffects. That is, subsequently viewed Asian faces
appear expanded and Caucasian faces contracted. These findings
have led researchers to conclude that rather than the existence
of a single norm against which all faces are encoded, separate
norms are maintained for many categories of faces, including
race (Jaquet et al., 2008; Gwinn and Brooks, 2013, 2015b), gender
(Bestelmeyer et al., 2008; Jaquet and Rhodes, 2008), age (Little
et al., 2008), and species (Little et al., 2008; Gwinn and Brooks,
2015a). However, these effects can be equally explained as tilt-like
effects around a common norm and do not necessarily require
the existence of multiple norms (Webster and MacLeod, 2011).
That is, contingent aftereffects can be conceptualized as opposite
ends of a given face dimension rotating towards an orthogonal
dimension. The contrast aftereffects reported here demonstrate
such a rotation is possible. The existence of a common norm
would further explain why aftereffects are not observed following
adaptation to a global norm (e.g., a face that is ambiguous in
terms of race and gender), which under a multiple norm model
should be distinctive from all single races and gender norms
and induce observable aftereffects (Webster andMacLeod, 2011).
While multiple category-specific norms may facilitate the coding
of identity (Armann et al., 2011; Rhodes et al., 2011), they are not
necessarily required for contingent aftereffects.

In the current experiment, we measured the perceptual effects
of contrast adaptation in faces as a bias away from the adapting
axis. However, in studies of spatial or color contrast, the effects
of contrast adaptation have also been observed as a reduction in
contrast sensitivity, resulting in a change in the thresholds for
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detecting contrasts (Blakemore and Campbell, 1969; Krauskopf
et al., 1982). The expected effects of face contrast adaptation
on the sensitivity to the adapted faces are less clear. In a
review of visual adaptation and face perception, Webster and
MacLeod (2011) note that contrast within face perception can
be conceptualized in two different ways: as the magnitude of
a face along a dimension (e.g., how expanded or contracted a
face appears), or the physical contrast of the image (e.g., the
maximum and minimum luminance values in the image). In
terms of physical contrast, over very short adaptation periods
(20–200 ms), thresholds for detecting faces can be increased for
non-adapted faces and decreased for adapted faces, while over
longer periods thresholds increase for both categories (Guo et al.,
2009; Oruç and Barton, 2010). In regards to face contrast as
dimension magnitude, some studies have shown a facilitation
in discrimination around average or adapted faces (Rhodes
et al., 2010; Oruç and Barton, 2011), while others have shown
no effect (Rhodes et al., 2007; Ng et al., 2008). For studies
showing facilitation effects, this may be due to a sharpening
of the tuning curves of the neural populations sensitive to the
adapted stimulus (Oruç and Barton, 2010, 2011) or a reduction
in responses to common information shared by faces in a set
(Rhodes et al., 2010). For our results, we did not measure
detection or discrimination but rather changes in the amplitude
of neural responses or biases in perceptual responses. By both
measures, adaptation appeared to alter these responses in ways
that are consistent with adaptation to the variance rather than the
mean of the adapting images-and thus with adaptation to the face
contrasts. These results, therefore, provide novel evidence for a
distinct form of adaptation in the visual mechanisms processing
faces.

CONCLUSION

We have presented evidence for contrast adaptation in face
perception. This was observed both as changes in neural
responses measured using EEG, likely reflecting a reduction

in sensitivity to the adapted face axis, as well as behavioral
changes in the appearance of subsequently viewed faces. These
findings show that in addition to the human visual system
adjusting to the average face to which the observer is exposed,
adaptation can also selectively adjust to the range or variance
of a set of faces. These contrast adaptation effects reflect
a distinct form of face adaptation and may underlie effects
that have previously been interpreted in terms of contingent
face aftereffects.
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