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Editorial on the Research Topic

Dendritic Spines: From Biophysics to Neuropathology

The molecular and cellular mechanisms that govern dendritic spine formation, modification, and
elimination have been the focus of tremendous interest in recent years. Using an advanced arsenal
of molecular and high-resolution imaging methodologies, the analysis of dendritic spine functions
becomes more complex and detailed. The striking morphological heterogeneity of adjacent spines
on the same dendritic branch and their minute size prohibits the structure/function analysis of
spines. Despite the growing number of publications (more than 10,000 to date), major issues
concerning the molecular, cellular, and functional attributes of spines remain unsettled. Are there
different molecular pathways for different spines? Are there structural correlates of different classes
of memories (e.g., episodic, semantic, short, and long term)?What happens to the structural change
when a memory is forgotten? Can we improve memory by changing the structure? These andmany
other issues are still open. Every so often one needs to pause and review the literature to see how
far we have advanced and how far away we are from understanding spines in relation to growth,
maintenance, and deterioration of brain functions.

This Research Topic on Dendritic Spines From biophysics to Neuropathology addresses these
issues. It includes four extensive review articles and five original research articles written by leading
groups in the field cover subjects ranging from biophysics and molecular biology to functional
and network attributes of spine functions. The reviews address standing issues in the study of
spines. For example, Pchitskaya and Bezprozvanny propose to replace the standard classification
of spine categories into mushroom, stubby, long, and filopods to a continuum of spine shapes. This
new proposal is logical in view of the current inability to associate distinctly separate functions to
different shapes of spines, but it requires more analytical tools to characterize the exact shape of a
given spine.

Another review, by Runge et al., attempts to link spine dynamics with circuit rewiring in relation
to external signals that generate these network changes found in neuropsychiatric disorders. They
list two-photon microscopy (TPM) as a leading tool in the attempt to track changes in spines in the
living brain. Studies using TPM have made a great contribution to the analysis of spine function,
including the assertion that spines are transient and do not last throughout the life of the organism,
but that their turnover time is different for different structures. This brings back the question of
whether the individual spine is the locus of memory.

Ammassari-Teule takes us to the pathological end of spine functions. Therapeutic attempts
to cure Alzheimer’s disease (AD) have failed in the past decade, suggesting that when behavioral
symptoms appear, the brain is already affected by the disease in an irreversible manner. Thus, the
idea is to detect early signs of neuropathology and continue from there. It has been suggested in
mouse models of AD that the early changes are physiological—a reduction in ability to express
long term potentiation (LTP). Ammassari-Teule then reviews studies that examine whether such
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changes can be detected in dendritic spines at the early stage of
AD. The review focuses on changes in postsynaptic density as an
early sign of AD, suggesting that synaptic dysfunction is a cause
rather than a consequence of the cognitive decline associated
with AD.

Finally, Costa et al. review the role of Rac GTPase in spine
plasticity. They link themolecular, morphological, and functional
aspects of GTPs in the brain. Rac GTPase is one of many
chemicals associated with spine functions. They are able to
show that altered Rac activity is associated with abnormal spine
morphology and brain functions, including neurodegeneration.
This is an elegant link between a single small GTPase and an array
of brain functions from the single memory to complex networks
of the human brain.

The original research reports span the whole spectrum
of methods and levels of analysis. Regulation of intracellular
calcium ion concentration ([Ca2+]i), which has been known
to regulate different forms of synaptic plasticity, is addressed
by Jodar et al., studying olfactory bulb granular cell spines,
and Kushnireva et al., studying calcium stores in cultured
hippocampal neurons. SK channels, activated by calcium
influx, regulate the excitability of dendritic spines and are
shown to control spine plasticity via modulation of CaMKII
(Shrestha et al.). These three studies illustrate the wide
spectrum of calcium regulation of dendritic spine plasticity.
One interesting diversion from the traditional focus on intra-
spine constituents is illustrated by the work of Nguyen
et al., who analyzed the effects of variation in ephrinB1, a
resident molecule in astrocytes, on dendritic spine structure
and function in relation to learning and memory. Finally,
de Schultz et al., expanded on their ongoing work on
parent/offspring association in relation to long term effects of

parental deprivation on dendritic spines in the medial prefrontal
cortex. This work illuminates the role of parents and the long-
lasting male/female difference in the effects of stress on the
juvenile brain.

All in all, these studies highlight the current status of the
major effort across the world on trying to understand the roles of
dendritic spines, the minute but extremely important neuronal
organelle, in the regulation of brain function. Over the years,
this tiny structure turned out to be an extremely complex
organelle, where over 500 different types of molecules coordinate
to regulate its structure and function. Many issues remain,
including the tremendous heterogeneity of adjacent spines on
the same dendrite, the fast turnover rate of spines in different
behavioral states, and the cardinal issue of whether a given spine
is the locus of memory. These and many more issues should be
addressed in future studies using more advanced molecular tools.
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SK Channel Modulates Synaptic
Plasticity by Tuning CaMKIIα/β
Dynamics
Amita Shrestha, Razia Sultana, Charles C. Lee and Olalekan M. Ogundele*

Department of Comparative Biomedical Sciences, Louisiana State University School of Veterinary Medicine, Baton Rouge,
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N-Methyl-D-Aspartate Receptor 1 (NMDAR)-linked Ca++ current represents a significant
percentage of post-synaptic transient that modulates synaptic strength and is
pertinent to dendritic spine plasticity. In the hippocampus, Ca++ transient produced
by glutamatergic ionotropic neurotransmission facilitates Ca++-Calmodulin-dependent
kinase 2 (CaMKII) Thr286 phosphorylation and promote long-term potentiation (LTP)
expression. At CA1 post-synaptic densities, Ca++ transients equally activate small
conductance (SK2) channel which regulates excitability by suppressing Ca++ movement.
Here, we demonstrate that upstream attenuation of GluN1 function in the hippocampus
led to a decrease in Thr286 CaMKIIα phosphorylation, and increased SK2 expression.
Consistent with the loss of GluN1 function, potentiation of SK channel in wild type
hippocampus reduced CaMKIIα expression and abrogate synaptic localization of
T286 pCaMKIIα. Our results demonstrate that positive modulation of SK channel at
hippocampal synapses likely refine GluN1-linked plasticity by tuning dendritic localization
of CaMKIIα.

Keywords: NMDAR-GluN1, SK2/3, CaMKIIα, hippocampus, ISI, firing rate

INTRODUCTION

The hippocampus is the center for processing of spatial working memory. At hippocampal
synapses, synaptic long-term potentiation (LTP) is dependent on glutamatergic neurotransmission
(Cacucci et al., 2007; Allen et al., 2016). Specifically, ionotropic neurotransmission mediated by
N-Methyl-D-Aspartate Receptor 1 (NMDAR) underlie the functional basis of synaptic structural
plasticity that determines the pattern of neural encoding (Gustin et al., 2011; Tovar et al.,
2013; Coultrap et al., 2014; Huang and Gibb, 2014; Ratnadurai-Giridharan et al., 2014; Yao
and Zhou, 2017; Yi et al., 2017; Rebollo et al., 2018). The loss of NMDAR function has been
implicated in several developmental neurocognitive disorders and may represent a convergence
for disease progression. Notably, NMDAR hypofunction has been reported in patients and
experimental animals exhibiting behavioral symptoms of autism spectrum disorder, bipolar
depression, and schizophrenia (Seillier and Giuffrida, 2009; Uchino et al., 2010; Gustin et al.,
2011; Namba et al., 2011; Ramsey et al., 2011; Anticevic et al., 2012; Duffney et al., 2013; Snyder
and Gao, 2013; Aow et al., 2015; Stein et al., 2015; Ogundele and Lee, 2018). Owing to its role
in synaptic plasticity, loss of NMDAR function often leads to a change in synaptic morphology
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(González Burgos et al., 2012; Bosch et al., 2014; Chazeau
and Giannone, 2016; Bustos et al., 2017; Frangeul et al., 2017;
Forrest et al., 2018). To this effect, synaptic perturbations in the
cognitive centers translate into impairment of neural encoding of
instantaneous (working) memory.

In synaptic potentiation, high-frequency spiking events
involve the transient surge of postsynaptic Ca++ current that
is mediated by NMDAR-linked ionotropic neurotransmission
(Xia et al., 1996; Coultrap and Bayer, 2012). In addition to the
modulation of synaptic plasticity, the transient Ca++ current also
couples LTP to cellular regulation and gene expression (Xia et al.,
1996; Li et al., 2001; Yao and Wu, 2001; Salter and Kalia, 2004;
Yoshii and Constantine-Paton, 2007; Coultrap and Bayer, 2012;
Stein et al., 2015; Takei et al., 2015; Sanderson et al., 2016; Wang
et al., 2016; Swiatkowski et al., 2017). Ca++ surge produced by
NMDAR activates synaptic Ca++-Calmodulin-dependent kinase
2 (CaMKII) by facilitating autophosphorylation at T286/287 sites
of the 9α/3β components of the holoenzyme. Consequently,
T286 phosphorylated CaMKIIα targets other synaptic substrates
(S831 site of GluA1) and promotes fast-spiking activity that is
characteristic of LTP (Lisman et al., 2012; Lai and Ip, 2013;
Coultrap et al., 2014; Hell, 2014; Hlushchenko et al., 2016; Khan
et al., 2016; Nakahata and Yasuda, 2018). On the other hand,
the transient Ca++ currents produced by NMDAR ionotropic
neurotransmission also activate small conductance channels
that are co-localized with NMDAR at postsynaptic densities.
Repetitive activation of SK2 attenuates post-synaptic transient
Ca++ current, and leads to a decline in the frequency of neuronal
firing (Lee et al., 2003; Hammond et al., 2006; Lin et al., 2008;
Ohtsuki et al., 2012; Ballesteros-Merino et al., 2014; Lee and
MacKinnon, 2018).

Activation of NMDAR, and accompanying calcium release,
are not isolated events in LTP. Modulation of synaptic
potentiation events that underlie LTP involves the movement
of monovalent K+ ions through the SK2, and constitutes an
ion channel gating mechanism (Xia et al., 1998; Stackman
et al., 2002; Ngo-Anh et al., 2005; Hammond et al., 2006;
Lin et al., 2008). Together, LTP embodies the movement of
ions in an organized process of oscillation between Ca++ and
K+ currents. The efflux of K+ ions through SK2 decreases
synaptic strength by attenuating neuronal firing while creating
a state of refractoriness. Positive modulation of SK2 has also
been shown to alter frequency-dependent LTP and neural
encoding in the hippocampus (Maylie et al., 2004; Lin et al.,
2008). Previous studies suggest that SK2 modulate LTP by
producing afterhyperpolarization current (IAHP) that determines
the interspike interval for evoked potentials (Hammond et al.,
2006; Lin et al., 2008; Maingret et al., 2008). Additionally, by
suppressing transient Ca++ current associated with NMDAR,
SK2 refine synaptic strength through an activity-linked feedback
loop (Ngo-Anh et al., 2005; Kuiper et al., 2012; García-Negredo
et al., 2014; Lee and MacKinnon, 2018).

Elsewhere, we reported that the pharmacologically-induced
NMDAR hypofunction suppressed CaMKII expression,
and increased SK2 expression in the hippocampus of WT
mice (Ogundele and Lee, 2018). This outcome suggests that
T286 phosphorylation of CaMKIIα and expression of SK2 may

be inversely related in NMDAR hypofunction. Here, we tested
the hypothesis that SK2 regulation of synaptic excitability may
impact CaMKII synaptic localization. We assessed the structural
and physiological properties of hippocampal synapses after
genetic ablation of GluN1 sub-unit of NMDAR. In addition to
dendritic spine perturbations, an upregulated SK2 expression
was accompanied by a loss T286/T287 phosphorylation of
CaMKII in the hippocampus. Likewise, positive modulation
of SK channel in a wild type (WT) hippocampus (normal
GluN1) dysregulates T286/T287 phosphorylation, and synaptic
localization of CaMKII. Together, our results suggest that
SK2 regulate hippocampal excitability—in part—by modulating
dendritic localization of CaMKII.

MATERIALS AND METHODS

Animals
Adult male and female animals were acquired from the Jackson’s
Lab (Bar Harbor, ME, USA). The animals were bred to generate
F1 offspring which were later inbred for two generations. All
experimental animals were housed under standard laboratory
conditions of 12 h alternating light and dark cycle. Food
and water were provided ad libitum. All animal handling
procedures were approved by the Institutional Animal Care
and Use Committee of the Louisiana State University School
of Veterinary Medicine. The animals used for this study
weighed∼24 gm.

Adeno-Associated Virus (AAV) Injection
Mice were anesthetized by intraperitoneal Ketamine/Xylazine
(100 mg/Kg:10 mg/Kg) injection and assessed for pain sensation
by toe pinching. The head of the mouse was gently fixed in
a multi-rail stereotaxic apparatus (Köpf Instruments, Tujunga,
CA, USA) for a craniotomy procedure. The Adeno-associated
virus (AAV) cocktail was injected into the anterior hippocampus
at coordinates (AP: −1.94 mm, ML: 1.0 mm, DV: 1.5 mm)
relative to the Bregma. Approximately 800 nl of AAV cocktail
was delivered at the rate of 60 nl per min (3 min interval)
using a manual Hamilton’s syringe holder (World Precision
Instruments Inc., Sarasota, FL, USA). After the last injection, the
syringe was allowed to stay in place for 15 min before it was
gradually withdrawn.

Hypomorphic Mutation of GluN1
Serotype 5 AAVs were used in this study. AAV-CMV-
Cre-eGFP (∆GluN1Hypomorph) or control AAV-CMV-eGFP
(GluN1flx/flx) was injected into the hippocampus of GluN1 floxed
mice (Jax: 005246; B6.129S4-Grin1tm2Stl/J). The expression
of the reporter protein (eGFP) was verified by fluorescence
imaging after 21 days. AAV-CMV-eGFP and AAV-CMV-Cre-
eGFP were procured from the University of North Carolina
Vector Core.

Hippocampal Expression of ChR2
Double floxed AAV-EF-1a-ChR2-eYFP-WPRE (University
of North Carolina Vector Core) was injected bilaterally
into the hippocampus of CaMKII-Cre mice (Jax: 005359;
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B6.Cg-Tg(Camk2a-cre)T29-1Stl/J) to express light controlled
channelrhodopsin (ChR2; n = 4). The expression of the
ChR2 in dendritic spines was verified by fluorescence expansion
microscopy after 21 days (Tillberg et al., 2016; Chang J. B. et al.,
2017). In a separate set of n = 5 mice, we crossed Ai27D
mouse (Jax: 012567; RCL-hChR2(H134R)/tdT-D) with the
CaMKII-Cre line. The F1 offspring were inbred to create
homozygous Ai27D:CaMKII-Cre mice expressing ChR2 in the
hippocampus. Both CaMKII-Cre:ChR2 and Ai27D:ChR2 mice
were used for photostimulation experiments (blue light; 470 nm).

Adult Hippocampal SK Channel Positive
Modulation (48 h)
An ICV cannula guide was positioned in the CA1 of a GluN1flx/flx

mouse by stereotaxic surgery (AP:−1.94 mm, ML: 1.0 mm), and
affixed with a dental cement. The cannula guide was covered
with a dummy cannula. Seven days after the implant, the dummy
cannula was replaced with an ICV cannula for a single dose
(10µMCyPPA) drug delivery [SK2/3(+)]. The drug solution was
delivered at the rate of 10 µL/min using a manual Hamilton’s
syringe holder (World Precision Instruments Inc., Sarasota,
FL, USA).

Specimen Preparation
Deeply anesthetized mice were euthanized in an isoflurane
chamber. The animals were transcardially perfused with 10 mM
PBS (pH 7.4) and the whole brain was harvested. The brain
was rapidly placed in cold artificial cerebrospinal fluid (ACSF)
maintained on ice, and saturated with 95% O2/5%CO2. A clean
razor blade was used to cut the brain along the sagittal plane. The
hippocampus was microdissected and extracted from the right
and left hemispheres.

Immunoblotting
The harvested hippocampal tissue was kept in tubes and
stored at −80◦C until further processing. Frozen hippocampal
tissue was incubated on ice with RIPA lysis buffer containing
protease and phosphatase inhibitor cocktail. After 30 min,
the incubated tissue was rapidly homogenized to obtain
tissue lysate. The homogenate was centrifuged to obtain
supernatants containing cytoplasmic, membrane, and synaptic
fragments. Hippocampal lysate (10 µl) containing 10 µg
of protein was processed for SDS-PAGE electrophoresis.
After western blotting (wet transfer), Polyvinylidene fluoride
membrane (PVDF) was incubated in Tris-buffered saline
with 0.01% Tween 20 (TBST) for 15 min (TBST) at room
temperature. Afterward, the membrane was blocked in 3%
bovine serum albumin (prepared in TBST) for 50 min at room
temperature. The protein of interest and housekeeping protein
were detected using the following primary antibodies; Rabbit
anti KCNN2 Antibody (ThermoFisher Scientific #PA5-41071);
Mouse anti CaMKIIα Antibody (ThermoFisher Scientific
#MA1-048), Rabbit anti Phospho-CaMKIIα/β:T286/T287 (Cell
Signaling #12716), Rabbit anti Phospho-CaMKII T305/306
(ThermoFisher Scientific #702357), Rabbit anti-Phospho-
CaMKIIβ/δ/γ:T287(ThermoFisher Scientific #PA5-37833), and
Rabbit anti NMDAR1:NR1 Polyclonal Antibody (ThermoFisher

Scientific #PA3-102). All primary antibodies were diluted in
the blocking solution at 1:1,000. Subsequently, the primary
antibodies were detected using Chicken anti-Rabbit-HRP
(ThermoFisher Scientific #A15987; 1:5,000) or Donkey anti-
Mouse-HRP (ThermoFisher Scientific #A16017; 1:5,000)
secondary antibody. The reaction was developed using a
chemiluminescence substrate (ThermoFisher-#34579). In
order to normalize protein expression, the membranes
were treated with Restore PLUS Western Blot Stripping
Buffer (ThermoFisher Scientific #46430), and re-probed
with β-Actin (8H10D10) Mouse mAb HRP Conjugate (Cell
Signaling #12262S). Protein expression (SK2, GluN1, CaMKII)
was normalized per lane using the corresponding β-Actin
expression. However, for phosphorylated CaMKII (T286, T287,
and T305/306 pCaMKII), normalization was done with the base
protein expression (CaMKII).

Slice Preparation and Acute Brain Slice
Treatment
For ex vivo acute treatment, the hippocampus wasmicrodissected
(bilateral) and incubated in oxygenated ACSF with 95%
O2/5%CO2 constantly being bubbled through the ACSF (ACSF;
in mM 125 NaCl, 25 NaHCO3, 3 KCl, 1.25 NaH2PO4, 1 MgCl2,
2 CaCl2 and 25 Glucose). The set up was maintained on a water
bath at 37◦C. At the onset of the experiment, 10µML-Glutamate
was added to the ACSF to induce synaptic activation. After
10 min, 10 µM autocamtide-related inhibitory peptide (A2RIP;
a CaMKII inhibitor; Li et al., 2017) and 10 µM CyPPA
(concentration-dependent SK2 potentiator; Kasumu et al., 2012)
was added to the incubation bath. The set up was maintained for
1 h and the hippocampus was processed to isolate synaptosomal
and shaft-cytosol extract using the sucrose gradient method
(Supplementary Figure S1), followed by immunoblot
validation (Supplementary Figure S2). Gel electrophoresis
and western blotting were performed as described above
for whole lysates. Here, we used the following primary
antibodies—Rabbit anti CaMKIIα Antibody (Cell Signaling
#11945S), Rabbit anti Phospho-CaMKIIα/β:T286/T287 (Cell
Signaling #12716), Rabbit anti phospho-CaMKII T305/306
(ThermoFisher Scientific #702357), and Rabbit anti-Phospho-
CaMKIIβ:T287(ThermoFisher Scientific #PA5-37833)-to
detect CaMKII and phosphorylated isoforms (T286, T287 and
T395/306) in synaptosomal and shaft-cytosol extracts. Effective
separation of cellular component was verified by GluN1
(ThermoFisher Scientific #PA3-102), PSD-95 (Cell Signaling
#3450S), ErK1/2 (ThermoFisher Scientific #PA1-4703) and
pErK1/2 (ThermoFisher Scientific ABfinityTM Antibody
#700012) localization in synaptosomal and shaft-cytosol extracts.
A reciprocal test for an effective separation was done by verifying
the absence of PSD-95/GluN1 and ErK1/2/pErK1/2 in cytosolic
and synaptosomal extracts, respectively.

Immunofluorescence
After transcardial perfusion with PBS, the animal was perfused
with 4% phosphate-buffered paraformaldehyde (PB-PFA).
The whole brain was removed and fixed overnight in 4%
PB-PFA. Subsequently, the whole brain was transferred
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into freshly prepared 4% PB-PFA containing 30% sucrose
for cryopreservation for at least 72 h. Free-floating cryostat
sections (40 µm) were obtained and preserved in 48-well plates
containing 10 mM PBS at 4◦C. The sections were washed
three times (5 min each) in 10 mM PBS (pH 7.4) on a slow
orbital shaker (35 rpm). Blocking was performed in 5% Normal
Goat serum (Vector Labs #S-1000), prepared in 10 mM PBS +
0.03% Triton-X 100, for 1 h at room temperature. The sections
were incubated overnight at 4◦C in Rabbit anti SK2 Antibody
(ThermoFisher Scientific #PA5-41071) and Rabbit anti α-actinin
Antibody (ThermoFisher #701914). The primary antibodies
were diluted in blocking solution (10 mM PBS + 0.03% Triton-X
100 and 5% normal goat serum). After primary antibody
incubation, the sections were washed twice in 10 mM PBS (5 min
each), and labeled with a secondary antibody—Goat anti-Rabbit
Alexa 568 (ThermoFisher Scientific #A-11036)—diluted in the
blocking solution. Secondary antibody incubation was done for
1 h at room temperature, with gentle shaking. Immunolabeled
sections were washed and mounted on gelatin-coated slides
using ProLongTM Diamond Antifade Mountant (ThermoFisher
Scientific #P36970).

Microscopy and Quantification
Fluorescence images were acquired in a Nikon-NiU fluorescence
upright microscope that is configured for 3D imaging. Z-stacks
were obtained across a depth of 15 µm and rendered as 3D
(eGFP) or converted into 2D images through the ‘‘extended
depth of focus’’ option in Nikon Element Advanced Research
software. Normalized fluorescence intensity for immunolabeled
proteins in the hippocampus was determined in optical
slices for serial section images (n = 5 per mouse brain).
Cell counting and fluorescence intensity quantification
were done using Nikon Element AR and ImageJ software.
Average count and intensity were determined per field for
n = 12 fields of view.

Spine Morphology
Fluorescence
Vibrotome sliced 100 µm thick sections containing the
hippocampus were prepared in oxygenated aCSF and rapidly
fixed in 4% PFA. DIL Neurotracer paste (ThermoFisher scientific
#N22880) was applied to the hippocampus with the tip of a
pulled capillary glass tube. After DIL treatment, the sections
were incubated in a PBS humidified chamber overnight at room
temperature. Subsequently, the sections were washed in PBS
and blocked with 5% normal goat serum prepared in PBST.
After blocking, sections were incubated overnight in Rabbit
anti-Mouse Synaptophysin antibody (ThermoFisher Scientific
#MA5-14532) prepared in the blocking serum solution. The
morphology of dendritic spines with synaptophysin expression
was imaged in an Olympus FluoView10i Confocal laser
scanner. Subsequent quantification of dendritic spines was done
in ImageJ.

Transmission Electron Microscopy (TEM)
Microdissected hippocampal tissue was fixed in primary
EM fixative composed of 1.6% paraformaldehyde, 2.5%

glutaraldehyde, and 0.03% CaCl2 in 0.05M cacodylate buffer (pH
7.4). The hippocampus was trimmed into ∼1 mm sections using
a sharp razor and transferred into a fresh fixative for 2 h at room
temperature. In subsequent steps, the samples were washed in
0.1 M cacodylate buffer supplemented with 5% sucrose and
fixed in 2% osmium tetroxide for 1 h at RT. The sections were
washed in water, then in-block stained with 2% uranyl acetate
prepared in 0.2 M sodium acetate buffer (pH 3.5), for 2 h.
Stained sections were dehydrated in ascending grades of alcohol
and propylene oxide. The processed sections were embedded in
Epon-Araldite mixture and polymerized for 24 h at 60◦C. Tissue
blocks were sectioned using a Leica Ultratome (Leica EM UC7).
Thin (80 nm) sections were recovered and stained with lead
citrate for 5 min. Transmission electron photomicrographs were
obtained in a JEOL 1400 Transmission Electron Microscopy
(TEM) microscope, equipped with a GATAN digital camera.
All reagents for electron microscopy were from EMS (Hatfield,
PA, USA). A typical synapse was identified by the presence of
synaptic vesicles, postsynaptic mitochondria, and post-synaptic
density. The length of dendritic spines was determined in TEM
photomicrographs. As such, we estimated the distance between
the post-synaptic density, and the stalk of the dendritic spine.

Acute Extracellular Recording
In vivo recording was carried out in the hippocampus
of anesthetized mice. Animals were deeply anesthetized
with Urethane (0.2 mg/Kg i.p.), then the head was affixed
on a stereotaxic frame. For combined recording and
photostimulation, CaMKII-Cre::ChR2 mice were anesthetized
with ketamine/xylazine. Mice were tested for toe pinch response
to ensure the absence of sensation before the commencement of
the procedure. A craniotomy was done in order to expose the
dura. Drops of ACSF was applied to this area to prevent dryness.
Under a digital dissection microscope, the dura over the exposed
brain area was carefully excised using a bent needle tip. An acute
neural probe, with a 10 mm long and 50 µm thick shank was
used for this procedure (Neuronexus, Ann Arbor, MI, USA).
The probe shank carried four electrodes arranged as a tetrode,
with an inter-electrode distance of 25 µm. The electrodes were
connected to a pre-amplifier head stage (Intantech, Los Angeles,
CA, USA), tethered to a recording controller and amplifier
system (Intantech, Los Angeles, CA, USA). The electrode was
gently lowered into the brain tissue using an ultrafine (µm
range) hydraulic micromanipulator (Narishige, Japan) to reach
the CA1 dendritic field (radiatum/molecular layer) at stereotaxic
coordinates (AP: 1.94 mm, ML: 1.0 mm, DV: 1.5 mm) relative
to the Bregma. Stainless steel ground wires soldered onto the
head stage-electrode adapter (Neuronexus; A4 to Omnetics
CM32 adapter) were tied to a ground screw that was fixed in the
occipital bone. For recording procedure involving optogenetics,
the recording electrode shank, optic fiber and Hamilton’s syringe
were stereotactically positioned in the CA1. TTL (Prizmatix,
Southfield, MI, USA) driven 470 nm LED source (Thorlabs,
Newton, NJ, USA) was triggered to generate 50 ms pulses
over a 789 s duration (at 1 Hz). In three separate groups, we
applied: (1) photostimulation (470 nm); (2) photostimulation
with 100 nM Apamin (SK2 blocker; Kasumu et al., 2012)
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infusion; and (3) photostimulation combined with 10 µM
CyPPA (SK2 positive modulation) infusion.

The stereotaxic apparatus, micromanipulator, electrode and
subject mouse were kept in a Faraday cage and connected to
the amplifier ground. At the onset of each recording procedure,
the impedance of the electrodes was determined at 1 KHz. For
all recording sessions in this study, impedance measurement
for the silicon tetrodes ranged between 0.6 and 3.1 �. Single
unit activity was recorded by setting the cut-off frequency
as 250 Hz and 7.5 KHz, respectively for lower and upper
limits, sampled at 20 KHz/s. Neural activity was monitored
for 20 min to ensure the stability of the animal’s vitals before
the commencement of recordings. Continuously recorded spike
trains from the CA1 dendritic field was processed in an Offline
Spike Sorting software (OFSS; Version 4; Plexon Inc., Dallas,
TX, USA). Further analysis of the sorted spikes was done in
Neuroexplorer Version 5 (Nex Technologies, Colorado Springs,
CO, USA).

Neural Spike Processing and Analysis
Neural spikes were extracted from the continuous data through
threshold crossing in the OFSS. The extracted spikes were
sorted into clusters using a combination of Valley seeking and
K-means clustering methods. Spikes were assigned to single unit
clusters through a 3-dimensional space principal component
analysis (PCA) projection. Where necessary, unsorted spikes
were assigned to clustered units, or invalidated if outlying.
Sorted neural spike waveforms, clustered units, and up-sampled
continuous data were exported into the Neuroexplorer software
for analysis of spike properties.

Social Interaction Test
Mice were habituated in the testing area for 24 h before the
commencement of the behavioral test (Kaidanovich-Beilin et al.,
2011). At each phase of the test, the compartment was wiped
with 70% isopropyl alcohol to prevent odor-specific cues and
bias in the subsequent steps. Two smaller holding compartments
in the testing area were designated ‘‘E (Empty)’’ during the
habituation trial (5min). For the sociability test, a strangermouse
(S10; stranger 1) was introduced into one of the compartments
while the subject animal was re-introduced into the chamber
(5 min). After an inter-trial time of 30 min, we introduced a
second stranger mouse (S2), along with the first stranger (now
S1n) into two separate holdings (social novelty test). The contact
with (E or S10), and (S1n, S2) were estimated to determine
sociability [S10/(E+S10)] and social novelty [S2/(S2+S1n)] indices
respectively. While ‘‘0’’ represents the first encounter with
S1 during sociability test, ‘‘n’’ represents the second encounter
with S1 in a novel position during the social novelty test.
Therefore, different time measurements were done at S10 and
S1n. The time spent in contact with E, S2, S10, and S1n in the
sociability and social novelty tests were estimated blindly by an
independent investigator using a software—Ethovision (Noldus,
Leesburg, VA, USA).

Statistics and Sample Size
Outcomes for WT (n = 4), GluN1flx/flx (n = 4), ∆GluN1 (n = 7)
were compared in One-Way analysis of variance (ANOVA)

with Tukey post hoc test. Statistical comparison for GluN1flx/flx

(n = 4) vs. ∆GluN1 (n = 4) or Control (n = 4) vs. SK2/3(+;
n = 4) were done in T-test analysis. For ACSF (n = 4), L-Glut
(n = 4), L-Glut+A2RIP (n = 4), and L-Glut+CyPPA (n = 4),
outcomes were compared in One-Way ANOVA with Tukey post
hoc test. For photostimulation electrophysiological recording
experiments involving CaMKII-Cre::ChR2, n = 3 mice were used
per group (light OFF, light ON, light ON+Apamin, and light
ON+CyPPA). Statistical analysis was performed in One-Way
ANOVAwith Tukey post hoc test. All statistical analysis was done
in GraphPad PrismVersion 8. Results are presented as bar graphs
with error bar depicting the mean and standard error of mean,
respectively. Also, as pie charts where applicable.

RESULTS

Hypomorphic Attenuation of
GluN1 Function
In order to create GluN1 hypomorphic mutation
(∆GluN1hypomorph; ∆GluN1 used interchangeably), AAV
(Figure 1A) that expresses Cre recombinase (AAV-CMV-Cre-
eGFP) or a control AAV (AAV-CMV-eGFP) was stereotactically
injected into the anterior hippocampus of GluN1 (Grin1)
floxed mice. Three weeks after hippocampal AAV injection,
transfection was verified by fluorescence imaging of the reporter
(gene) protein harbored by the AAV constructs (eGFP). As
shown in Figure 1B, hippocampus transfected with AAV
produced eGFP fluorescence after 3 weeks.

Dendritic Spine Morphology and Synaptic
Structure
The general outline of dendritic spines was demonstrated
using a combination of DIL Neurotracer, and synaptophysin
immunofluorescence labeling (Figures 2A,B). Low
magnification images demonstrate a significant increase in
the distribution of DIL positive cytoskeletal aggregates in the
CA1 of the ∆GluN1 hippocampus when compared with the WT
and GluN1flx/flx. At higher magnification, this translates into a
significant loss of dendritic spines in the ∆GluN1 hippocampus
(Figure 2B; p < 0.01). To verify this outcome, dendritic spine
morphology was further examined by ultrastructural imaging
(TEM) of hippocampal synapses. As illustrated in Figures 2C,D,
transmission electron photomicrographs revealed a prominent
loss of cytoskeletal filament assembly (yellow arrowheads)
in ∆GluN1 hippocampal synapse when compared with WT
and GluN1flx/flx. In addition to the loss of dendritic spines
and synaptic cytoskeletal perturbation, TEM images of the
∆GluN1 hippocampus also revealed a prominent decrease in the
thickness of post-synaptic densities (Figures 2E,F; p< 0.001).

Morphology of Dendrites
The expression of membrane-bound eGFP conveyed by the AAV
vectors was used to assess themorphology of the dendrites. Given
that the expression of eGFP in the neuropil outlines dendrite
branching, we used 3D-fluorescence imaging to demonstrate
and measure the length of ∆GluN1 CA1 dendrites (µm).
However, in order to assess the length of dendritic spines,
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FIGURE 1 | Adeno-associated virus (AAV)-mediated ablation of GluN1 in the hippocampus. (A) Schematic illustration of AAV-CMV-eGFP and AAV-CMV-Cre-eGFP
construct. (B) AAV expression is verified by eGFP (reporter) fluorescence in the hippocampus. Scale bar = 100 µm.

we used ultrastructural synapse images acquired in TEM.
Figure 3A illustrates the general outline of CA1 pyramidal
neurons where DL and Ds.L represent the dendrite length and
dendritic spine length, respectively. ∆GluN1 CA1 pyramidal
neurons exhibits a significant decrease in dendrite length when
compared with the GluN1flx/flx (p < 0.001; Figures 3B,C). In
assessing dendritic spine length (TEM), the distance between
the dendrite shaft and the tip of the spine was determined
(Figure 3A; Ds.L). The synapse (sy) in Figure 3D illustrates
the tip of the dendritic spine where postsynaptic densities are
present. Yellow arrowheads connote the dendritic spine shaft and
synaptic expansion. In addition to a decrease in dendrite length
(DL), the ∆GluN1 hippocampal neurons were also characterized
by a decrease in dendritic spine length (Ds.L: p < 0.001;
Figures 3D,E).

Burst Activity in the CA1 Neural Network
The relationship between the observed synaptic perturbations
and neural encoding in the ∆GluN1 hippocampus was assessed
by in vivo extracellular neural recording. Spontaneously evoked
neural spikes in the CA1 dendritic field was analyzed to
determine the impact of GluN1 loss of function on multi-
synaptic burst encoding in vivo. Continuously recorded spike
trains for n = 4 mice per group (Figure 4A) were sorted
offline to isolate single units (GluN1flx/flx: n = 77 and
∆GluN1: n = 54) across six sessions. Spike train properties
were assessed using the interspike interval (ISI) parameters
which represent neural refractoriness over a time window.
The firing property of each cell was determined with the
ISI histogram (ISIH). Based on the ISIH properties, we
grouped the neuron units as bursty, tonic, or irregular firing
(Figure 4B). For the GluN1flx/flx hippocampus, about 48%
of the neurons exhibited distinct burst firing patterns while
38% are irregular firing neurons (p < 0.01). Conversely,
in the ∆GluN1 hippocampus, 20% of the neurons showed
characteristic burst firing pattern while ∼60% were irregular
firing neurons (p < 0.01; Figures 4B,C). Consistent with the
suppression of burst firing, ∆GluN1 CA1 neurons exhibit a

prolonged ISI peak duration (p < 0.001; Figure 4D), and an
increased mean ISI duration (p< 0.05; Figure 4E).

In addition to a decreased burst firing, structural changes
in ∆GluN1 hippocampal synapses was accompanied by an
increased firing irregularity. Here, we determined the regularity
of firing as the coefficient of variation (CV2) of the ISI in a fixed
time window. A score of CV2 < 1 or CV2 = 1 depicts a regular
firing pattern, while CV2 > 1 represents irregular firing between
two fixed time points (τn to τn+1). Regularity of firing based on
the CV2 illustrates a time window computation of the ISI and
is not affected by slight changes in firing frequency (spikes/s).
Consistent with the percentage of irregular firing neurons, an
average score ofCV2 = 1.2 was recorded for the∆GluN1 neurons
when compared with the GluN1flx/flx which showed significant
firing regularity (CV2 = 0.5; Figure 4F). A prolonged ISI and
increased irregularity of firing in the ∆GluN1 CA1 spike train
was also associated with a decrease in burst count per unit time
when compared with the GluN1flx/flx spike train (p < 0.001;
Figure 4G).

CV2 =
2 [ISIn− ISIn+ 1]
ISIn+ ISIn+ 1

(1)

∆GluN1-Linked Synaptic Perturbations
Led to a Reduced Neuronal Firing Rate
In addition to ISIH characterization of spike train properties
(bursty, tonic and irregular), we further examined the neuron
population dynamics based on the percentage of fast or
slow spiking neurons determined by autocorrelogram plots
(Figures 5A,B). This was further verified by the peri-event
raster plots which demonstrates number of events (ticks) per
trial (Figure 5C) when the activity of all neurons (per session)
was compared with a neuron with the highest raster count. By
combining the autocorrelogram and peri-event raster plots, the
neurons were further grouped based on their firing rate r(t) over
a fixed time window (τ ms).

r (t) = n/t (2)

Frontiers in Synaptic Neuroscience | www.frontiersin.org 6 October 2019 | Volume 11 | Article 1811

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Shrestha et al. SK Channel Regulation of Synaptic Potentiation

FIGURE 2 | ∆GluN1 induced loss of dendritic spines in CA1 neurons. (A) Representative confocal images demonstrating co-localization of synaptophysin and DIL
neurotracer in the CA1 (pyr, pyramidal layer; mol, molecular layer). Scale bar = 20 µm and 5 µm. (B) Bar graph [One-Way analysis of variance (ANOVA)] illustrating
statistical comparison of CA1 dendritic spine count (DIL/synaptophysin). (C) Bar graph (One-Way ANOVA) comparing cytoskeletal filament count in hippocampal
dendritic spines. (D) Transmission electron microscopy (TEM) photomicrographs illustrating hippocampal synapses. Yellow arrowheads indicate the synaptic
cytoskeleton. Scale bar = 1 µm. (E) TEM photomicrographs demonstrating post-synaptic densities (PSD) in the hippocampus. Scale bar = 1 µm. (F) Bar graph
illustrating the comparative thickness of PSDs (B,C,F; ∗∗p < 0.01, ∗∗∗p < 0.001).

Together with ISIH characterization of neuron firing pattern,
it was noted that the fast-spiking neurons were also bursty
in their firing properties. On the other hand, irregular firing
neurons exhibited a skewed autocorrelogram plot that connotes
slow or desynchronized firing. As illustrated by the pie
charts, the ∆GluN1 spike train exhibited a significant increase
in the percentage of slow and irregularly firing neurons
when compared with the GluN1flx/flx spike train (p < 0.001;
Figure 5D). Consequently, the mean firing rate r(t) for the
∆GluN1 CA1 network reduced significantly vs. the GluN1flx/flx

(p < 0.01; Figure 5E). In order to ascertain the impact of the
highlighted synaptic changes on neural function, ∆GluN1 mice
were assessed for sociability and social novelty. Heat maps
in Figure 5F illustrates a significant decrease in sociability
and social novelty performance index for ∆GluN1 mice when
compared with the GluN1flx/flx. Together with the observed

synaptic perturbations the ∆GluN1 mice also exhibited a decline
in cognitive function (p< 0.001; Figure 5G).

Cellular Basis of Firing Rate and ISI
Dynamics in ∆GluN1 CA1
Synaptic potentiation in the hippocampus is mediated
by several factors. However, it has been established that
T286 phosphorylation of CaMKIIα and activation of
SK2 can respectively enhance and attenuate synaptic
activity (Figure 6A). Here, we showed that an increased
ISI duration for the ∆GluN1 spike train was linked with
a significant upregulation of hippocampal SK2 expression
when compared with the controls (WT and GluN1flx/flx).
Double labeling immunofluorescence in (Figures 6B,C)
demonstrates a significant increase in SK2 expression for
eGFP positive neurons in the ∆GluN1 CA1 (p < 0.01).
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FIGURE 3 | Length of dendrites and dendritic spine in the ∆GluN1 hippocampus. (A) Schematic illustration of dendrite length (DL) and dendritic spine length (Ds.L)
for CA1 neurons (pyr, pyramidal layer; rad, radiatum layer; mol, molecular layer). (B) 3D-fluorescence images (eGFP) showing the outline of CA1 dendrites (pyr,
pyramidal layer; rad, radiatum layer; mol, molecular layer). Scale bar = 20 µm, (inset) 5 µm. (C) Bar graph illustrating statistical comparison (T-test) of dendrite length.
(D) TEM photomicrographs demonstrating dendritic spine morphology. Scale bar = 0.5 µm. (E) Bar graph (One-Way ANOVA) showing statistical comparison of
dendritic spine length (TEM; C,E; ∗∗∗p < 0.001).

Since SK2 activity determines the ISI, it is logical to
speculate that the increased peak and mean of ISI duration
(Figures 4D,E) were—in part—as a result of upregulated
CA1 SK2 expression.

T286 pCaMKIIα synaptic localization and substrate
targeting is required for LTP expression that is pertinent
to long-term synaptic plasticity. As such, we determined
the firing r(t) and burst discharge rate as indirect measures
of synaptic T286 pCaMKIIα translocation efficiency in the
CA1 neural network in vivo. In the ∆GluN1 hippocampus,
the expression of CaMKIIα did not change significantly
when compared with the control level (WT and GluN1flx/flx;
Figures 6D–F). However, reduced firing (Figure 5E) and
burst rates (Figure 4G) in the ∆GluN1 CA1 dendritic
network was accompanied by a prominent decrease in
T286 pCaMKIIα and T287 pCaMKIIβ (p < 0.01; Figures 6D–G;
also Supplementary Figure S3). Together, ∆GluN1-induced
dendritic spine perturbations and loss of neural plasticity
involved the loss CaMKII activity and increased SK2 expression
(Figure 6H).

Activity-Coupled Regulation of SK2 and
GluN1 Expression
While assessing synaptic function in the ∆GluN1 hippocampus,
a notable change in spike train properties was an increase
in the mean ISI duration (Figure 4E), and a reduced firing
rate (Figure 5E). A possibility is that ∆GluN1 caused a
decrease in transient Ca++ current that is necessary for
SK2 activation and may cause SK2 overexpression through an
activity coupled feedback mechanism. To test this hypothesis,
we pharmacologically activated SK2 and determined the
expression of GluN1 and SK2 by western blotting. Previously,
we demonstrated that ablation of GluN1 (upstream) led to an
increase in SK2 expression (Figure 6B). Here, we noted that
positive modulation of SK2 caused a moderate increase in
GluN1 expression (p < 0.05; Figures 7A,B), and significantly
downregulate hippocampal SK2 expression (p < 0.01;
Figures 7C,D; Supplementary Figure S4). These outcomes
suggest that the expression of GluN1 and SK2 is inversely linked
to their activity. Consequently, in the ∆GluN1 hippocampus,
reduced Ca++ current required for the activation of SK2 may
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FIGURE 4 | Interspike interval (ISI) characterization of CA1 spike train. (A) Single unit spike train and rasters recorded form the CA1 dendritic field. (B)
Representative Interspike ISI histograms and waveform for tonic, bursty and irregular firing CA1 trains neuron units. (C) Composite bar graph depicting the
percentage of CA1 neuron units based on ISI characterization of firing pattern. (D–F) Bar graphs illustrating ISI peak duration (ms), Mean ISI (ms), and CV2 of ISI for
CA1 spike trains. (G) Bar graph illustrating the number of bursts recorded in the spike train per unit time (D–G; ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001).

drive an increase in SK2 expression to compensate for the initial
reduction in its activation. Likewise, repetitive activation of
SK2-downstream of NMDAR—attenuates synaptic potentiation,
and lead to an increase in GluN1 expression through a similar
feedback mechanism. Figure 7E illustrates the site for stereotaxic
implant of the cannula guide and drug delivery through
the cannula.

SK2-NMDAR Cross-Talk in the Regulation
of CaMKIIα Activity
Given that the expression and activity of GluN1 and
SK2 are tightly linked, an important question yet to be
addressed is whether downstream positive modulation
of SK channel can impact CaMKII activity and if such
interaction might be dependent on NMDAR. In the
∆GluN1 hippocampus, T286/T287 phosphorylation of
CaMKII decreased significantly. Although GluN1 expression
was upregulated after a positive modulation of SK channel,
the expression and T286 phosphorylation of CaMKIIα
was significantly suppressed in the SK2/3(+) hippocampus
(Figures 8A–C; p < 0.001; Supplementary Figure S5).
Likewise, SK channel potentiation caused a significant
decrease in T287 pCaMKIIβ (Figure 8D; p < 0.001).
Ultimately, SK channel potentiation led to a decrease in

percentage T286/T287 phosphorylated CaMKII in the
hippocampus (Figure 8E; p < 0.001). These results are
indicative of the role of SK2 in the tuning synaptic plasticity by
CaMKII modulation.

Positive SK Channel Modulation Impairs
Synaptic Localization of CaMKII
CaMKIIβ anchors the CaMKII (9α/3β) to dendritic spine
F-actin by binding to α-actinin. There is substantial evidence
to suggest that α-actinin—a F-actin binding protein—is
pertinent to CaMKII (9α/3β) localization on synaptic
cytoskeleton (Shen et al., 1998; Robison et al., 2005; Gustin
et al., 2011; Jalan-Sakrikar et al., 2012; Lisman et al.,
2012; Bosch et al., 2014; Hell, 2014; Khan et al., 2016).
Consequent of the interaction between the CaMKIIα/β and
α-actinin, the anchored CaMKII (9α/3β) determines the
shape of the F-actin assembly, and structural plasticity of
dendritic spines (Shen et al., 1998; Jalan-Sakrikar et al., 2012;
Bosch et al., 2014; Hell, 2014). In acute slice preparation,
perfusion with Ca++-ACSF containing L-Glutamate caused
no significant change in hippocampal α-actinin expression
when compared with ACSF only (Figures 9A–C). However,
when a CaMKII inhibitor (A2RIP) or SK channel positive
modulator (CyPPA) is paired with L-Glutamate, there
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FIGURE 5 | Firing rate (spikes/sec) characterization of the CA1 spike train. (A,B) Representative autocorrelogram for typical fast and slow spiking CA1 neuron units.
(C) Perievent raster representation of fast and slow spiking CA1 units. (D) Pie chart depicting the percentage of fast, slow and irregularly firing CA1 neuron units. (E)
Bar graph showing statistical comparison of mean firing rates (Hz). (F) Heat map demonstrating sociability and social novelty exploration pattern. (G) Bar graph
illustrating social novelty memory index (E,G; ∗∗p < 0.01, ∗∗∗p < 0.001).

was a significant loss of α-actinin in the hippocampus
(p < 0.01; Figure 9C). Based on these outcomes, we
propose that SK2 may suppress long-term synaptic plasticity
by attenuating synaptic localization of T286 pCaMKIIα
(Figures 9D,E).

Compartmental Localization of CaMKII in
the Hippocampus
We processed microdissected whole hippocampus to isolate
synaptosomal extracts containing post-synaptic densities
(PSD), and cytosolic extracts containing dendritic shaft. We
validated the tissue extracts by western blotting to detect
PSD proteins—PSD-95 and GluN1—in the synaptosomal
extract. Likewise, the shaft-cytosol extract was validated by
immunoblot detection of ErK1/2 and pErK1/2. The validation
protocol was set up as a reciprocal detection experiment where
synaptic proteins are also assessed in shaft-cytosol extracts,
and vice versa. For all samples, PSD-95 (S2.1,S2.2) and GluN1
(S2.3,S2.4) were enriched in the synaptosomal extract, and not

in the shaft-cytosol domain. Similarly, ErK1/2 (S2.5,S2.6) and
pErK1/2 (S2.7,S2.8) were enriched in the shaft-cytosol domain
only. In order to determine compartmental localization of
CaMKIIα, we performed immunoblot detection of CaMKIIα,
and T286α/T287β phosphorylated isoforms in the synaptosome
and shaft-cytosol extracts. Our results revealed that CaMKIIα
is predominantly localized in the synaptic compartment when
compared with the shaft-cytosol (Figures 10A,B; p < 0.001).
Likewise, T286 pCaMKIIα and T287 pCaMKIIβ were also
enriched in the synaptic compartment when compared with the
shaft-cytosol extract (Figures 10C,D; p< 0.001).

In subsequent experiments, we incubated the microdissected
hippocampus in glucose-rich oxygenated Ca++-ACSF to
determine how an ex vivo treatment might affect the
compartmental localization of CaMKII (Figures 10A–D).
After 1 h of incubation in ACSF, CaMKIIα and T286α/T287β
were predominantly localized in the shaft-cytosol domain
(Figure 10E). However, when 10 µM L-Glutamate is included
the ACSF, CaMKIIα was predominantly localized in the
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FIGURE 6 | Co-dysregulation of SK2 and CaMKII in the ∆GluN1 hippocampus. (A) Schematic illustration of N-Methyl-D-Aspartate Receptor 1 (NMDAR),
T286 pCaMKIIα, and SK2 co-localization at postsynaptic densities. (B,C) Representative fluorescence images and bar graph (One-Way ANOVA) demonstrating
SK2 expression in the CA1 (pyr, pyramidal layer; mol, molecular layer). Scale bar = 20 µm (B). (D) Representative immunoblots showing the expression of CaMKIIα,
T286 pCaMKIIα and T287 pCaMKIIβ in whole hippocampal lysate. (E–G) Bar graphs showing statistical comparison of CaMKIIα (normalized with β-Actin),
T286 pCaMKIIα, and T287 pCaMKIIβ (normalized with CaMKII). (H) Schematic representation of the ∆GluN1 hippocampal dendritic spine. T286 pCaMKIIα reduced
significantly while SK2 expression is upregulated (C,E,F,G; ∗∗p < 0.01).

synaptic compartment, and was accompanied by a near
total T286α/T287β synaptic translocation (Figures 10E,F;
p < 0.001). These results suggest that L-Glutamate-driven
synaptic potentiation is required for spine recruitment of
CaMKIIα and T286α/T287β (Figure 10G).

SK Channel Potentiation Reduced the
Efficiency of CaMKII Translocation
Figure 8 demonstrates a significant loss of neural CaMKII,
T286α and T287β after SK channel potentiation in vivo
(48 h). In order to determine the short-term (1 h) effect of
SK channel on synaptic localization of CaMKII, we paired
L-Glutamate treatment with SK channel potentiation in acute
preparations (Figure 11A). L-Glutamate treatment significantly
increased synaptic localization of CaMKIIα (p = 0.0031;
Figure 11B). Normalized synaptic expression of CaMKIIα also
increased when L-Glutamate was paired with CaMKII inhibitor
(A2RIP; p = 0.0024) or SK channel potentiator (p = 0.0010;

Figure 11B). Similar to L-Glutamate treatment, a combination
of L-Glutamate with A2RIP or CyPPA did not impact the shaft-
cytosol localization of CaMKIIα (Figure 11C). L-Glutamate
treatment increased synaptic localization of CaMKIIβ when
compared with ACSF only (p = 0.0216; Figure 11D). However,
when combined with CyPPA, the synaptic translocation
of CaMKIIβ was significantly upregulated (p = 0.0015).
L-Glutamate treatment caused a significant decrease in shaft-
cytosol localization of CaMKIIβ when compared with ACSF
(p = 0.0453). This was attenuated by SK channel potentiation
and CaMKII inhibition. For these treatment combinations, there
was no significance vs. ACSF (baseline; A2RIP and CyPPA;
Figure 11E).

In order to ascertain the effect of SK channel potentiation
(CyPPA) on CaMKII translocation efficiency, we normalized
synaptosomal pCaMKII (T286, T287, T305/306) with shaft-
cytosolic expression level. While L-Glutamate significantly
increased synaptosomal translocation of T305/306 pCaMKII
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FIGURE 7 | Activity-dependent expression of SK2 and GluN1. (A,B)
Western blot and bar graph demonstrating hippocampal
NMDAR-GluN1 expression. (C,D) Representative immunoblot and bar graph
illustrating hippocampal SK2 expression. (E) Fluorescence image (DAPI)
showing the track of the cannula guide and cannula for intrahippocampal
injections. Scale bar = 0.5 mm (E; B,D; ∗p < 0.05, ∗∗p < 0.01).

(p = 0.0158), pairing L-Glutamate with either CaMKII
inhibition or SK channel potentiation suppressed synaptic
translocation of T305/306 (Figure 11F). Accordingly, when
L-Glutamate is paired with A2RIP or CyPPA, there is no
significant change in synaptic T305/306 expression vs.
ACSF (Figure 11F). L-Glutamate treatment increased the
synaptic localization of T286 pCaMKIIα when compared
with ACSF (p = 0.0016). Similar to T305/306, pairing
L-Glutamate with SK channel potentiation reduced synaptic
T286 pCaMKIIα localization (Figure 11G). Here, the
significance recorded for L-Glutamate—vs. ACSF only—was
abolished when L-Glutamate is paired with CyPPA (ns).
L-Glutamate treatment also increased the synaptic localization
of T287 pCaMKIIβ when compared with ACSF only
(p = 0.0170; Figure 11H). As shown in Figure 11D, CyPPA
treatment induced a more prominent increase in synaptic
CaMKIIβ expression (p = 0.0015) when compared with
L-Glutamate (p = 0.0216); vs. ACSF. To this effect, pairing
L-Glutamate with CyPPA also caused a prominent increase
in synaptic T287 pCaMKIIβ (p < 0.0001) when compared
with L-Glutamate (p = 0.0170); vs. ACSF (Figure 11H).
Together, our results suggest that SK channel potentiation
suppressed synaptic translocation of T286 pCaMKIIα

FIGURE 8 | SK channel potentiation reduced hippocampal CaMKII
expression (48 h after treatment in vivo). (A) Western blots demonstrating
detected level of CaMKII, T286 pCaMKIIα, and T287 pCaMKIIβ in whole
hippocampal lysate. (B) Bar graph representing comparative
β-actin-normalized CaMKII expression (T-test). (C,D) Bar graph representing
comparative CaMKII-normalized T286 pCaMKIIα and T287 pCaMKIIβ
expression (T-test). (E) Bar graph demonstrating percentage T286/T287
(total) pCaMKII in the hippocampus (B,C,D,E; ∗∗∗p < 0.001).

while increasing T287β pCaMKII phosphorylation in
acute experiments.

SK Channel Potentiation Modulates
CA1 Burst Encoding
The physiological implication of a suppressed
T286/T287 phosphorylation and imbalanced translocation
to the synapse is that LTP may be abrogated. In addition,
long-term synaptic plasticity modulated by CaMKII may
become significantly dysregulated. In a separate experiment, we
examined the effect of SK channel positive modulation (10 µM
CyPPA) or inhibition (100 nM Apamin) on CA1 dendritic
neural network burst encoding in vivo. In anesthetized mice,
SK channel agonist (CyPPA) was infused, and spontaneously
evoked spikes were recorded with a tetrode. Subsequently,
Apamin (SK2 blocker) was infused to attenuate the activity of
SK2 in the CA1 dendritic field. As illustrated in Figure 12A,
positive modulation of SK channel function significantly
reduced spontaneous CA1 firing while Apamin treatment
rescued CA1 firing and burst activity (Figures 12A,B). Based on
ISI characterization of firing pattern (Figures 4B,C), there was a
significant increase in the percentage of irregular firing neurons
and a decrease in bursty neurons for SK2/3(+) CA1 spike
train (p < 0.001; Figure 12C). Subsequent Apamin treatment
increased the percentage of cells with characteristic bursty
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FIGURE 9 | SK channel potentiation impacts hippocampal α-actinin expression. (A–B) Fluorescence images illustrating α-actinin expression in the hippocampus
(so, stratum oriens; pyr, pyramidal layer; sr, stratum radiatum; mol, molecular layer; gr, granule cell layer, and hil, hilus). Scale bar = 0.4 mm (A), 100 µm (B). (C) Bar
graph representation of α-actinin fluorescence intensity in the hippocampus (One-Way ANOVA). Schematic illustration of SK2 modulation of CaMKII spine
anchorage: (D) synaptic pCaMKII is structurally linked with to the GluN2B sub-unit of NMDAR and is anchored to the dendritic spine cytoskeleton (F-actin) by
α-actinin. In NMDAR-mediated synaptic potentiation, synaptic accumulation of pCaMKIIα/β is facilitated by α-actinin. (E) SK channel potentiation induced a loss
CaMKII and α-actinin expression (C; ∗∗p < 0.01).

firing pattern, while also reducing the percentage of irregular
firing neurons (Figure 12C; p < 0.001). Further evaluation
of the ISI revealed that SK2 blockade by Apamin reduced the
mean ISI duration (p < 0.01; Figure 12D) and increased the
regularity of firing (Figure 12E) of CA1 neurons. This was
seen as a decrease in CV2 score for the ISI (p < 0.01) following
Apamin infusion.

SK Channel Modulation of Firing Rate
Here, we measured CA1 network firing rate (Hz) when
pyramidal cell dendritic field photostimulation is paired with
pharmacological modulation of SK2 in vivo. Figures 13A,B
illustrates the expression of ChR2 in the hippocampus and
dendritic spine. Dotted lines represent the electrode/optic fiber
track in the hippocampus (Figure 13B). The experimental
set up for placement of the recording electrode, optic fiber,
and needle for drug infusion is schematically illustrated in

Figure 13C. Blue light pulse (470 nm) was delivered by a
square wave (TTL) generator at 1 Hz (50 ms) to potentiate
the spines. The effect of the photostimulation regime is
demonstrated by the 470 nm light ON phase (Figures 13D–F).
When the ISI histogram was used for the characterization
of the firing pattern, ChR2 photostimulation increased burst
firing as indicated by the percentage of bursty neurons
(Figure 13G; p < 0.001). Interestingly, when SK2 inhibition
(Apamin) is paired with photostimulation, the threshold of
bursting activity increased drastically with ∼100% of neurons
showing burst activity. However, when photostimulation is
paired with SK channel potentiation, a significant decrease
in burst activity was recorded (p < 0.001). This is further
evident in perievent histogram plots that depict response
strength and synchrony of CA1 synaptic units. A paired
photostimulation and SK2 inhibition regime increased the firing
rate and synchrony when compared with photostimulation
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FIGURE 10 | Synaptic potentiation increase spine (synaptic) translocation of
CaMKII. (A–D) Representative western blots and bar graphs demonstrating
the distribution of CaMKII and T286 pCaMKIIα/T287 pCaMKIIβ in
synaptosomal and shaft-cytosol tissue extracts derived from WT
hippocampus. (E) Representative immunoblots illustrating the comparative
synaptic (spine) and shaft-cytosol expression of CaMKII and
T286/T287 pCaMKIIα/β. (F) Bar graph (T-test) illustrating the synaptic
translocation of T286/T287 pCaMKIIα/β post L-Glutamate treatment.
(G) Schematic illustration of synaptic translocation of T286/T287 pCaMKIIα/β.
(1) NMDAR potentiation; (2) post-synaptic Ca++ transient activates SK2;
(3) Ca++ transient facilitates T286/T287 CaMKII phosphorylation, and
synaptic translocation; (4) increased SK2 activity facilitates removal of
synaptic T286/T287 pCaMKIIα/β; and (5) translocation of CaMKII from
dendritic spine to shaft-cytosol. (B,D,F; ∗∗∗p < 0.001).

only. Conversely, SK channel activation by CyPPA scrambled
the synchrony and response strength of the CA1 units
(Figures 13H–K).

The significance of this outcome is further evident in the
analysis of the ISI histogram plot. For paired photostimulation
and SK channel inhibition, the ISI histogram shows strong
burst activity that is characterized by a decreased ISI, and
rapid onset for ISI decay (red arrow head; Figures 14A,B).
On the other hand, pairing SK channel potentiation with
photostimulation prolonged the ISI duration, and delayed
the onset of ISI decay (>400 ms; Figure 14C). This outcome
is further supported by analysis of autocorrelogram which
revealed a prominent increase in firing strength as a result

photostimulation (Figure 14D; red arrow heads); compared
with spontaneously firing bursty neuron (inset). Pairing
photostimulation and SK2 inhibition further enhanced burst
strength of CA1 network as illustrated by a further depression
of the edge of autocorrelogram plot (Figure 14E). However,
when photostimulation is coupled with SK channel potentiation,
synaptic response strength and synchrony decreased significantly
as shown by a decrease in autocorrelogram peak strength
(Figure 14F). This is consistent with an increased ISI duration
(ms; Figure 14C), and reduced synchrony of firing shown
by the perievent raster plot (Figure 13K). Suppression of
SK2 activity by Apamin during photostimulation increased
the firing rate and the number of spikes in a burst when
compared with photostimulation only (Figures 14G,H,
p < 0.0001). As expected, pairing SK channel potentiation with
photostimulation abolished the firing rate increase recorded
in photostimulation only (Figures 14G,H). Interestingly, our
results revealed that the mean burst duration was not altered
irrespective of the paired SK2 modulation event. Based on
these outcomes, we deduced that the dendritic SK channel
modulates burst encoding by directing the firing rate and
number of spikes in a burst. While these parameters are linked
to the probability of burst firing, we noted that SK channel
modulation did not alter the duration of burst events in the
CA1 neural network.

DISCUSSION

NMDAR is a glutamate type ionotropic receptor that is relatively
abundant in the hippocampus and mediates LTP (Hatton and
Paoletti, 2005; Coultrap and Bayer, 2012; Lisman et al., 2012;
Babiec et al., 2017). A change in the expression of NMDAR
or loss of function of its sub-units (GluN1 and GluN2A and
2B) have been identified in the etiology and progression of
neuropsychiatric disorders (Hansen et al., 2014; Huang andGibb,
2014; Wesseling et al., 2014; Bustos et al., 2017). Neurocognitive
disorders such as autism, schizophrenia, and depression exhibit
various forms of NMDAR hypofunction (Duffney et al., 2013;
Snyder and Gao, 2013; Cohen et al., 2015; Zhou et al., 2016;
Gulchina et al., 2017; Nakazawa et al., 2017; Ogundele and Lee,
2018; Rebollo et al., 2018). Although the causes of developmental
neuropsychiatric defects are wide and varied, recent evidence
suggests that loss of NMDAR function is a determinant of the
synaptic and behavioral defects.

In LTP, synaptic potentiation by NMDAR-linked ionotropic
neurotransmission is regulated through various mechanisms.
Notably, positive modulation of synaptic strength which is
pertinent to memory encoding is facilitated by CaMKIIα
T286 phosphorylation (Gustin et al., 2011; Coultrap and Bayer,
2012; Lisman et al., 2012; Coultrap et al., 2014). On the other
hand, negative modulation of synaptic strength could be driven
by small conductance (SK2) ion channel (Ngo-Anh et al., 2005;
Hammond et al., 2006; Maingret et al., 2008). The NMDAR-
mediated Ca++ current constitutes 75% of post-synaptic
transient that is central to synaptic potentiation and LTP. The
mechanism involves activation (T286 autophosphorylation) of
a closed CaMKII structure (T305/T306) to promotes kinase
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FIGURE 11 | SK channel potentiation impacts hippocampal synaptic translocation of T286/T287 pCaMKIIα/β. (A) Representative western blots illustrating
synaptosomal and shaft-cytosol level of CaMKIIα, CaMKIIβ, T286 pCaMKIIα, T287 pCaMKIIβ, and T305/306 pCaMKII. Bar graphs illustrating; (B) synaptosomal
expression of CaMKIIα. (C) Shaft-cytosol expressions of CaMKIIα. (D) Synaptosomal expression of CaMKIIβ. (E) Shaft-cytosol expressions of CaMKIIβ. (F) Level of
normalized synaptic T305/306 pCaMKII relative to shaft-cytosol expression. (G) Level of normalized synaptic T286 pCaMKIIα relative to shaft-cytosol expression.
(H) Level of normalized synaptic T287 pCaMKIIβ relative to shaft-cytosol expression (B–H; ∗p < 0.05, ∗∗p < 0.01, ∗∗∗∗p < 0.0001).

activity and substrate targeting (Lisman et al., 2002, 2012). In
the T286 autophosphorylated state, CaMKII holds an increased
(10-folds) affinity for Ca++-calmodulin binding, and promotes
high-frequency firing that leads to LTP expression (Gustin
et al., 2011; Coultrap and Bayer, 2012; Hell, 2014; Ma et al.,
2015). On the other hand, activation of SK2 by the Ca++

surge suppresses neuronal firing by spike frequency adaptation
that is pertinent to intrinsic excitability regulation (Ngo-
Anh et al., 2005; Hammond et al., 2006; Lin et al., 2008;
Lee and MacKinnon, 2018). Mechanistically, the activity of
SK2 constitutes the after-hyperpolarization phase, that depicts
the interspike interval, during which a synaptic unit is least
expected to fire (Stackman et al., 2002, 2008; Ngo-Anh, 2006;
Kim and Hoffman, 2008; Lin et al., 2008; Maingret et al., 2008;
Prescott and Sejnowski, 2008; Toporikova and Chacron, 2009;
Kuiper et al., 2012; Trimmer, 2015). Based on these concepts,
NMDAR hypofunction may also imply—to an extent—the
suppression of CaMKIIα T286 phosphorylation and (or) a
positive modulation of SK2 function. Consistent with this idea,
genetic ablation of NMDAR or pharmacological potentiation of
SK2 suppressed T286 phosphorylation of CaMKIIα and reduced
the firing rate of CA1 neurons in vivo.

The frequency of NMDAR Ca++ transients represents
a significant aspect of synaptic potentiation that impacts
dendritic spine plasticity in the hippocampus. As such, the
structure of dendritic spines, distribution of dendritic spines,
and CA1 network firing pattern are directly related to LTP
expression and structural plasticity (Jauregui et al., 2017;
Nakahata and Yasuda, 2018). While an increased CaMKII
T286 phosphorylation is characteristic of high-frequency
neuronal firing, an increased SK2 function attenuates neuronal
firing. Given that NMDAR activation produces the transient
Ca++ current that activates CaMKII and SK2 for synaptic
potentiation and depression respectively, a significant aspect of
this interaction that is yet to be considered is whether SK2 refine
synaptic plasticity by modulating the spine dynamics of CaMKII.
Taken together, our results demonstrate that genetic ablation
of GluN1 in the hippocampus significantly perturbed dendritic
spine morphology, and attenuate CA1 burst firing in vivo. This
is attributable—in part—to the activity-coupled upregulation
of SK2 expression, and a suppression of T286 CaMKIIα
phosphorylation. Interestingly, in the presence of normal
GluN1 function, positive modulation of SK channel equally
reduced hippocampal synaptic T286 pCaMKIIα localization.
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FIGURE 12 | SK channel potentiation attenuates spontaneous CA1 firing. (A) Spike train with aligned rasters demonstrating CA1 dendritic field neural activity.
(B) Perievent rasters demonstrating a change in neural activity following SK channel potentiation and inhibition. (C) Composite bar graph demonstrating percentage
distribution of neuron units characterized by ISI properties. (D) Bar graph demonstrating Mean ISI (ms) duration. (E) Bar graph demonstrating regularity of firing
(CV2 of ISI). (C–E; ∗∗p < 0.01, ∗∗∗p < 0.001).

Cytoskeletal Anchorage of CaMKII
Our results demonstrate that SK channel potentiation
in vivo caused prominent loss of CaMKII, and suppressed
T286/287 phosphorylation after 48 h. However, in acute
treatment (1 h) performed with ex vivo slices, we found
that SK channel potentiation disrupts T286 pCaMKIIα and
T287 pCaMKIIβ synaptic homeostasis. It follows that the
CaMKII heteromeric dodecamer (9α/3β) is anchored to
dendritic spine cytoskeleton by an F-actin binding protein—α-
actinin (Shen et al., 1998; Robison et al., 2005; Jalan-Sakrikar
et al., 2012; Khan et al., 2016). However, it has been previously
established that CaMKIIβ holds a stronger affinity, and is
primarily involved in anchoring the holoenzyme α-actinin/F-
actin (Coultrap and Bayer, 2012). T287β phosphorylation
allows the holoenzyme to detach from the cytoskeletal anchor
and facilitates substrate targeting (kinase activity) of the
T286 pCaMKIIα component. Here, our results demonstrate
that SK channel potentiation suppresses synaptic localization
of T286 pCaMKIIα while promoting T287β phosphorylation
(Figures 11G,H). The physiological implication is that the
synaptic substrate activity (T286 pCaMKIIα) and cytoskeletal
anchorage (CaMKIIβ) are significantly reduced following

SK channel potentiation. The latter is further evident by the
prominent loss of α-actinin in the hippocampus after SK channel
potentiation (Figure 9).

SK2 in CA1 Burst Encoding
Spontaneously evoked synaptic potentials are necessary for
hippocampal neural plasticity and are representative of the
state of CA1 neural network (Winnubst et al., 2015). Here,
neurons were characterized using the shape of the ISIH
which is mostly dependent on SK2 function and represents
a distinct firing signature based on repetitive patterns of
refractoriness (Maylie et al., 2004; Ngo-Anh et al., 2005;
Hammond et al., 2006). Additionally, we assessed burst and
firing rate events that are dependent on the threshold of
T286 pCaMKIIα synaptic localization (Coultrap and Bayer,
2012; Hell, 2014; Penny and Gold, 2018). Together with
the structural perturbations of dendritic spine, our results
suggest that loss of GluN1 function may also connote the
suppression of CaMKII T286 phosphorylation and upregulation
of SK2 function (Figure 6H). Here, we showed that the
suppression of CaMKII function in the ∆GluN1 hippocampus
was associated with a reduced burst firing (Figure 4). Likewise,
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FIGURE 13 | SK channel modulation of CA1 burst discharge. (A) Schematic illustration of a double floxed AAV-ChR2-eYFP expression in CaMKIIα-Cre
hippocampus. (B) Reporter eYFP—fluorescence in the hippocampus of CaMKII-Cre:ChR2 mouse. (C) Schematic illustration of an experimental set up depicting the
relative position of the optic fiber, drug injection, and recording electrode shank (pyr, pyramidal layer; mol, molecular layer; schaff, schaffer collateral). Scale
bar = 0.5 mm, 50 µm, 5 µm. (D,E) Spike train with adjoining rasters demonstrating 470 nm LED light pulse (50 ms) at 1 Hz. (F) Sample waveform for spikes
generated by optogenetic stimulation of CA1 neuron units. (G) Pie chart representing ISI histogram characterization of neurons based on firing properties. (H–K)
Sample perievent histogram demonstrating rhythmicity of neuronal population during photostimulation, and when paired with SK channel modulation in vivo.

upregulated SK2 expression may underlie an increase in the ISI
duration within the CA1 neural network (Figures 4, 12).

Spontaneously evoked neural spikes recorded from the
CA1 dendritic field were characterized by mean a firing rate of
30 spikes/s (Figure 5). As a result of GluN1 loss of function
(∆GluN1), there was a significant decrease in firing rate. This
is further supported by an increased percentage of irregularly
firing neurons, and a decrease in the count of bursty neuron

units. To this effect, loss of GluN1 function in the hippocampus
was associated with an increased irregularity of firing which
was determined by the coefficient of variation (CV2) of the
ISI. Determining the regularity of firing based on CV2 is solely
dependent on the ISI and is not affected by a slight change
in firing frequency. Since SK2 function impacts the ISI, the
CV2 over a time window may be representative of the effect of
SK2 on firing regularity. To support this outcome, in normal
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FIGURE 14 | SK modulation of burst firing in CA1 dendritic neural network. (A) Representative ISI histogram for a bursty CA1 neuron unit following optogenetic
stimulation. Inset (Light Off). (B) ISI histogram illustrating a prominent increase in burst firing when photostimulation is paired with SK2 inhibition (Apamin). (C) ISI
histogram illustrating scrambled firing pattern when photostimulation is paired with SK channel potentiation (CyPPA). (D–F) Autocorrelogram demonstrating a
monosynaptic/pyramidal firing pattern in the CA1 neural network, and the effect of SK channel modulation. Inset (D; Light OFF). (G) Bar graph illustrating a change in
firing rate. (H) Bar graph illustrating a change in percentage spikes in a burst. (I) Bar graph demonstrating the mean burst duration (G–I; ∗∗∗p < 0.001).

GluN1 function (Figure 12), potentiation of SK2 reduced the
regularity of firing while suppressing the firing rate.

In addition to an increased ISI, positive modulation of
SK2 also suppressed burst and firing rates in the CA1 neural
network (Figures 12A,B). In a typical synaptic potentiation
event, high-frequency firing is dependent on NMDAR Ca++

transient, and CaMKIIα T286 phosphorylation at postsynaptic
densities. Here, we noted that SK channel potentiation
reduced the fringing rate—number of spikes per unit time
(n/t)—by suppressing synaptic localization of T286 pCaMKIIα
(Figures 8, 11). Although GluN1 ablation led to a loss of
T286 pCaMKIIα (Figures 6D,E), the associated upregulation
of SK2 likely enhanced the suppression of T286 pCaMKIIα
synaptic localization.

SK2 Regulation of Synaptic Plasticity
Involves CaMKII Modulation
Our results suggest that GluN1 regulation of synaptic
plasticity is dependent on a balanced activity of SK2 and

CaMKII in hippocampal dendritic spines. Activation
(T286 phosphorylation) of CaMKIIα promotes synaptic
potentiation, and is a determinant of neuronal firing rate
(n/t), and burst activity (Giese et al., 1998; Coultrap and
Bayer, 2012; Coultrap et al., 2014). A coupled activation of
SK2 by Ca++ transient determines the pattern of neural
refractoriness and duration between successive spikes (ISI).
Since SK2 modulate the ISI duration, it is also directly involved
in the regulation of burst rates (Stackman et al., 2002, 2008;
Lin et al., 2008; Maingret et al., 2008). As a result, there is a
possibility of an overlap in CaMKII activity and SK2 function
in LTP. Consistent with the previously described changes
in dendritic spine morphology, we noted that an increase
in ISI inversely correlated with both regularity of firing
(Figure 4F) and the firing rate in the ∆GluN1 CA1 network
(Figure 5E). Likewise, when SK2 was activated in the WT
hippocampus (normal GluN1 function), both the firing rate
and regularity of firing reduced significantly (Figure 12);
similar to ∆GluN1. In addition to a decreased firing rate,
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positive modulation of SK channel function led to an abrupt
suppression of CaMKIIα and its T286 phosphorylation in the
hippocampus (Figure 8). To this effect, a subsequent infusion
of SK2 blocker—Apamin—increased neuronal firing rate
and percentage bursty neurons when compared with the SK
channel potentiation.

SK2 Modulation of Firing Rate and Neural
Burst Discharge
Synaptic translocation of T286 pCaMKIIα is dependent
on the stimulation frequency. Accordingly, high-frequency
stimulation events facilitate a rapid synaptic T286pCaMKIIα
recruitment (LTP) compared to low-frequency stimulation
(Håvik et al., 2003; Coultrap and Bayer, 2012; Coultrap et al.,
2014; Chang J. Y. et al., 2017). Since positive modulation of
SK channel activity attenuate hippocampal T286 pCaMKIIα
localization (Figure 8) and burst discharge rate (Figure 12),
we ask whether SK modulation of CA1 firing properties
is dependent on the stimulation state. Photostimulation
of genetically encoded ChR2 in the hippocampus of mice
increased burst activity and synaptic strength when the
ISI histogram and autocorrelogram plots were evaluated
(Figures 13H, 14). Interestingly, Apamin-induced SK2 blockage
further enhanced burst firing and the firing rate of
CA1 neurons when compared with photostimulation only.
In the absence of an external stimulus in vivo, spontaneously
evoked CA1 firing rate and burst rate were significantly
attenuated during SK channel potentiation (Figure 12).
Likewise, when we paired photostimulation with SK
channel potentiation, it significantly abolished the burst
and firing rate increase associated with the photostimulation
event (Figures 14G–I).

SUMMARY

Together, our results suggest that GluN1 modulation of spine
plasticity and neuronal firing involves the co-regulation of
SK2 and CaMKII. Additionally, SK2 can tune long-term synaptic

plasticity by refining spine-specific localization and activity
of CaMKII.
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Astrocytes play a fundamental role in synapse formation, pruning, and plasticity, which
are associated with learning and memory. However, the role of astrocytes in learning
and memory is still largely unknown. Our previous study showed that astrocyte-
specific ephrin-B1 knock-out (KO) enhanced but ephrin-B1 overexpression (OE) in
hippocampal astrocytes impaired contextual memory recall following fear conditioning.
The goal of this study was to understand the mechanism by which astrocytic ephrin-B1
influences learning; specifically, learning-induced remodeling of synapses and dendritic
spines in CA1 hippocampus using fear-conditioning paradigm. While we found a higher
dendritic spine density and clustering on c-Fos-positive (+) neurons activated during
contextual memory recall in both wild-type (WT) and KO mice, overall spine density
and mEPSC amplitude were increased in CA1 neurons of KO compared to WT. In
contrast, ephrin-B1 OE in hippocampal astrocytes impaired dendritic spine formation
and clustering, specifically on c-Fos(+) neurons, coinciding with an overall decrease
in vGlut1/PSD95 co-localization. Although astrocytic ephrin-B1 influenced learning-
induced spine formation, the changes in astrocytic ephrin-B1 levels did not affect
spine enlargement as no genotype differences in spine volume were observed between
trained WT, KO, and OE groups. Our results suggest that a reduced formation of new
spines rather than spine maturation in activated CA1 hippocampal neurons is most
likely responsible for impaired contextual learning in OE mice due to abundantly high
ephrin-B1 levels in astrocytes. The ability of astrocytic ephrin-B1 to negatively influence
new spine formation during learning can potentially regulate new synapse formation at
specific dendritic domains and underlie memory encoding.

Keywords: astrocyte, ephrin-B1, contextual memory, hippocampus, synapse, dendritic spine

INTRODUCTION

Hippocampal circuits are known for their plastic nature and play an important role in the formation
of new memories and life-long learning (Milner et al., 1998; Neves et al., 2008). Contextual fear
learning and retrieval relies on the hippocampus, particularly the CA1 region. This hippocampal-
dependent learning requires activation of CA1 pyramidal neurons (Strekalova et al., 2003;
Goshen et al., 2011), and promotes the growth and maturation of hippocampal synapses. Indeed,
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maturation of dendritic spines has been shown to be activity
dependent, allowing for the recruitment of AMPARs and an
increase in spine volume (Matsuo et al., 2008). In addition to
promoting synapse maturation, experience has also been shown
to modify hippocampal circuits through selective formation
or removal of synapses (Lichtman and Colman, 2000; Draft
and Lichtman, 2009; Holtmaat and Svoboda, 2009; Sala and
Segal, 2014; Segal, 2017). Therefore, experience and learning
can profoundly impact spine turnover rates (Yang et al., 2008;
Holtmaat and Svoboda, 2009; Fu et al., 2012; Lai et al., 2012;
Sala and Segal, 2014; Segal, 2017). Additionally, learning-induced
spine changes are associated with selective spine clustering and
formation of “hot spots” on dendrites (Fu et al., 2012; Frank
et al., 2018; Lai et al., 2018), which are suggested to allow for
efficient storage of information (Hayashi-Takagi et al., 2015;
Frank et al., 2018). Most research has focused on neuron–
neuron interactions; however, little is known about astrocyte-
derived signals that regulate the synaptic remodeling during
learning and memory.

Astrocytes play a critical role in maintaining, supporting, and
directly modulating neuronal activity and function. Astrocytic
processes encapsulate synapses allowing for astrocytes to
communicate with neurons. The interactions between astrocytes
and synapses can regulate synaptogenesis and pruning, synaptic
transmission, and plasticity (Araque et al., 1999; Clarke and
Barres, 2013; Chung et al., 2015; Allen and Eroglu, 2017). As these
synaptic changes underlie the acquisition, retention, and retrieval
of memory, astrocytes are well positioned to influence learning
and memory (Nishiyama et al., 2002; Newman et al., 2011;
Suzuki et al., 2011; Tadi et al., 2015; Gao et al., 2016; Adamsky
et al., 2018). Activation of hippocampal astrocytes was recently
suggested to enhance synaptic potentiation and acquisition of
contextual fear memory (Adamsky et al., 2018). Astrocytes
are also shown to regulate synapse formation, recruitment
of AMPARs, and modulating synaptic functions through the
release of gliotransmitters, such as glutamate (Fellin et al., 2004),
thrombospondin (Christopherson et al., 2005), glypican (Allen
et al., 2012), D-serine (Henneberger et al., 2010), and lactate
(Alberini et al., 2018). Besides gliotransmission, astrocytes can
communicate and affect synaptic functions through contact-
mediated factors. Astrocytic contacts with neurons can direct
synaptogenesis (Hama et al., 2004; Garrett and Weiner, 2009) and
synapse elimination (Chung et al., 2013), which may allow for the
refinement of memories.

Trans-synaptic Eph/ephrin-B interactions promote
postsynaptic dendritic spine formation and maturation during
development (Henderson et al., 2001; Henkemeyer et al., 2003;
Kayser et al., 2006) and high levels of EphB receptors and
ephrins are retained in the adult hippocampus (Grunwald et al.,
2001; Liebl et al., 2003). Furthermore, the loss of EphA4 and
EphB2 receptors are reported to affect associative memory
in mice (Gerlai et al., 1999; Halladay et al., 2004; Willi et al.,
2012; Dines et al., 2015). Interestingly, EphB2 loss affects both
short and long-term contextual fear conditioning memory
formation, but only long-term memory depends on EphB2
forward signaling (Dines et al., 2015). Disruption of ephrin-B
reverse signaling in neurons was also implicated in impaired

hippocampal-dependent learning and memory in EphB2 KO
mice (Grunwald et al., 2001). In addition, ephrin-B2 expression
is upregulated in CA1 neurons but not the cortex or amygdala
following fear conditioning without changes in levels of EphA4
receptor (Trabalza et al., 2012). While ephrin-B2 can activate
both EphA4 and EphB receptors, ephrin-B1 is known for its
high affinity for EphB but not EphA4 receptors. Deletion of
neuronal ephrin-B1 was also responsible for impaired contextual
recall in ephrin-B1 KO mice following fear conditioning
(Arvanitis et al., 2014). Mutations in the efnb1 gene that encodes
ephrin-B1 are associated with CranioFrontalNasal Syndrome,
characterized by hypertelorism, frontonasal dysplasia, coronal
craniosynostosis, and mild learning disability (Twigg et al., 2004;
Wieland et al., 2004). However, little is known about the role of
astrocytic ephrin-B1. We previously reported that deletion and
overexpression (OE) of astrocytic ephrin-B1 in the adult CA1
hippocampus affects contextual memory (Koeppen et al., 2018),
but the mechanism is still not clear.

Our new findings suggest that astrocytic ephrin-B1 influences
hippocampal-dependent contextual memory by regulating new
dendritic spine formation and clustering on hippocampal
neurons activated during memory recall, without affecting
spine maturation. While we found that both wild-type (WT)
and astrocytic ephrin-B1 knock-out (KO) mice showed a
significant increase in dendritic spine density and clustering
on activated c-Fos(+) neurons compared to c-Fos(-) neurons
following contextual recall, dendritic spine density remained
higher in trained KO compared to WT, which coincided with
a greater vGlut1/PSD95 co-localization and enhanced excitatory
postsynaptic currents (EPSCs) in CA1 neurons of KO mice. In
contrast, astrocytic ephrin-B1 overexpressing (OE) mice showed
no increase in dendritic spine density and clustering on c-Fos(+)
neurons compared to c-Fos(-) neurons, which coincided with
an overall decrease in vGlut1/PSD95 co-localization. However,
changes of ephrin-B1 levels in astrocytes did not affect spine
enlargement, as no genotype differences in spine volume were
observed between trained WT, KO, and OE groups. Our results
suggest that the deficits in dendritic spine formation and
clustering, but not spine maturation, may underlie impaired
contextual memory recall in OE mice. These studies implicate
astrocytic ephrin-B1 as a negative regulator of synapse formation
in the activated hippocampal neurons during learning, which
can influence contextual memory. Future studies will determine
whether activity-dependent up-regulation or down-regulation
of ephrin-B1 levels in selective astrocytes controls addition or
removal of synapses on specific neurons or dendrites, which may
potentially underlie memory encoding.

MATERIALS AND METHODS

Mice
All animal care protocols and procedures were approved
by the UC Riverside Animal Care & Use Program and
done according to NIH and Institutional Animal Care and
Use Committee guidelines; animal welfare assurance number
A3439-01 is on file with the Office of Laboratory Animal
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Welfare (OLAW). Mice were maintained in an AAALAC
accredited facility under 12-h light/dark cycle and fed standard
mouse chow. ERT2-CreGFAP male mice (B6.Cg-Tg(GFAP-
cre/ERT2)505Fmv/J, RRID: IMSR_JAX:012849) were crossed
with ephrin-B1flox/+ female mice (129S-Efnb1tm1Sor/J, RRID:
IMSR_JAX:007664) to obtain ERT2-CreGFAPephrin-B1flox/y (KO)
or ERT2-CreGFAPephrin-B1+/y (WT) male mice. Postnatal day
(P) 70–90 adult WT and KO littermates received intraperitoneal
(IP) injection of tamoxifen (TAM) (1 mg in 5 mg/ml of 1:9
ethanol/sunflower seed oil solution) once a day for 7 consecutive
days. There were no detectable changes in ephrin-B1 levels in
astrocytes or neurons of TAM-injected WT mice (not shown).
In TAM-treated KO mice, ephrin-B1 immunoreactivity was
observed only in neuronal cell bodies and dendrites of the
CA1 hippocampus, but was significantly reduced in hippocampal
astrocytes as previously reported (Nikolakopoulou et al., 2016;
Koeppen et al., 2018). Genotypes were confirmed by PCR analysis
of genomic DNA isolated from mouse tails.

Stereotaxic Microinjections
Expression of ephrin-B1 and tdTomato was induced in
hippocampal astrocytes via adeno-associated viruses (AAV7)
containing AAV7.GfaABC1D.ephrin-B1.SV40 [AAV-ephrin-
B1; viral titer at 7.56 × 1012 viral particles (VP)/ml] or
AAV7.GfaABC1D.tdTomato.SV40 (AAV-tdTomato; viral titer
at 4.46 × 1012 VP/ml), respectively (both obtained from
UPenn Vector Core1). VP were concentrated with Amicon
ultra-0.5 centrifugal filter (UFC505024, Sigma-Aldrich), which
was pretreated with 0.1% Pluronic F-68 non-ionic surfactant
(24040032, Thermo Fisher). Mice were anesthetized with IP
injections of ketamine/xylazine mix (80 mg/kg ketamine and
10 mg/kg xylazine). To ensure for adequate anesthesia, paw
pad pinch test, respiratory rhythm, righting reflex, and/or loss
of corneal reflex were assessed. Adult P70-90 Thy1-EGFP mice
(RRID: IMSR_JAX: 007788) received craniotomies (1 mm in
diameter) and VPs were stereotaxic injected into the dorsal
hippocampus (2.5 mm posterior to bregma, 1.0 mm lateral
to midline, and 1.2 mm from the pial surface). Control mice
were bilaterally injected with 2 µl of 1.16 × 1013 VP/ml
AAV-tdTomato, and experimental animals received bilateral
injection of 1 µl of 3.78 × 1013 VP/ml AAV-ephrin-B1 + 1 µl
of 2.32 × 1013 VP/ml AAV-tdTomato. Post-surgery, mice
received 0.3 ml of buprenorphine by subcutaneous injection
every 8 h for 48 h, as needed for pain. Animals were allowed
to recover for 14 days prior to fear conditioning tests and/or
immunohistochemistry. There was a significant four-fold
increase in ephrin-B1 immunoreactivity in CA1 hippocampal
astrocytes of mice injected with AAV-ephrin-B1 + tdTomato
(OE) compared to AAV-tdTomato (WT) as previously reported
(Koeppen et al., 2018). Mice showing bilateral hippocampal
tdTomato expression were used for the analysis.

Fear Conditioning Test
A fear-conditioning paradigm was used to assess hippocampal
dependent contextual learning as previously described

1http://www.med.upenn.edu/gtp/vectorcore

(Anagnostaras et al., 2001; Koeppen et al., 2018). Two contexts
were used to test contextual memory. Context A was an
18 × 18 cm rectangular clear plexiglass box with 16-grated
steel bar flooring; trials in context A were in white light and
the scent of Quatricide TB. Context B was in a cylinder with a
diameter of 15 cm and a height of 20 cm and checkered black
and white walls; trials in context B were in altered light with
fresh litter and the scent of Windex. Animals were allowed
to acclimate in the behavioral room for 30 min before each
testing day and handled for 2 min for 5 days prior to testing. On
day 1, the test mouse was placed in context A and habituated
to the chamber for 10 min, 1 h after context A mice were
habituated to context B for 10 min. The mouse was removed
and separated from its home cage until all mice in that cage
were habituated to both contexts. On day 2, test mice were
trained to associate an unconditioned stimulus (US; 0.6 mA
scrambled foot shock) with a conditioned stimulus (CS; 9 kHz,
70 dB tone) in context A. Initially, test mice were placed in
context A and given 3 min for habituation, then followed by a
30 s tone (CS), which co-terminated with a 2 s foot shock (US).
The CS–US pairing occurred five times, with a pseudorandom
interval between pairings. The test mouse, again, was removed
and separated from its home cage until all mice in that cage
were trained. On day 3, animals were tested for their associated
memory of the context (in context A) and of the CS tone (in
context B). For contextual recall, mice were placed in context
A for 5 min with no sound and returned to home cage for 1 h
before testing context B. For tone recall test, mice were placed
in context B for a total of 6 min, with the CS tone playing for
the final 3 min. Control mice were taken directly from their
home cage in the vivarium and immediately perfused and did
not undergo the fear conditioning paradigm. For dendritic spine
analysis and immunohistochemistry, three to four animals were
euthanized and perfused 1 h after context A contextual recall
only. Animals undergoing both context A and context B recall
were euthanized and perfused 1 h after context B tone recall.
Freezing behavior was measured as a percentage of time freezing
using TopScan Software. GraphPad Prism 6 software (RRID:
SCR_002798) was used to perform a one-way ANOVA followed
by Tukey’s post hoc analysis or t-test when appropriate, data
represent mean± SEM.

Immunohistochemistry
Animals were anesthetized with isoflurane and transcardially
perfused first with 0.9% NaCl, followed by fixation with
4% paraformaldehyde (PFA) in 0.1 M phosphate-buffered
saline (PBS), pH 7.4. Brains were post-fixed overnight with
4% PFA in 0.1 M PBS and sectioned into 100 µm coronal
slices with a vibratome. Excitatory presynaptic boutons
were labeled by immunostaining against vesicular glutamate
transporter 1 (vGlut1) using rabbit anti-vGlut1 antibody
(0.25 mg/ml, Invitrogen Cat# 482400, RRID: AB_2533843),
postsynaptic sites were identified with mouse anti-postsynaptic
density-95 (PSD95) antibody (1.65 µg/ml, Invitrogen Cat#
MA1-045, RRID: AB_325399). Inhibitory sites were detected
with mouse anti-glutamic acid decarboxylase 65 (GAD65)
antibody (10 µg/ml, BD Pharmingen Cat# 559931, RRID:
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AB_397380). Parvalbumin (PV)-positive cells were identified
with mouse anti-PV antibody (6 µg/ml, Sigma-Aldrich Cat#
P3088, RRID: AB 477329). Activated neurons were detected
with anti-c-Fos antibodies (40 µg/ml, Invitrogen Cat# PA1-
37437, RRID: AB_1073599). The secondary antibodies used
were Alexa Fluor 594-conjugated donkey anti-mouse IgG
(4 mg/ml, Molecular Probes Cat# A-21203, RRID: AB_141633),
Alexa Fluor 647-conjugated donkey anti-rabbit IgG (4 mg/ml,
Molecular Probes Cat# A-31573, RRID: AB_2536183), Alexa
Fluor 647-conjugated donkey anti-goat IgG (4 mg/ml, Molecular
Probes Cat# A-21447, RRID: AB_141844), or Alexa Fluor
488-conjugated donkey anti-goat IgG (4 mg/ml, Molecular
Probes Cat# A-11055, RRID: AB_2534102). Sections were
mounted on slides with Vectashield mounting medium
containing DAPI (Vector Laboratories Inc. Cat# H-1200,
RRID: AB_2336790).

Confocal Imaging and Analysis
Confocal images of the stratum radiatum (SR) and stratum
lacunosum-moleculare (SLM) layers of dorsal CA1 hippocampus
were taken with a Leica SP2 and LSM 880 Airyscan Carl
Zeiss confocal laser-scanning microscope. A series of high-
resolution optical sections (1,024 × 1,024-pixel format) were
captured with a 20× or 63× water-immersion objective (1.2
numerical aperture) and 1× zoom at 1-µm step intervals
(z-stack of 10 optical sections). All images were acquired
under identical conditions. For the analysis of vGlut1, GAD65,
PSD95, and PV immunolabeling, at least six sequential images
were captured for a selected area at 1-µm step intervals; each
image in the series was threshold-adjusted to identical levels
(0–160 intensity), and puncta (0.5–10 µm2) were measured
using ImageJ software (RRID: nif-0000-30467). Three adjacent
areas from SR and SLM were imaged and analyzed per each
hippocampus from at least three animals/group. Colocalization
of vGlut1/PSD95 and vGlut1/PV was analyzed using ImageJ
plugin for colocalization.2 Statistical analysis was performed
with one-way ANOVA followed by Tukey’s post hoc analysis
or t-test when appropriate using GraphPad Prism 6 software
(RRID: SCR_002798), data represent mean ± standard error
of the mean (SEM).

Dendritic Spine Analysis
Dendritic spines were analyzed in dorsal CA1 hippocampus
with GFP using transgenic Thy1-GFP-M mice [Tg(Thy1-
EGFP)MJrs/J, RRID: IMSR_JAX:007788] for ephrin-B1 OE
condition and Diolistic approach (Henkemeyer et al., 2003) in
ephrin-B1 KO mice. Animals were anesthetized with isoflurane
and transcardially perfused initially with 0.9% NaCl, followed
by fixation with 4% PFA in 0.1 M PBS, pH 7.4. Brains were
post-fixed for 2 h in 4% PFA in 0.1 M PBS, and 100 µm
coronal sections were cut with a vibratome. Dendritic spines
were labeled in ephrin-B1 KO mice and their WT counterparts
using a DiOlistic approach (Henkemeyer et al., 2003) using
fluorescent lipophilic dye 1,1′-dioctadecyl-3,3,3′,3′-tetramethyl-
indocarbocyanine perchlorate (DiO, D3898, Molecular Probes)

2https://imagej.nih.gov/ij/plugins/colocalization.html

coating tungsten particles. DiO was delivered by helium-
powered ejection (Bio-Rad Helios Gene Gun System) into
hippocampal slices and incubated in 0.1 M PBS for 72 h. CA1
hippocampal neurons were imaged using LSM 880 Airyscan
Carl Zeiss confocal microscope. Ten to fifteen DiO-labeled or
GFP-expressing neurons were randomly selected per group,
and dendrites were imaged using a 63× objective (1.2 NA),
1× zoom. Three-dimensional fluorescent images were created
by the projection of each z-stack containing 50–100 high-
resolution optical serial sections (1,024 × 1,024-pixel format)
taken at 0.5 µm intervals in the X–Y plane. Quantifications of
the spine density (spines per 10 µm dendrite), lengths (µm),
volumes (µm3), and inter-spine intervals (µm) were carried
out using Neurolucida 360 software (MicroBrightField RRID:
SCR_001775). We observed an overall higher density of spines
in DiO-labeled WT neurons compared to GFP-expressing WT
neurons, which was most likely due to a better detection of
smaller spines with membrane dye DiO than GFP. There were
about 60–70% of smaller spines in DiO labeled WT neurons
compared to 50–55% of smaller spines in GFP-expressing WT
neurons (Table 1). Therefore, comparisons were made only
between DiO-expressing WT and KO groups or GFP-expressing
WT and OE groups. Statistical analysis was performed with
two-way ANOVA followed by Bonferroni’s post hoc analysis
using GraphPad Prism 6 software (GraphPad Prism, RRID:
SCR_002798), data represent mean± SEM.

Synaptosome Purification
Synaptosome purification was performed as previously
described (Hollingsworth et al., 1985). Briefly, hippocampal
tissues were homogenized in 1 ml synaptosome buffer
(124 mM NaCl, 3.2 mM KCl, 1.06 mM KH2PO4, 26 mM
NaHCO3, 1.3 mM MgCl2, 2.5 mM CaCl2, 10 mM Glucose,
20 mM HEPES), then filtered through a 100 µm nylon
net filter (NY1H02500, Millipore) and 5 µm nylon syringe
filter (SF15156, Tisch International). Homogenate flow
through was collected, and synaptosomes were spun down
at 10,000 × g, at 4◦C, for 30 min. Synaptosomes were
resuspended in 800 µl synaptosome buffer and processed
for western blot analysis.

Western Blot Analysis
Tissue homogenate or purified synaptosome samples were
centrifuged at 10,000 × g, 4◦C, for 30 min. Pellets were
re-suspended in lysis buffer (50 mM Tris, 100 mM NaCl,
2% TritonX-100, 10 mM EDTA) containing 2% protease
inhibitor cocktail (P8340, Sigma-Aldrich) and incubated
for 2 h at 4◦C. Samples were added to 2× Laemmli
Buffer (S3401, Sigma-Aldrich) and run on an 8–16% Tris-
Glycine Gel (EC6045BOX, Invitrogen). Protein samples
were transferred onto a nitrocellulose blotting membrane
(10600007, GE Healthcare). Blots were blocked with 5%
milk in TBS (10 mM Tris, 150 mM NaCl, pH 8.0), followed
by immunostaining with mouse anti-PSD95 (1.65 µg/ml,
Invitrogen Cat# MA1-045, RRID: AB_325399), rabbit anti-
GluA1 (1:100, Millipore Cat# AB1504, RRID: AB_2113602),
rabbit anti-GluA2/3 (0.1 µg/ml, Millipore Cat# AB1506,

Frontiers in Synaptic Neuroscience | www.frontiersin.org 4 March 2020 | Volume 12 | Article 1031

https://scicrunch.org/resolver/RRID: AB_397380
https://scicrunch.org/resolver/RRID: AB 477329
https://scicrunch.org/resolver/RRID: AB_1073599
https://scicrunch.org/resolver/RRID: AB_141633
https://scicrunch.org/resolver/RRID: AB_2536183
https://scicrunch.org/resolver/RRID: AB_141844
https://scicrunch.org/resolver/RRID: AB_2534102
https://scicrunch.org/resolver/RRID:~AB_2336790
https://scicrunch.org/resolver/RRID: nif-0000-30467
https://scicrunch.org/resolver/RRID: SCR_002798
https://scicrunch.org/resolver/RRID: IMSR_JAX:007788
https://imagej.nih.gov/ij/plugins/colocalization.html
https://scicrunch.org/resolver/RRID: SCR_001775
https://scicrunch.org/resolver/RRID: SCR_001775
https://scicrunch.org/resolver/RRID: SCR_002798
https://scicrunch.org/resolver/RRID: SCR_002798
https://scicrunch.org/resolver/RRID: AB_325399
https://scicrunch.org/resolver/RRID: AB_2113602
https://www.frontiersin.org/journals/synaptic-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-12-00010 March 13, 2020 Time: 19:6 # 5

Nguyen et al. Astrocytic Ephrin-B1 in Memory Formation

TABLE 1 | (Extended data table supporting Figures 1C–E.) Average dendritic spine density, length and volume in Fos(−) and c-Fos(+) CA1 neurons of WT and KO mice.

Spine distribution (%)

Spine density (spines/10 µm) Spine length (µm) 0–0.5 µm3 0.5–1.0 µm3 >1.0 µm3

WT

c-Fos(−) (n = 10) 10.42 ± 0.68 2.31 ± 0.20 69.35 ± 1.86 24.73 ± 2.12 5.92 ± 0.58

c-Fos(+) (n = 12) 13.27 ± 0.57* 2.74 ± 0.08* 59.62 ± 3.49* 29.23 ± 2.20 11.15 ± 1.80*

KO

c-Fos(−) (n = 11) 12.37 ± 0.99 2.36 ± 0.03 71.06 ± 2.32 24.12 ± 1.86 4.80 ± 0.78

c-Fos(+) (n = 11) 15.98 ± 0.78** 2.47 ± 0.04 60.03 ± 2.04** 29.87 ± 1.17 10.15 ± 1.42*

Statistical analysis was performed using two-way ANOVA (genotype and c-Fos as factors) with Bonferroni’s post hoc test; c-Fos(−) versus c-Fos(+): *P < 0.05, **P < 0.01.

RRID: AB_90710), or mouse anti-GAPDH (0.2 µg/ml, Thermo
Fisher Scientific Cat# 39-8600, RRID: AB_2533438) antibodies
in 0.1% tween 20/TBS at 4◦C for 16 h. The secondary
antibodies used were HRP conjugated donkey anti-mouse
IgG (Jackson ImmunoResearch Cat#715-035-150, RRID:
AB_2340770) or HRP conjugated goat anti-rabbit IgG (Jackson
ImmunoResearch Cat# 111-035-003, RRID: AB_2313567).
Blots were incubated in ECL 2 Western Blotting Substrate
(Pierce Cat# 80196) and a signal was collected with CL-
XPosure film (34090, Pierce). Band density was analyzed
by measuring band and background intensity using Adobe
Photoshop CS5.1 software (RRID: SCR_014199). Statistical
analysis was performed with a one-way ANOVA followed by
Tukey’s post hoc analysis or t-test when appropriate using
GraphPad Prism 6 software (RRID: SCR_002798), data
represent mean± SEM.

Electrophysiology
Brain slices were obtained from naïve or trained adult mice (P90-
110) 1 h after recall test. Animals were deeply anesthetized with
isoflurane and decapitated. Mouse brains were rapidly removed
and immersed in ice-cold “slushy buffer” with high Mg2+ and
sucrose concentration containing the following (in mM): 87
NaCl, 75 sucrose, 2.5 KCl, 0.5 CaCl2, 7 MgCl2, 1.25 NaH2PO4,
25 NaHCO3, 10 glucose, 1.3 ascorbic, acid, 0.1 kynurenic acid,
2.0 pyruvate, and 3.5 MOPS with a pH of 7.4 and saturated
with 95% O2/5% CO2. Transverse hippocampal slices (350 µm)
were prepared by using a vibrating blade microtome (Campden
5100mz-Plus, Campden Instruments Ltd.) and transferred into
a holding chamber containing oxygenated ACSF (in mM; 125
NaCl, 2.5 KCl, 2.5 CaCl2, 1.3 MgCl2, 1.25 NaH2PO4, 26 NaHCO3,
15 glucose, 3.5 MOPS with a pH of 7.4) for 1 h at 33◦C.
Slices were then transferred to a submersion recording chamber
continually perfused with oxygenated ACSF at a flow rate of
1 ml/min. Slices were allowed to equilibrate for approximately
10 min to reach a stable baseline response prior to running
experimental protocols.

Blind whole-cell patch experiments were performed as
described (Castaneda-Castellanos et al., 2006). Tight-seal whole-
cell voltage clamp recordings were obtained using pipettes
made from borosilicate glass capillaries pulled on a Narishige
PC-10 vertical micropipette puller (Narishige, Tokyo, Japan).
Pipette resistance ranged from 3 to 4 M�, filled with an

internal solution containing (in mM) 130 CsOH, 130 D-
gluconic acid, 0.2 EGTA, 2 MgCl2, 6 CsCl, 10 HEPES, 2.5
ATP-Na, 0.5 GTP-Na, 10 phosphocreatine, and 0.1% biocytin
for cellular post labeling, pH adjusted to 7.2–7.3 with CsOH,
osmolarity adjusted to 300–305 mOsm with ATP-Na. The
series resistance was <25 M� and was compensated, if the
series resistance changed >20% during the course of an
experiment, the data were discarded. For evoked EPSCs and
IPSCs, electrical stimuli (0.1 Hz) were delivered through a
bipolar, Teflon R©-coated tungsten electrode placed in the SR
region and close proximity to the recording electrode. Neurons
were voltage-clamped at either −70 mV to measure AMPAR
evoked responses or +40 mV to measure NMDA receptor
evoked responses. All EPSCs were recorded in the presence
of 50 µM picrotoxin, a GABAA receptor antagonist, to block
GABAA-mediated currents at 33◦C. To measure inhibitory
postsynaptic currents (IPSCs), neurons were voltage-clamped
at 0 mV with 10 µM NBQX, an AMPA receptor antagonist,
and 50 µM D-AP5, a NMDA receptor antagonist at 33◦C.
1 µM tetrodotoxin was added to isolate mEPSC and mIPSC
responses. EPSCs and IPSCs were recorded using an EPC-
9 amplifier (HEKA Elektronik, Lambrecht, Germany), filtered
at 1 kHz, digitized at 10 kHz, and stored on a personal
computer using pClamp 10.7 software (Molecular Device) to
run analysis. AMPA, NMDA-mediated EPSCs, IPSCs evoked
responses, mEPSCs, and mIPSCs were analyzed by Clampfit 10.7
software (Molecular Device). All averaged data were presented
as means ± SEM. Statistical significance was determined by
Student’s t-test using Prism 7.0 software (GraphPad Software,
Avenida, CA, United States).

RESULTS

We previously reported that the loss of astrocytic ephrin-B1
in adult mice resulted in enhanced contextual recall, while
OE of ephrin-B1 in the adult hippocampal astrocytes impaired
contextual memory recall (Koeppen et al., 2018). The goal of
this study was to understand the mechanism by which astrocytic
ephrin-B1 affects contextual fear conditioning memory, in
particular how the deletion or OE of astrocytic ephrin-B1
affects remodeling of synapses and dendritic spines in the
CA1 hippocampus following contextual learning. To accomplish
this, astrocyte-specific ephrin-B1 KO and ephrin-B1 OE mice,
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with corresponding WT counterparts, were trained in a fear
condition paradigm to associate a context with an electric shock.
Next day, the mice were placed in context A, in which they
were trained, and their freezing was evaluated as a measure
of contextual memory (Supplementary Figure 1). Dendritic
spine density, morphology, and clustering were analyzed in
the CA1 hippocampus of these mice 1 h after contextual
memory recall. As specific memories are encoded in a sub-
set of hippocampal neurons (Liu et al., 2012; Tonegawa et al.,
2015), we further analyzed dendritic spine changes in CA1
hippocampal pyramidal neurons that were activated (c-Fos+)
or not activated (c-Fos−) during contextual memory recall.
Additionally, changes in the excitatory synaptic sites were
analyzed by co-labeling of vGlut1 with PSD-95 puncta in
CA1 hippocampus.

Dendritic Spine Density Is Higher on CA1
Hippocampal Neurons of Ephrin-B1 KO
Mice, Specifically on cFos(+) Neurons
That Are Activated During Contextual
Recall
To examine the effects of ephrin-B1 deletion in adult
hippocampal astrocytes on remodeling of dendritic spines
following contextual learning, coronal hippocampal sections
were collected from WT and KO mice 1 h following contextual
recall. We used immunostaining against early immediate
gene c-fos to identify CA1 neurons that were activated
during memory recall (red; Figures 1A,B). Dendritic spines
were labeled with DiO (green; Figure 1A) to visualize
dendritic spines in both c-Fos(+) and c-Fos(−) neurons
(Figures 1A,B).

Spine density was significantly higher in trained KO compared
to WT (Supplementary Figure 2A and Supplementary Table 1;
t-test; t(43) = 2.414, p = 0.0201); however, spine volume and
length were not different between trained KO and WT animals
(Supplementary Figures 2B,C; spine volume: t(44) = 1.581,
p = 0.1210; spine length: t(42) = 0.920, p = 0.3626; t-test).
Interestingly, in addition to the effect of genotype further analysis
showed a significant increase in the spine density on c-Fos(+)
neurons compared to c-Fos(−) neurons in KO mice [Figure 1C
and Table 1; two-way ANOVA, c-Fos F(1,48) = 19.91, p < 0.0001;
genotype F(1,48) = 11.55, p = 0.0014; interaction F(1,48) = 0.4134,
p = 0.5233; Bonferroni’s post hoc test, ∗∗p < 0.0066 c-Fos(+)
KO vs. c-Fos(−) KO; ∗p = 0.0422 c-Fos(+) WT vs. c-Fos(−)
WT]. We also observed higher spine density in c-Fos(+)
neurons of KO mice compared to c-Fos(+) WT (Figure 1C;
Bonferroni’s post hoc test, ∗p = 0.0446), but no significant
differences were observed between c-Fos(−) WT and c-Fos(−)
KO groups. When we analyzed spine volume, c-Fos(+) neurons
in both WT and KO mice showed a significant decrease in
smaller spines and an increase in larger spines (>1.0 µm3)
with no effect of genotype [Figure 1E and Table 1; two-
way ANOVA c-Fos F(2,123) = 946.1, p < 0.0001; genotype
F(3,123) = 9.739e−005, p > 0.9999; Bonferroni’s post hoc test,
∗∗p < 0.01, ∗p < 0.05].

The results suggest that increased number of dendritic
spines may underlie enhanced contextual memory in astrocyte-
specific ephrin-B1 KO mice. While the increase in spine
volume is observed on c-Fos(+) neurons in both WT and
KO mice, dendritic spine density remains higher in KO
compared to WT mice.

Excitatory Responses Were Enhanced in
CA1 Hippocampal Neurons of Trained
Ephrin-B1 KO Compared to Trained WT
and Naïve KO Mice
Changes in dendritic spine density may affect neuronal
functionality; specifically, an increase in dendritic spine numbers
in trained KO compared to WT may indicate an increase
in excitatory responses. Whole-cell patch clamp experiments
were conducted to determine if CA1 hippocampal pyramidal
neurons in trained KO mice also show increased excitatory
responses compared to trained WT mice. Indeed, increased
evoked excitatory responses were observed in CA1 hippocampal
neurons of trained KO mice compared to WT mice by
measuring both NMDAR and AMPAR currents (Figures 2A,B;
WT AMPAR: 527.65 ± 30.30 vs. KO AMPAR: 713.52 ± 43.33,
t(398) = 3.568, p = 0.0004, t-test; WT NMDAR: 186.36 ± 13.12;
KO NMDAR: 307.43 ± 23.59, t(373) = 4.610 p < 0.0001, t-
test). Interestingly, AMPAR/NMDAR ratio was not significantly
different between trained WT and KO mice (Figure 2C; WT:
2.40 ± 0.60; KO: 2.51 ± 0.48, t(17) = 0.149, p = 0.8829, t-
test). Increased excitatory post-synaptic strength in trained KO
mice was further confirmed by increased mEPSC amplitude
(Figures 2D,G,H; WT: 7.74 ± 0.73; KO: 15.06 ± 2.76,
t(12) = 2.927, p = 0.0127, t-test), whereas no differences were
observed in mEPSC frequencies between WT and KO trained
mice (Figures 2D–F; WT: 0.79 ± 0.12; KO: 0.81 ± 0.30;
t(12) = 0.07389, p = 0.9422, t-test). In addition, we analyzed
mEPSCs in naïve WT and KO mice. We found that mEPSC
frequency was reduced in naïve KO compared to naïve WT
(Figures 2I–K; WT: 0.44 ± 0.06; KO 0.25 ± 0.044, t(10) = 2.561,
p = 0.0283, t-test), but no significant differences in mEPSC
amplitude (Figures 2L,M; WT: 7.47 ± 0.75; KO: 7.01 ± 0.92,
t(10) = 0.3833, p = 0.7095, t-test). Moreover, two-way ANOVA
analysis shows a significant increase of both mEPSC amplitude
[two-way ANOVA, training F(1,22) = 8.115, p = 0.0093; genotype
F(1,22) = 5.536, p = 0.0280, Bonferroni’s post hoc test, ∗∗p < 0.01]
and mEPSC frequency in trained KO compared to naïve KO
group [two-way ANOVA, training F(1,22) = 0.13.99, p = 0.0011;
genotype F(1,22) = 0.4598, p = 0.5048, Bonferroni’s post hoc test,
∗p < 0.05]; and supports previously reported biochemical results
showing similar increase in synaptic AMPAR levels in trained KO
compared to naïve KO group (Koeppen et al., 2018).

It is important to note that inhibitory evoked responses as
well as mIPSC amplitude and frequency were not significantly
different between WT and KO mice (Supplementary Figure 3),
indicating loss of astrocytic ephrin-B1 affects mainly excitatory
but not inhibitory function in the adult CA1 hippocampus.
Together these results show increased excitability in trained KO
mice compared to naïve KO mice, most likely due to increase
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FIGURE 1 | Learning-induced spine formation is observed on CA1 neurons in astrocyte-specific ephrin-B1 KO mice, specifically on cFos(+) neurons that are
activated during contextual recall. (A) Confocal image showing DiO (green) and c-Fos (red) labeled neurons in CA1 hippocampus of adult KO mice, scale bar is
150 µm. High magnification shows examples of dendritic spines, scale bar is 20 µm (insert). (B) High magnification image of CA1 pyramidal neuron showing
c-Fos(+) immunoreactivity (red) and DiO labeling (green). (C–E) Graphs show the average number of dendritic spines per 10 µm dendrite (C), spine length (D), and
spine volume (E) in c-Fos(+) and c-Fos(–) CA1 neurons from WT and KO mice. (C) There is a significant increase in average dendritic spine density in c-Fos(+)
neurons compared to c-Fos(–) neurons in KO mice [two-way ANOVA, c-Fos F (1,48) = 19.91, p < 0.0001; genotype F (1,48) = 11.55, p = 0.0014; Bonferroni’s
post hoc test, ∗∗p < 0.0066 c-Fos(+) KO vs. c-Fos(–) KO; ∗p = 0.0422 c-Fos(+) WT vs. c-Fos(–) WT]. We also observed higher spine density in c-Fos(+) neurons of
KO mice compared to c-Fos(+) WT (Bonferroni’s post hoc test, ∗p = 0.0446), but no significant differences were observed between c-Fos(–) WT and c-Fos(–) KO
groups. (D) Spine length was slightly increased in WT c-Fos(+) neurons compared to WT c-Fos(–) neurons [two-way ANOVA c-Fos F (1,40) = 7.183, p = 0.0106;
genotype F (1,40) = 1.067, p = 0.3079; Bonferroni’s post hoc test, ∗p < 0.05]. (E) A significant increase in the percentage of larger spines (>1.0 µm3) was seen in
c-Fos(+) neurons compared c-Fos(–) in both WT and KO [two-way ANOVA, c-Fos F (2,123) = 946.1, p < 0.0001; genotype F (3,123) = 9.739e–005, p > 0.9999;
Bonferroni’s post hoc test, ∗∗p < 0.01, ∗p < 0.05).

in the number of excitatory synapses and the recruitment of
AMPAR to postsynaptic sites.

Overexpression of Astrocytic Ephrin-B1
Inhibits New Dendritic Spine Formation
on CA1 Neurons Following Learning
To determine the effects of ephrin-B1 OE in adult hippocampal
astrocytes on dendritic spine formation following contextual

learning, coronal hippocampal sections were collected 1 h
following contextual recall from Thy1-GFP mice containing
hippocampal astrocytes expressing tdTomato (WT) or tdTomato
with ephrin-B1 (ephrin-B1 OE). We used immunostaining
against early immediate c-fos gene to identify CA1 neurons
that were activated during memory recall [c-Fos(+), blue;
Figures 3A,B]. Dendritic spines were visualized with GFP
(green, Figure 3A) in both c-Fos(+) and c-Fos(−) neurons and
astrocytes expressed td-Tomato (red, Figure 3A).
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FIGURE 2 | Excitatory post-synaptic responses are enhanced in CA1 hippocampal neurons from astrocytic ephrin-B1 KO mice compared to WT mice.
(A) Representative traces of excitatory postsynaptic responses in CA1 hippocampal neurons in hippocampal slices from WT (gray) and KO (black) trained mice
evoked by stimulating CA3 Schaffer collaterals in the presence of 50 µM picrotoxin, a GABAA receptor antagonist. Neurons were voltage-clamped at either –70 mV
to measure AMPAR-mediated EPSCs or +40 mV to measure NMDAR-mediated EPSCs. (B,C) Graphs show average EPSC amplitude (B) and corresponding ratio
of AMPAR- and NMDAR-mediated EPSCs (C) (n = 12–13 cells, six mice). Evoked AMPAR and NMDAR-mediated currents were significantly increased (AMPAR:
t(398) = 3.568, ∗∗∗p = 0.0004; NMDAR: t(373) = 4.61, p < 0.0001, t-test, ∗∗∗∗p < 0.0001); however, AMPAR/NMDAR EPSC ratio was unchanged (t(17) = 0.1495,
p = 0.8829, t-test). (D) Sample recordings of mEPSCs from CA1 neurons in hippocampal slices from trained WT and KO mice; recorded in the presence of TTX and
picrotoxin (n = 6 mice). (E) Cumulative probability curve of inter-event intervals between spikes in WT (gray) and KO (black). (F) Total average frequency of mEPSCs
in WT and KO. (G) Cumulative probability curve of mEPSC amplitude in WT and KO. (H) Average amplitude of mEPSCs was significantly higher in KO compared to
WT (t(12) = 2.927, ∗p = 0.0127, t-test). (I) Sample recordings of mEPSCs from CA1 neurons in hippocampal slices from naïve WT and KO mice; recorded in the
presence of TTX and picrotoxin (n = 6 mice). (J) Cumulative probability curve of inter-event intervals between spikes in naïve WT (gray) and KO (black). (K) Total
average frequency of mEPSCs in naïve WT and KO. Average frequency of mEPSCs was significantly lower in naïve KO than WT mice (t(10) = 2.561, ∗p = 0.0283).
(L) Cumulative probability curve of mEPSC amplitude in naïve WT and KO. (M) Average amplitude of mEPSCs between naïve WT and KO. Error bars represent
SEM; ∗p < 0.05, ∗∗∗∗p < 0.0001.
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FIGURE 3 | The increase in spine density on c-Fos(+) neurons compared to c-Fos(–) neurons is impaired in OE mice. (A) Confocal images of the CA1 neurons
expressing GFP (green) and astrocytes expressing tdTomato (red). Some neurons show c-Fos immunoreactivity (blue), scale bar is 100 µm. High magnification
image shows example of dendritic spines located in a close proximity to tdTomato-expressing astrocytes, scale bar is 20 µm (insert). (B) High magnification images
of c-Fos(+) (blue) and GFP-expressing (green) CA1 pyramidal neurons. (C–E) Graphs show the average number of dendritic spines per 10 µm dendrite (C), spine
length (D), and spine volume (E) in c-Fos(+) and c-Fos(–) neurons from WT and OE mice. (C) There was an increased dendritic spine density in WT c-Fos(+) neurons
compared with WT c-Fos(–) neurons [two-way ANOVA, c-Fos F (1,41) = 2.920, p = 0.0951; genotype F (1,41) = 0.995, p = 0.3244; interaction F (1,41) = 4.787,
p = 0.0344; Bonferroni’s post hoc ∗p < 0.05 c-Fos(+) WT vs. c-Fos(–) WT]. (D) Spine length was no different between c-Fos(–) and c-Fos(+) neurons in both WT and
OE mice. (E) A significant decrease in the percentage of smaller spines (<0.5 µm3) and an increase in the percentage of larger spines (0.5–1.0 µm3) were seen in
c-Fos(+) neurons compared c-Fos(–) neurons with no effect of genotype [two-way ANOVA, c-fos F (2,141) = 837.4, p < 0.0001; genotype F (3,141) = 1.194,
p = 0.3145 Bonferroni’s post hoc ∗∗p < 0.01 c-Fos(–) WT vs. c-Fos(+) WT]. (F) Western blots show levels of AMPAR subunits (GluA1 and GluA2/3), PSD95, and
GAPDH in synaptosomes isolated from the hippocampus of WT and OE mice 1 h after context A recall. (G–I) Graphs show ratios of synaptic PSD95 to GAPDH (G),
GluA1 to PSD95 (H), or GluA2/3 to PSD95 (I). Graphs show mean values and error bars represent SEM; ∗p < 0.05, ∗∗p < 0.01.
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TABLE 2 | (Extended data table supporting Figures 3C–E.) Average dendritic spine density, length and volume in Fos(-) and c-Fos(+) CA1 neurons of WT and OE mice.

Spine distribution (%)

Spine sensity (spines/10 µm) Spine length (µm) 0–0.5 µm3 0.5–1.0 µm3 >1.0 µm3

WT

c-Fos(−) (n = 10) 5.83 ± 0.47 2.56 ± 0.05 55.65 ± 0.25 31.00 ± 0.52 13.35 ± 0.02

c-Fos(+) (n = 13) 8.35 ± 0.51* 2.65 ± 0.05 48.58 ± 0.27** 37.03 ± 0.49** 14.43 ± 0.02

OE

c-Fos(−) (n = 11) 6.60 ± 0.86 2.50 ± 0.05 51.96 ± 0.26 33.36 ± 0.49 10.09 ± 0.93

c-Fos(+) (n = 11) 6.29 ± 0.67 2.54 ± 0.05 48.05 ± 0.27 36.25 ± 0.46 11.55 ± 0.80

Statistical analysis was performed using two-way ANOVA (genotype and c-Fos as factors) with Bonferroni’s post hoc test: c-Fos(−) versus c-Fos(+): *P < 0.05, **P < 0.01.

We observed no significant differences in overall spine
density, volume or length between trained OE and WT mice
(Supplementary Figures 2D–F; density, t-test, t(42) = 1.463,
p = 0.1509). However, further analysis showed a significantly
higher spine density on c-Fos(+) neurons compared to c-Fos(−)
neurons in trained WT but not OE mice [Figure 3C and
Table 2; two-way ANOVA, c-Fos F(1,41) = 2.920, p = 0.0951;
genotype F(1,41) = 0.995, p = 0.3244; interaction F(1,41) = 4.787,
p = 0.0344; Bonferroni’s post hoc ∗p < 0.05 c-Fos(+) WT
vs. c-Fos(−) WT]. The impaired increase in spine density
on c-Fos(+) neurons compared to c-Fos(−) neurons in OE
mice may explain impaired contextual recall in OE mice
(Supplementary Figure 1K, t-test p < 0.05). In addition,
a decreased proportion of smaller spines and an increased
number of larger spines was seen in c-Fos(+) neurons
compared to c-Fos(−) neurons (Figure 3E; two-way ANOVA
c-fos F(2,141) = 837.4, p < 0.0001), but there was no
genotype difference [Figure 3E; two-way ANOVA genotype
F(3,141) = 1.194, p = 0.3145]. No significant differences were
also seen between trained WT and OE mice in synaptic PSD-95,
GluA1 (Figures 3F–H; WT: 1.006± 0.063 vs. OE: 1.251± 0.161,
t(8) = 1.637, p = 0.140, t-test), or GluA2/3 levels (Figures 3F,I;
WT: 1.007 ± 0.065 vs. OE: 0.757 ± 0.238, t(8) = 1.221, p = 0.257,
t-test).

Taken together the results suggest that impaired formation of
spines on c-Fos(+) CA1 hippocampal neurons may underlie the
deficits in contextual recall in astrocyte-specific ephrin-B1 OE
mice without affecting dendritic spine maturation.

Increased Spine Clustering Is Observed
on c-Fos(+) Neurons in WT and KO Mice,
but Not OE Mice
To examine if new spines were added in a close proximity of
neighboring spines we analyzed inter-spine intervals (distances
between neighboring spines) on c-Fos(+) and c-Fos(−) CA1
neurons in WT mice. As expected, we observed an overall
reduction in inter-spine intervals between neighboring spines
in c-Fos(+) neurons compared to c-Fos(−) neurons due to an
increase in spine density. However, spines were not distributed
uniformly as we found a specific increase in the percentage of
spines with inter-spine intervals <2.0 µm on c-Fos(+) neurons
compared to c-Fos(−) neurons (Supplementary Figures 4A–C;
WT c-Fos−: 50.91 ± 1.65 vs. WT c-Fos+: 56.58 ± 1.00,

t(10) = 2.766, p = 0.019, t-test). We further analyzed clusters of
these spines that were <2.0 µm from each other in c-Fos(+)
and c-Fos(−) neurons. We observed a significant increase in the
number of the spine clusters on c-Fos(+) CA1 neurons compared
to c-Fos(−) neurons in WT [Figure 4B; two-way ANOVA;
Fc−Fos(1,50) = 6.698, p = 0.0126], in particular smaller clusters
containing three spines [Table 3; WT c-Fos− (3): 3.42 ± 0.50 vs.
WT c-Fos+ (3): 4.59± 0.34; Bonferroni’s post hoc test, ∗p < 0.05].
This suggests that spine formation occurs at specific locations,
in a close proximity to neighboring spines, on the dendrites of
c-Fos(+) CA1 neurons activated during contextual recall.

Interestingly, we also observed a significant increase in
number of spine clusters in c-Fos(+) neurons compared to
c-Fos(−) neurons in ephrin-B1 KO mice [Figure 4D, two-way
ANOVA Fc−Fos(1,130) = 15.5, pc−Fos = 0.0001; Supplementary
Figures 4D–F], specifically smaller clusters containing three
spines [Table 3; KO c-Fos− (3): 3.00 ± 0.41 vs. KO c-Fos+
(3): 5.67 ± 0.80; Bonferroni’s post hoc test, ∗∗∗∗p < 0.0001]. In
contrast, we observed no difference in the number of clusters
between c-Fos(+) and c-Fos(−) CA1 neurons in ephrin-B1
OE mice [Figure 4F; two-way ANOVA Fc−Fos(1,60) = 0.9948,
pc−Fos = 0.3226; Supplementary Figures 4G–I].

Astrocytic ephrin-B1 may affect up-regulation of dendritic
spine density on c-Fos(+) neurons by impacting new spine
formation at selective dendritic domains.

Synaptic Excitatory Sites Are
Up-Regulated in CA1 Hippocampus of
Astrocyte-Specific Ephrin-B1 KO Mice
Following Fear Conditioning
To determine if KO mice also show an increased number of
excitatory synapses in the CA1 hippocampus following fear
conditioning, excitatory synaptic sites were identified by co-
immunostaining against pre-synaptic vGlut1 and postsynaptic
PSD95 (Figures 5A,B). Although no changes in vGlut1 positive
puncta were detected between trained WT (3.549 ± 0.173) and
KO (3.601 ± 0.1753; t(29) = 0.213, p = 0. 833; Figure 5E), a
significant increase in vGlut1/PSD95 co-localization was seen in
trained KO (2.678 ± 0.116) compared to their WT counterparts
(1.999 ± 0.215; t(29) = 2.828, p = 0. 008; Figure 5G). We also
observed an increased number of PSD95 positive puncta in
trained KO (5.592 ± 0.088) compared to their WT counterparts
(4.727 ± 0.425; t(32) = 2.104, p = 0. 043; Figure 5F). In contrast,
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FIGURE 4 | Increased spine clustering is observed on c-Fos(+) neurons in WT and KO mice, but not OE mice. (A,C,E) Confocal images of dendritic spines in
c-Fos(–) or c-Fos(+) CA1 hippocampal neurons from WT (A), KO (C), and OE (E) mice 1 h after contextual recall; scale bar is 10 µm for low magnification images
and 2 µm for high magnification images. (B,D,F) Graphs show number of clusters containing three, four, five, six, or seven spines (with inter-spine interval < 2 µm)
per cluster in c-Fos(–) or c-Fos(+) CA1 neurons from WT (B), KO (D) or OE (F) mice. (B) WT c-Fos(+) neurons had significantly higher number of clusters with three
spines than WT c-Fos(–) neurons [cluster size F (4,50) = 69.19, p < 0.0001; c-Fos F (1,50) = 6.698, p = 0.0126; two-way ANOVA followed by Bonferroni’s post hoc,
∗p = 0.0109]. (D) There was a higher number of clusters with three spines in KO c-Fos(+) neurons compared to KO c-Fos(–) neurons [cluster size F (4,130) = 45.77,
p < 0.0001; c-Fos F (1,130) = 15.5, p = 0.0001; two-way ANOVA followed by Bonferroni’s post hoc, ∗∗∗∗p < 0.0001]. (F) There was no difference in the number of
clusters with three spines between OE c-Fos(+) and OE c-Fos(–) neurons. Graphs show mean values and error bars represent SEM; ∗p < 0.05, ∗∗∗∗p < 0.0001.

we observed a significant reduction in vGlut1/PSD95 co-
localization (Figure 5G) in trained OE (2.036± 0.232) compared
to their WT counterparts (Figures 5C,D,J; 2.719 ± 0.158;
t(32) = 2.433, p = 0. 022, t-test). However, no differences were
observed between WT and OE when vGlut1 (WT: 5.736± 0.275;
OE: 5.352 ± 0.1588, t(32) = 1.120, p = 0.159, t-test) and PSD-95
(WT: 5.600 ± 0.336; OE: 4.835 ± 0.148; t(32) = 2.084, p = 0.078,
t-test) puncta were analyzed separately (Figures 5H,I).

To determine if astrocytic ephrin-B1 also regulates excitatory
inputs on inhibitory cells, dorsal hippocampal sections were co-
immunostained for vGlut1 and PV (Figure 6A). No significant
differences were seen in the number of vGlut1-positive puncta
on PV-positive cells between trained WT and KO mice 1 h after
contextual recall in SP areas of CA1 hippocampus (Figure 6B;
WT: 1.280 ± 0.070 vs. KO: 1.451 ± 0.083; t(663) = 1.516,
p = 0.114). We also observed no significant differences in
inhibitory GAD65-positive puncta in the CA1 hippocampus

between trained WT and KO mice (Figures 6C,D; SR WT:
2.07 ± 0.21; KO: 2.49 ± 0.30; t(34) = 1.159, p = 0.255; SLM
WT: 2.90 ± 0.44; KO 3.57 ± 0.46; t(23) = 1.047, p = 0.306)
or between trained WT and OE mice (Figures 6E,F; SR WT:
3.10 ± 0.16; OE: 3.02 ± 0.23; t(31) = 0.9001, p = 0.38; SLM
WT 3.02 ± 0.23; KO 3.01 ± 0.32; t(28) ± 0.02563, p = 0.98,
t-test). Whole cell recording from CA1 hippocampal neurons
also showed no differences in the amplitude or latency of evoked
IPSCs, as well as mIPSC amplitude and frequency between WT
and KO mice (Supplementary Figures 3A,B).

The results suggest that excess excitatory synapse formation
on excitatory CA1 neurons most likely contribute to enhanced
contextual recall in astrocyte-specific ephrin-B1 KO mice,
whereas reduced number of excitatory synapses/spines
following ephrin-B1 OE in adult astrocytes, in particular
on activated c-Fos(+) CA1 neurons, would contribute to
impaired contextual recall.
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TABLE 3 | (Extended data table supporting Figure 4.) The number of spine clusters with 3, 4, 5, 6, and 7 spines in c-Fos(−) and c-Fos(+) CA1 neurons of WT,
KO, and OE mice.

Spine clusters per 100 µm dendritic length

Spines per cluster 3 4 5 6 7

WT

c-Fos(−) (n = 6) 3.42 ± 0.46 1.56 ± 0.26 0.62 ± 0.13 0.42 ± 0.14 0.16 ± 0.06

c-Fos(+) (n = 6) 4.59 ± 0.34 1.41 ± 0.29 1.36 ± 0.21 0.54 ± 0.30 0.38 ± 0.09

Statistics t = 3.232 t = 0.404 t = 2.032 t = 0.333 t = 0.593

*p = 0.0109 p > 0.999 p = 0.2374 p > 0.999 p > 0.999

KO

c-Fos(−) (n = 15) 3.00 ± 0.41 1.84 ± 0.30 0.86 ± 0.26 0.28 ± 0.11 0.18 ± 0.08

c-Fos(+) (n = 13) 5.67 ± 0.80 2.77 ± 0.48 1.04 ± 0.19 0.61 ± 0.19 0.45 ± 0.18

Statistics t = 5.360 t = 1.853 t = 0.369 t = 0.659 t = 0.561

****p < 0.0001 p = 0.3306 p > 0.999 p > 0.999 p > 0.999

OE

c-Fos(−) (n = 7) 5.03 ± 0.66 2.86 ± 0.27 0.84 ± 0.17 0.70 ± 0.28 0.46 ± 0.16

c-Fos(+) (n = 7) 4.35 ± 0.29 2.32 ± 0.37 1.18 ± 0.18 0.66 ± 0.31 0.37 ± 0.16

Statistics t = 1.503 t = 1.197 t = 0.760 t = 0.099 t = 0.191

p = 0.6906 p > 0.999 p > 0.999 p > 0.999 p > 0.999

Statistical analysis of differences between c-Fos(−) and c-Fos(+) expression was performed using two-way ANOVA (c-Fos and cluster size as factors) with Bonferroni
post hoc test: *P < 0.05, ****P < 0.001.

DISCUSSION

Astrocytes are well positioned to influence learning and memory
consolidation by influencing dendritic spine formation and
maturation in the adult hippocampus, but molecular mechanisms
are not clear. Our data suggest that astrocytic ephrin-B1 controls
learning and memory consolidation during contextual fear
conditioning by regulating new dendritic spine formation on
activated CA1 hippocampal neurons. First, we found that the
deletion of ephrin-B1 in astrocytes enhances learning-induced
formation of new dendritic spines on CA1 hippocampal neurons,
while its OE impairs new synapse formation. Second, ephrin-B1
OE in hippocampal astrocytes selectively affects dendritic spine
formation and clustering on hippocampal neurons activated
during contextual recall. Third, despite the changes to excitatory
synapses, deletion or OE of ephrin-B1 in adult astrocytes does
not affect the density of inhibitory GAD65-positive puncta in the
CA1 hippocampus. Finally, deletion of ephrin-B1 in astrocytes
does not affect learning-induced changes in spine volume, as we
observed enlargement of dendritic spines in ephrin-B1 KO mice
similar to their WT counterparts. Our results suggest that the
deficits in dendritic spine formation and clustering, but not spine
maturation, in particular on activated CA1 neurons may underlie
impaired contextual memory recall in ephrin-B1 OE mice. These
studies implicate astrocytic ephrin-B1 as a negative regulator of
synapse formation in the adult hippocampus during learning,
which can influence spatial memory.

One major finding of this study is that modulation of
ephrin-B1 levels in astrocytes negatively affects the formation
of new dendritic spines on activated CA1 hippocampal neurons
following learning and contextual recall. Hippocampal excitatory
neurons play an integral role in associative memory formation.
Activation of CA1 pyramidal neurons is observed during

contextual recall in mice (Ji and Maren, 2008). Several studies
also report formation of new spines on hippocampal neurons
during fear conditioning (Matsuo et al., 2008; Restivo et al.,
2009; Giachero et al., 2013; Frank et al., 2018). Indeed, dendritic
spines can be considered physical representation of memory
(Matsuzaki et al., 2004; Holtmaat and Svoboda, 2009; Kasai
et al., 2010). Acquisition of new memories facilitates hippocampal
spine formation and spine maturation following contextual fear
learning and memory recall, particularly more recent memories
(Restivo et al., 2009; Giachero et al., 2013), coinciding with
the increased synthesis and recruitment of GluR1 to mature
mushroom-type spines in the adult hippocampus (Matsuo
et al., 2008). The strong memory trace associated with the
fear conditioned response is consistent with an increase of
total number of mature dendritic spines. Conversely, extinction
of a fear memory induces spine loss, specifically dendritic
spines that were formed during the learning phase (Lai et al.,
2018). Further, reconditioning following extinction induces
formation of new dendritic spines near the sites of spine
formation that were induced during initial fear conditioning
(Lai et al., 2018). In our study we observed an increase in
the number of spines on CA1 neurons in trained astrocytes-
specific ephrin-B1 KO mice compared to their WT counterparts,
suggesting that astrocytic ephrin-B1 may act as a negative
regulator of new spine formation in the adult hippocampus
during learning. Astrocytic ephrin-B1 may affect new synapse
formation during learning by competing with neuronal ephrin-
B for binding to neuronal EphB receptors. Loss of several
EphB receptors is known to affect synapse and dendritic
spine formation in the hippocampus (Ethell et al., 2001;
Henkemeyer et al., 2003).

Another finding of this study is that there is a selective
formation of new spines on activated CA1 hippocampal

Frontiers in Synaptic Neuroscience | www.frontiersin.org 12 March 2020 | Volume 12 | Article 1039

https://www.frontiersin.org/journals/synaptic-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-12-00010 March 13, 2020 Time: 19:6 # 13

Nguyen et al. Astrocytic Ephrin-B1 in Memory Formation

FIGURE 5 | Astrocytic ephrin-B1 negatively regulates the number of excitatory synaptic sites in CA1 hippocampus after fear conditioning. (A–D) Confocal images
showing vGlut1 (green) and PSD95 (red) immunolabeling in WT (A,C), KO (B), and OE (D) in SR and SLM areas of the adult CA1 hippocampus 1 h after contextual
recall. Scale bar is 20 µm. (E–G) Graphs show the density of vGlut1-positive puncta (E), PSD95-postive puncta (F), and vGlut1/PSD95 co-localization (G) per
10 µm2 in the SR and SLM areas of the CA1 hippocampus of WT and KO mice. There was no difference in vGlut1 positive puncta between WT and KO mice.
However, KO mice showed a significant increase in PSD95 puncta (F, t-test, t(32) = 2.104, p = 0.043) and vGlut1/PSD95 colocalization (G, t-test, t(29) = 2.828,
p = 0.008) in the SR CA1 hippocampus. Graphs show mean values and error bars represent SEM. (H–J) Graphs show the density of vGlut1-positive puncta (H),
PSD95-positive puncta (I), and vGlut1/PSD95 co-localization (J) in the SR and SLM areas of the CA1 hippocampus of WT and OE mice. There was no significant
difference in vGlut1 (H) or PSD95 (I) puncta between WT and OE mice. OE mice showed a significant decrease in vGlut1/PSD95 colocalization (J, t-test,
t(32) = 2.433, p = 0.022). Graphs show mean values and error bars represent SEM; *p < 0.05, **p < 0.01.

neurons in WT mice. These new spines form in a close
proximity of neighboring spines resulting in an overall increase
in the number of spine clusters containing three spines.
This is consistent with the published work showing that
there are hotspots or preferential dendritic regions for spine
clustering of two or more spines following contextual fear
conditioning (Frank et al., 2018). Clustering of dendritic
spines with learning have been demonstrated in layer 5
pyramidal neurons of mouse primary motor cortex following

motor learning tasks (Fu et al., 2012) and clusters of axon-
dendritic contacts were also observed in vestibular systems of
barn owl following prism adaptation (McBride et al., 2008).
In our study, we see a selective increase in the number
of dendritic spines on activated c-Fos(+) CA1 hippocampal
neurons in both WT and KO mice after contextual fear
conditioning. However, the increase in spine density is
impaired in OE group and we observed no difference in
the number of spines and spine clusters between c-Fos(+)
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FIGURE 6 | Changes in astrocytic ephrin-B1 levels did not affect the excitatory vGlut1-positive puncta on PV interneurons in SP areas of CA1 hippocampus and
inhibitory GAD65-positive puncta. (A) Confocal images showing vGlut1 (green) and PV (red) co-immunolabeling in the dorsal CA1 hippocampus of WT and KO adult
mice 1 h after contextual recall. Scale bar is 100 µm. (B) Graphs show immunoreactivity of vGlut1 positive puncta per 100 µm PV cell in dorsal CA1 hippocampus of
trained WT and KO mice. There was no significant difference in vGlut1/PV colocalization between trained WT and KO mice. (C,E) Confocal images showing GAD65
(red) immunolabeling in SR and SLM areas of the CA1 hippocampus of KO (C) or OE (E) mice and their WT counterparts 1 h after contextual recall. Scale bar is
50 µm. (D) Graphs show GAD65-positive puncta in the SR and SLM area of the CA1 hippocampus of trained WT and KO mice. There was no significant difference
in the number of inhibitory GAD65-positive puncta between WT and KO mice. (F) Graphs show GAD65 puncta in the SR and SLM area of the CA1 hippocampus of
trained WT and OE mice. No significant differences were seen in GAD65 immunoreactivity between WT and OE mice. Graphs show mean values and error bars
represent SEM.

and c-Fos(−) CA1 neurons in the presence of ephrin-B1
overexpressing astrocytes. This is potentially due to reduced
formation or increased elimination of dendritic spines on
CA1 neurons, which most likely underlie impaired contextual
recall in OE mice.

While the OE of ephrin-B1 in astrocytes affected spine
numbers, the modulation of ephrin-B1 levels in astrocytes did
not affect dendritic spine volume. Activity-dependent maturation
of hippocampal synapses during memory formation was shown
to promote structural changes to dendritic spines (Lichtman

and Colman, 2000; Knott et al., 2006; Draft and Lichtman,
2009; Holtmaat and Svoboda, 2009) and to increase synaptic
AMPA receptor levels in CA1 hippocampal neurons (Matsuo
et al., 2008). Dendritic spines are diverse in structure and
undergo activity-dependent morphological changes (Matsuzaki
et al., 2004; Matsuo et al., 2008). The structural plasticity
of hippocampal dendritic spines allows for spine maturation
following learning and memory acquisition (Restivo et al.,
2009; Giachero et al., 2013). Neuronal EphB receptors are
shown to regulate dendritic spine maturation in hippocampal
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neurons (Ethell et al., 2001; Henkemeyer et al., 2003) and
clustering of AMPARs (Kayser et al., 2006). Activation of EphB2
forward signaling can facilitate the recruitment of AMPARs to
synaptic sites (Kayser et al., 2006; Hussain et al., 2015), and
ephrin-B reverse signaling can antagonize the internalization
of GluR2 subunit of AMPAR allowing for the retention of
AMPAR at the cell surface (Essmann et al., 2008). However,
our studies show no changes in dendritic spine size between
training WT and OE groups. Despite impaired increase in
spine density and clustering on the dendrites of c-Fos(+) CA1
hippocampal neurons in OE mice, average size of dendritic
spines was not significantly different between WT and KO or
WT and OE groups.

Mature spines are larger in size and have larger postsynaptic
densities (Harris et al., 1992), allowing for more AMPAR
recruitment and anchorage (Ashby et al., 2006; Matsuzaki,
2007). As we observed no differences in dendritic spine size
in both KO and OE mice compared to their WT counterparts,
we also expected to see normal AMPAR recruitment. Indeed,
we detected no differences in synaptic AMPAR levels between
the groups, further confirming that the changes in astrocytic
ephrin-B1 levels did not affect synaptic AMPAR levels. Although
CA1 hippocampal neurons showed increased evoked AMPAR
and NMDAR responses in trained KO mice compared to
their WT counterparts, the ratio of AMPAR/NMDAR currents
was comparable between WT and KO mice suggesting similar
mature state of dendritic spines. It is most likely that
mESPC amplitude is increased due to an overall increase
in the number of functional dendritic spines/synapses on
CA1 hippocampal neurons in KO compared to WT mice.
In addition, we observed increased mEPSC frequency and
amplitude in trained KO mice compared to naïve KO mice,
suggesting an increase in number of functional synapses in

KO mice following training, which is in agreement with
dendritic spine analysis showing an increase in the number
of spines on activated c-Fos (+) neurons compared to
c-Fos (−) neurons.

Increased AMPAR and NMDAR responses both contribute
to enhanced synaptic strength and long-term potentiation
(LTP), which is an essential mechanism underlying learning
(Bliss and Collingridge, 1993). EphB2 was also shown to
modulate synaptic transmission by regulating trafficking
and function of NMDAR (Dalva et al., 2000; Henderson
et al., 2001; Takasu et al., 2002; Nolt et al., 2011). The
ability of synaptic EphB2 receptor to regulate both AMPAR
and NMDAR trafficking may influence hippocampal LTP
and long-term depression (LTD; Grunwald et al., 2001;
Henderson et al., 2001). Indeed, EphB2 loss was shown
to attenuate LTP (Grunwald et al., 2001; Henderson et al.,
2001) and to impair LTD (Grunwald et al., 2001). While
the loss of EphB2 function impairs long-term memory
formation, photo-activation of EphB2 using optogenetics
during fear conditioning learning enhances long-term memory
(Alapin et al., 2018). However, our previous study showed no
effects of astrocytic ephrin-B1 deletion on LTP induction and
consolidation in the adult hippocampus of naïve WT and KO
mice (Koeppen et al., 2018).

Finally, we found no changes in GAD65-immunoreactivity
in both ephrin-B1 KO and OE mice. Hippocampal dependent
memory formation also requires input from local inhibitory
neurons. In fact, ablation of GABAA receptor α5 subunit
increased contextual recall (Crestani et al., 2002; Yee et al.,
2004) and enhanced spatial learning in mice (Collinson et al.,
2002). In addition, an inverse agonist to α5 subunit increased
spatial learning (Chambers et al., 2004; Sternfeld et al., 2004). As
GABAA receptor α5 subunit is highly expressed on hippocampal

FIGURE 7 | Schematic depiction of the effect of astrocytic ephrin-B1 KO or OE on dendritic spine formation following training. Astrocytic ephrin-B1 regulates
excitatory connections in the CA1 hippocampus during contextual memory formation in an activity dependent manner. c-Fos(+) neurons activated during contextual
memory recall show higher dendritic spine density and clustering compared to non-activated c-Fos(–) neurons in WT and KO mice. In contrast, no changes in
dendritic spine density and clustering were observed between c-Fos(+) and c-Fos(–) neurons in CA1 hippocampus containing astrocytes that overexpress ephrin-B1
(OE). There was a higher number of spines on c-Fos(+) neurons of KO mice compared to WT mice, whereas a lower spine density was observed on c-Fos(+)
neurons of OE mice compared to WT mice, coinciding with the enhanced or impaired memory recall, respectively. No differences were detected in spine density on
non-activated c-Fos(–) neurons between WT, KO, and OE mice. All together our findings suggest that astrocytic ephrin-B1 is a negative regulator of learning-induced
spine formation on activated CA1 neurons.
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pyramidal neurons (Pirker et al., 2000; Rudolph and Mohler,
2006), changes in inhibitory cell activity may be potentially
involved in the observed effects of ephrin-B1 KO or OE in
astrocytes on memory consolidation. However, after deletion
or OE of ephrin-B1 in the adult astrocytes we observed no
differences in overall numbers of GAD65 positive sites in
the hippocampus of trained mice. Whole cell recording from
CA1 hippocampal neurons also showed no differences in the
amplitude or latency of evoked IPSCs, as well as mIPSC
amplitude and frequency between adult WT and KO mice. In
addition, deletion of astrocytic ephrin-B1 did not affect the
number of vGlut1-positive puncta on PV-positive inhibitory
interneurons in trained KO mice compared to WT mice. Previous
studies suggest involvement of hippocampal PV cells in learning
and memory. While activation of hippocampal PV interneurons
was suggested to contribute to reduced contextual recall after
fear extinction (Caliskan et al., 2016), interneurons in CA3
hippocampus expressing high levels of PV were shown to receive
higher excitatory input following fear conditioning and also
play a role in memory consolidation (Donato et al., 2013,
2015). High-PV expressing interneurons were shown to exhibit
a higher excitatory to inhibitory input ratio compared to low-
PV expressing interneurons (Donato et al., 2015). Although in
our study astrocytic ablation and OE of ephrin-B1 affected the
overall number of excitatory sites in the CA1 hippocampus,
we did not see changes in inhibitory function between adult
KO and WT mice.

The studies presented here suggest that astrocytic ephrin-
B1 regulates excitatory connections in the CA1 hippocampus
during contextual memory formation in an activity dependent
manner (Figure 7). While deletion of ephrin-B1 in astrocytes
does not affect formation of new spines on activated CA1
neurons, OE of ephrin-B1 in astrocytes impairs it, suggesting
that ephrin-B1 is a negative regulator of learning-induced spine
formation. Astrocytes have been shown to preferentially contact
larger synapses and contribute to synapse stabilization and
regulate synaptic activity (Haber et al., 2006; Witcher et al.,
2007). However, the role of astrocytes in the formation of
new synapses in the adult hippocampus during learning has
not been explored yet. We propose that ephrin-B1 plays an
important role in astrocyte-mediated new synapse formation
during learning. However, it is still unclear whether synaptic
activity directly regulate levels of ephrin-B1 in astrocytes and if
selective up-regulation or down-regulation of ephrin-B1 in some
astrocytes may, respectively, suppress or facilitate new synapse
formation at specific dendritic domains induced by local changes

in synaptic activity during learning, and potentially underlie
memory encoding.
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The ability to form memories in the brain is needed for daily functions, and its impairment
is associated with human mental disorders. Evidence indicates that long-term memory
(LTM)-related processes such as its consolidation, extinction and forgetting involve
changes of synaptic efficacy produced by alterations in neural transmission and
morphology. Modulation of the morphology and number of dendritic spines has been
proposed to contribute to changes in neuronal transmission mediating such LTM-related
processes. Rac GTPase activity is regulated by synaptic activation and it can affect
spine morphology by controlling actin-regulatory proteins. Recent evidence shows that
changes in Rac GTPase activity affect memory consolidation, extinction, erasure and
forgetting and can affect spine morphology in brain areas that mediate these behaviors.
Altered Rac GTPase activity is associated with abnormal spine morphology and brain
disorders. By affecting Rac GTPase activity we can further understand the roles of spine
morphogenesis in memory. Moreover, manipulation of Rac GTPase activity may serve
as a therapeutic tool for the treatment of memory-related brain diseases.

Keywords: dendritic spines, Rac1 GTPase, actin cytoskeleton, memory consolidation, memory forgetting,
memory extinction, memory erasure

DENDRITIC SPINES AND THEIR ROLE IN MEMORY

Much evidence show that memories are created by alterations in synaptic transmission. These
synaptic modifications can be formed by structural changes at postsynaptic sites that can be
then actively stabilized over hours or days. These alterations are suggested to form a new
neuronal circuit that constitutes the memory trace that, upon memory retrieval, will lead to new
intrinsic and possibly behavioral responses. It has been shown that learning leads to structural
and functional changes of dendritic spines and that such changes are correlated with memory
strength and its retention (Lamprecht and LeDoux, 2004; Caroni et al., 2012; Bailey et al., 2015;
Basu and Lamprecht, 2018). Moreover, disruption of such structural changes is associated with
memory impairment.

Structure and Function of Dendritic Spines
Dendritic spines are neuronal dendritic protrusions that contain mainly excitatory synapses
(Nimchinsky et al., 2002; Lamprecht and LeDoux, 2004; Newpher and Ehlers, 2009;
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Nishiyama and Yasuda, 2015). Dendritic spines are subdivided
into several categories according to their morphology (Peters and
Kaiserman-Abramof, 1970) that include spines with no visible
neck (stubby spines), thin spines with a discernable neck and a
small head, mushroom spines and branched spines. Mushroom
spines are easily distinguished by their short length neck and large
head and branched spines have multiple heads that emerge from
a common origin (Harris et al., 1992). Interestingly, Tønnesen
et al. (2014) showed, using stimulated emission depletion (STED)
microscopy, that stubby spines seem to be overreported since
short-necked spines may appear to have a stubby appearance
in light microscopy (Tønnesen et al., 2014). Dendritic filopodia
are protrusions that are involved in sampling for presynaptic
partners and are considered as precursors of dendritic spines
(Hering and Sheng, 2001; Matus, 2005). As mentioned above,
dendritic spines are known to receive mainly excitatory synaptic
inputs. However, in recent years, it has been shown that dendritic
spines can contain inhibitory synapses and become dually
innervated by excitatory and inhibitory inputs (Villa et al., 2016).

Dendritic spines include a dense structure called the
postsynaptic density (PSD), which contains necessary
components for synaptic transmission such as α-amino-3-
hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors
and N-methyl-D-aspartate (NMDA) receptors, PSD organization
proteins (e.g. scaffolding proteins), and proteins involved
in formation and modulation of synaptic structure and
transmission (e.g. Eph and ephrins and neurotrophic receptors)
and adhesion (Verpelli et al., 2014). In addition to these
proteins, spines also contain actin and actin-binding and
regulatory proteins that affect spine morphology (Hotulainen
and Hoogenraad, 2010; Chazeau et al., 2014; Verpelli et al.,
2014). These proteins include F-actin regulatory proteins that
are involved in actin nucleation such as formins, WAVE and
Arp2/3, proteins that regulate actin polymerization such as
cofilin and profilin that are involved in actin depolymerization
and polymerization, respectively, and F-actin capping proteins
that block the exchange of actin subunits at F-actin barbed
end. These actin regulatory proteins are controlled by
upstream molecules such as small GTPases that are in turn
regulated by guanine nucleotide exchange factors (GEFs)
and GTPase-accelerating proteins (GAPs) (Duman et al.,
2015). Small GTPase GEFs and GAPs are responsive to
synaptic stimulation and thus can mediate between synaptic
activation, changes in actin dynamics and structure and
spine morphogenesis.

Changes in the morphology of spines may influence neuronal
functions that subserve the formation of memory, such as
synaptic transmission and efficacy. For example, synaptic
transmission is correlated with the dimension of spine structure.
It is shown that a higher level of AMPA receptors tends to be
found in spines with large postsynaptic densities (PSDs) than
in spines with smaller PSDs (e.g. Takumi et al., 1999). Since
the dimensions of the spine head are correlated with the area
of the PSD (Harris and Stevens, 1989), it is implied that more
glutamate receptors are expressed in the spine with larger head
than that with smaller head. In addition, a correlation between
the spine head volume and the amplitudes of currents in the spine

is detected, showing that spine head volume is approximately
proportional to the distribution of functional AMPA receptors
(Noguchi et al., 2011).

Synaptic efficacy is also affected by the geometry of the
spine neck. Changes in the morphology of spine neck appears
to affect the amplification of local voltage in the spine and
the compartmentalization of biochemical components, such as
of Ca2+, within the spine head (Noguchi et al., 2005) and
affect bidirectional diffusion of material from dendrite to spines
and signal transduction (Bloodgood and Sabatini, 2005; Gray
et al., 2006; Santamaria et al., 2006). Spines with thinner longer
necks confine more molecules. Thus, synaptic efficacy and also
neuronal function may be affected by changes in the spine neck
(Araya et al., 2006, 2014). For example, small somatic voltage
contributions are detected in spines with a long neck. The pairing
of synaptic stimulation with postsynaptic activity can lead to the
shortening of the spine neck, alterations in the input/output gain
and increase in synaptic efficacy in pyramidal neurons (Araya
et al., 2014). Tønnesen et al. (2014) show that the spine neck
becomes wider and shorter after long-term potentiation. They
predict that such morphological changes will preserve overall
biochemical compartmentalization and lead to a drop in spine
head excitatory postsynaptic potential (EPSP).

The aforementioned observations show that dendritic spine
morphology and the content and the activity of molecules within
the spine can affect synaptic efficacy and neuronal transmission.
Spine morphology and molecular function can be regulated by
synaptic activity that is similar to that detected during learning.
In turn, changes in these spine parameters that affect neuronal
function, such as alteration in the response of the neuron to
incoming inputs, may constitute the memory trace. Such a
memory trace is expected to last and to subserve long-term
memory (LTM) persistence. Indeed, studies indicate that spine
structure can last for a long period of time and thus may support
an enduring memory trace (Basu and Lamprecht, 2018).

Dendritic Spines in Memory Formation
Several lines of evidence have shown that changes in dendritic
spine morphology and density and modifications in spine
PSD are associated with memory formation (Lamprecht and
LeDoux, 2004; Bailey et al., 2015). For example, the density of
dendritic spines in the anterior cingulate cortex and hippocampal
cornu ammonis 1 (CA1) is increased following contextual
fear conditioning (Restivo et al., 2009; Vetere et al., 2011).
Auditory fear conditioning extinction leads to an increased spine
formation in pyramidal neurons located in layer V in the mouse
frontal association cortex, whereas fear conditioning induces
spine elimination in this brain region (Lai C. S. et al., 2012). Fear
conditioning decreases spine head volume in the lateral amygdala
(LA) and leads to an increase in the PSD area in the smooth
endoplasmic reticulum (sER)-free spines in LA (Ostroff et al.,
2010). Auditory fear conditioning leads to putative LA–auditory
cortex (ACx) synaptic pairs, as it increases the pathway-specific
formation of LA axons buttons in ACx and dendritic spines of
pyramidal cells in layer V of ACx (Yang et al., 2016). Animals
trained with conditioned place preference show increased levels
of spine density within the basolateral amygdala complex (Young
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et al., 2014). Changes in spines are formed in the motor cortex
by learning and is therefore suggested to provide a structural
basis for spatial coding of motor memory (Fu et al., 2012). In
addition, evidence indicates that spines morphological changes
and new spines induced by learning can become stable for a long
period of time to maintain LTM. For example, it was shown that
the amount of the stable spines is correlated with performance
after learning (Yang et al., 2009). Training for a forelimb reaching
task leads to new dendritic spine growth that is preferentially
stabilized by subsequent training sessions (Xu et al., 2009).

These results show that learning leads to changes in spine
morphology and density and that some of the changes in spines
persist over a long period of time. However, several questions
remain to be clarified. Does spine morphogenesis underlie
memory formation and maintenance? What are the molecular
mechanisms that mediate such changes and are they involved in
memory? Can we affect spine morphology to treat brain diseases?
The study of Rac GTPase allows an insight into the role of spine
morphogenesis in memory and may provide critical answers for
these questions.

Rac GTPase AND SPINE
MORPHOGENESIS

Rac GTPase and Its Regulation
Rac is a small (∼21 kDa) GTPase and is a member of the Rho
family of GTPases. Rac GTPase family consists of four members
Rac1–3 and RhoG. Rac GTPase cycles between GTP (active)-
bound state and GDP (inactive)-bound state (Heasman and
Ridley, 2008). The GTP/GDP cycle is regulated by proteins that
activate Rac GTPases by catalyzing GDP/GTP exchange (GEFs)
or inhibit Rac GTPases by stimulating GTP hydrolysis (GAPs)
(Duman et al., 2015).

Rac1 GTPase activity is regulated by synaptic extracellular
signaling through synaptic receptors involved in spine
morphogenesis (Penzes et al., 2008; Figure 1). For example,
it has been shown that NMDA receptor-induced CaMKII
activation is important for spine plasticity (Maletic-Savatic
et al., 1999; Jourdain et al., 2003; Matsuzaki et al., 2004).
NMDA receptor activation induces phosphorylation of the
GEF kalirin-7, in a CaMKII-dependent manner, leading to
the activation of small GTPase Rac1 and rapid enlargement of
spines. Moreover, it is shown that kalirin is required for the
long-term maintenance of spines (Xie et al., 2007). Additional
study has shown a role for kalirin-7 regulator disrupted-in-
schizophrenia 1 (DISC1) and Rac1 in modulating the structure
and function of spines (Hayashi-Takagi et al., 2010). Another
example of a Rac-GEF that is responsive to glutamate stimulation
is Tiam1 that can be phosphorylated by CaMKII (Fleming et al.,
1999). NMDA-receptor-mediated increase in calcium results in
phosphorylation of Tiam1 and the increase in its GEF activation
(Tolias et al., 2005). Tiam1 knockdown was shown to reduce
dendritic spine density and lead to the simplification of neuronal
dendritic tree (Tolias et al., 2005). Tiam1 is also activated by
brain-derived neurotrophic factor (BDNF) and its receptor
tropomyosin-related kinase B (TrkB). TrkB phosphorylation

at S478 controls its interaction with Tiam1 leading to Rac1
activation during activity-dependent dendritic spine remodeling
(Lai K. O. et al., 2012). In neurons that express a dominant-
negative form of Tiam1, the induction of spine formation and
enlargement by BDNF was abolished (Lai K. O. et al., 2012).
Another study has shown that the spreading of Rac1 signaling
out of the stimulated spine, mediated by BDNF–TrkB activation,
is needed for facilitating structural long-term potentiation
(sLTP) in nearby spines (Hedrick et al., 2016). Rac1 GTPase is
also regulated by additional synaptic receptors such as EphB,
whose activation leads to Rho-GEF kalirin translocation to the
synapse and activation of Rac1 and its downstream effector p21-
activated kinase (PAK). Overexpression of dominant-negative
EphB receptor eliminates ephrin-induced spine development
(Penzes et al., 2003). EphA-mediated spine morphogenesis
in hippocampal neurons is suppressed by disruption of the
Rac-GAP α2-chimaerin (Iwata et al., 2015). Synaptic signaling
that activates PKC is also involved in Rac1-mediated synaptic
morphogenesis, as it was shown that molecular pathways
that involve Rac1 and Rho-A and are activated by PKC
produce actin-based structural plasticity in dendrites and spines
(Pilpel and Segal, 2004).

Thus, Rac GTPase is regulated by synaptic receptors and
signaling molecules that have been shown to be involved
in memory formation, such as NMDAR, EphB, and TrkB.
Therefore, Rac GTPase can mediate between synaptic activation
during learning and cellular and molecular activities that
affect changes in spine morphology and synaptic transmission
that underlie synaptic plasticity and memory formation. The
actin cytoskeleton subserves neuronal morphology and synaptic
transmission, and its dynamics and structure are intimately
mediated by synaptic activation and Rac GTPase activity. Thus,
the actin cytoskeleton appears to mediate between learning-
induced Rac GTPase activity and cellular events that mediate
memory formation.

Rac GTPase-Regulated Pathways and
Their Effects on the Neuronal Actin
Cytoskeleton
The active Rac GTPase exerts its effects by binding and activating
different effectors. One such example is the activation of PAK by
Rac. Active PAK, in turn, phosphorylates LIM kinase (LIMK),
which will then phosphorylate cofilin inhibiting, consequently, its
actin depolymerization activity affecting, therefore, the content
of actin filaments (Lappalainen and Drubin, 1997; Arber et al.,
1998; Yang et al., 1998; Edwards et al., 1999). This pathway affects
the actin cytoskeleton network in the dendritic spine and spine
morphology. For example, the normal distribution of filamentous
actin (higher level of filamentous actin in spines compared
to the adjacent dendritic area) in hippocampal neurons, was
disrupted in LIMK-1 knockout (KO) neurons. These KO neurons
show a low level of actin filaments in spines, which is not
significantly higher than that of other dendritic areas, as opposed
to neurons from wild-type animals showing higher filamentous
actin in spine heads compared to the adjacent dendritic area.
These results indicate that the high level of actin filaments in
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FIGURE 1 | Rac GTPase activity is regulated by synaptic activation through synaptic receptors that are known to be involved in memory formation such as NMDA,
Trk, and Eph receptors. Activation of these synaptic receptors leads to the regulation of RacGEFs or RacGAPs that activate or inhibit Rac GTPase, respectively. Rac
GTPase regulates downstream effectors that can affect spine morphology and synaptic transmission. Rac GTPase exerts its effects on spine morphology through
the regulation of molecules that affect signaling pathways that control actin-regulatory proteins. In its active state, Rac GTPase activates the PAK-LIMK-cofilin
pathway that can control actin dynamics through the inhibition of cofilin, an actin-depolymerizing protein. Rac GTPase also regulates actin network through the
modulation of the WAVE-Arp2/3 pathway that, in turn, regulates actin nucleation and actin branching. Both cofilin and Arp2/3 regulation of the actin cytoskeleton
affect spine morphology. In addition, Rac GTPase may regulate synaptic efficacy by controlling AMPA receptor content in the synapse. Rac1 GTPase protein level in
the spine and its effects on spine functions can be regulated by calcium-induced translocation of Rac1 GTPase into the spine by copine-6. The correlation between
Rac GTPase activity and changes in spine morphology, synaptic transmission and memory indicates that Rac GTPase regulates spine functions that can mediate
various stages of memory formation, erasure, extinction and forgetting.

spines is maintained by LIMK activity (Meng et al., 2002). LIMK
regulates actin polymerization by phosphorylation and inhibition
of cofilin (Arber et al., 1998). Cofilin regulates actin dynamics
and spine morphology. Mice in which n-cofilin (a non-muscle
cofilin) was removed postnatally (N-cofflx/flx,CaMKII-cre) from
principal neurons exhibit an increase of 50–60% in the F/G-actin
ratio in hippocampus and cortex synaptosomes when compared
to controls (Rust et al., 2010). Decreased amounts of cofilin-
1 lead to a decrease in actin filament turnover rates in spines
(Hotulainen et al., 2009).

The aforementioned observations show that molecules in
this Rac1-cofilin pathway (Rac, PAK, LIMK, and cofilin), as
well as in other pathways (e.g. Rac1-WAVE, see below), are
intimately involved in the regulation of actin cytoskeleton
structure. The actin cytoskeleton was shown to mediate the
formation and elimination, morphology, motility and stability of
dendritic spines (Halpain et al., 1998; Matus, 2000; Schubert and
Dotti, 2007; Honkura et al., 2008; Hotulainen and Hoogenraad,

2010; Chazeau et al., 2014). Actin polymerization affects spine
head structure. For example, glutamate-stimulation-induced
spine head enlargement is dependent on actin polymerization
(Matsuzaki et al., 2004). In addition, actin may be involved
in affecting the morphology of the spine neck. A biophysical
model suggests that the stabilization of spines is assisted by
the constriction of the spine neck, thus pointing to a role in
stabilization and maintenance for F-actin ring-like structures
that are consistently found in the spine neck (Miermans et al.,
2017). Thus, Rac GTPase can affect spine morphology through
the control of actin-regulatory proteins.

Rac GTPase Effects on Dendritic Spine
Morphogenesis
Modulation of Rac GTPase activity leads to changes in neuronal
morphology of dendritic spine. For example, expression of a
dominant-negative form of Rac1 results in the elimination of
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dendritic spines in the hippocampus (Nakayama et al., 2000),
and RacV12 (constitutively active mutant) increases spine density
and reduces spine size (Tashiro et al., 2000). Spines in Purkinje
neurons of transgenic mice expressing constitutively active Rac1
are reduced in size but increased in number (Luo et al., 1996).
The mean spine head area is significantly larger, and the mean
PSD length is significantly increased in mice that are devoid
of Rac1 in excitatory neurons in the forebrain (Haditsch et al.,
2009). Overexpression of a dominant-negative Rac1 (Rac1-DN)
in cultured primary hippocampal neurons led to a reduced spine
density, to longer and thin filopodia-like spine, and reduced
synaptic motility. On the other hand, more lamellipodia-like
synapses with a large spine head are produced following the
expression of constitutively active Rac1 (Rac1-CA) (Liu et al.,
2016). Activation by light of a photoactivatable Rac1 GTPase
(activated synapse targeting photoactivatable Rac1; AS-PA-Rac1)
in selected spines of neurons in the motor cortex leads to
shrinkage of the AS-PA-Rac1-containing spines (Hayashi-Takagi
et al., 2015). Overexpression of Rac1 in hippocampal slices
induced a significant increase in spine density and AMPAR
clustering, leading to an increase in both frequency and
amplitude of miniature excitatory synaptic currents (mEPSCs)
(Wiens et al., 2005). Besides Rac1 role in spine morphogenesis,
Rac3 isoform also displays a role in spine morphology since
overexpression of either Rac1 or Rac3 GTPases leads to an
increase in spine density (Pennucci et al., 2019). Rac3 is more
effective in promoting mature spine enlargement and Rac1
appears to be more efficient in inducing spine formation. Double
knockout of both Rac1 and Rac3 genes inhibits the formation of
dendritic spines and induces an increase in dendritic protrusions
such as filopodia (Corbetta et al., 2009; Pennucci et al., 2019).

Rac GTPase effectors are also involved in the regulation of
spine morphology. PAK is involved in neuronal morphogenesis.
Cortical neurons in the forebrain of dominant-negative PAK
(dnPAK) transgenic mice exhibit fewer spines and an increase
in the proportion of larger synapses (Hayashi et al., 2004).
PAK exerts its effects through LIMK and cofilin. LIMK can
be directly phosphorylated and activated by PAK (Edwards
et al., 1999). In LIMK knockout mice, most of the spines
have thick neck and small head in contrast to wild-type
mice where the majority of spines have large head and thin
neck (Meng et al., 2002). LIMK phosphorylates and inhibits
cofilin function (Arber et al., 1998). Active cofilin promotes
actin depolymerization and is an essential regulator of actin
dynamics in neurons (Rust, 2015). N-cofflx/flx,CaMKII-cre mice
(n-cofilin removed postnatally) exhibit enlargement of dendritic
spines and an increase in synapse density in the hippocampus
(Rust et al., 2010). A decrease in cofilin leads to abnormal
spine morphology and neurons typically contain abnormal
filopodia-like protrusions or have aberrantly long spine necks
(Hotulainen et al., 2009). In addition to LIMK/cofilin effectors,
Rac1 affects actin cytoskeleton rearrangements in spine, through
the regulation of the WAVE protein that consequently acts
upon actin nucleator actin-related protein 2/3 (Arp2/3) to drive
Arp2/3 activities, leading to the formation of dendritic spines
(Sanchez et al., 2009). Arp2/3-containing complex binds to the
side of a preexisting actin filament to form a new branch of

actin filament (Pollard, 2007). Arp2/3 is concentrated in dendritic
spines and is necessary for activity-dependent spine enlargement
for spine head growth (Kim et al., 2006, 2013; Rácz and Weinberg,
2008; Wegner et al., 2008; Hotulainen et al., 2009). Arp2/3
activity was shown to be essential for the formation of LTM
(e.g. Basu et al., 2016).

Interestingly, Rac1 activity is involved in the maintenance of
spine morphology. Induction of sLTP (structural enlargement
of dendritic spine) using uncaging of glutamate on a single
spine led to the activation of Rac1 that lasted more than
30 min (Saneyoshi et al., 2019). Inhibition of Rac1 by
EHT1864 postinduction blocked sLTP, showing that consistent
activation of Rac1 by RacGEF is needed for the maintenance
of sLTP. Furthermore, single spine stimulation leads to the
rapid formation of a complex consisting of CaMKII and
Tiam1 and to constitutive CaMKII activation, which persistently
phosphorylates Tiam1. Spine structure is maintained during
LTP by phosphorylation of Tiam1 that promotes stable actin-
polymerization through Rac1.

Additional Neuronal Functions Regulated
by Rac GTPase
In addition to its role in spine regulation, Rac is also
involved in other neuronal functions that may contribute
to alterations in synaptic efficacy and changes in neuronal
ensembles. For example, Rac is involved in axonal morphogenesis
(e.g. Spillane and Gallo, 2014) that may contribute to the
formation of new neuronal connectivity that subserves memory.
Furthermore, Rac1 is also involved in neurogenesis since a
learning-induced increase in neurogenesis in the adult mouse
hippocampus is impaired in neurons that are devoid of
Rac1 (Haditsch et al., 2013). Neurogenesis is involved in
memory formation (Gonçalves et al., 2016). Rac has been
associated with the determination of the molecular composition
and function at the synapse, such as the regulation of
AMPA receptor functions. It was shown that breakpoint
cluster region (BCR) protein, a RacGAP (see below), is
important for regulating AMPA receptor localization on the
neuronal surface, both at basal level and in response to EphB
activation (Um et al., 2014). Moreover, Rac1 activation enhances
recruiting AMPARs to the synapses during spinogenesis (Wiens
et al., 2005). Another recent study shows that, on memory
retrieval after long cocaine withdrawal, matured synapses
become AMPAR silent again, followed by rematuration ∼6 h
later. Increase and decrease in Rac1 activities control these
synaptic dynamics, leading to the closing and opening,
respectively, of the silent synapse-mediated destabilization
window (Wright et al., 2020).

Taken together, the aforementioned results show that Rac
GTPase is intimately involved, through its effectors, in regulating
spine morphology. The effect of Rac GTPase on spine
morphology may depend on the localization of the neurons
in the brain and the time of activation. Moreover, different
experimental protocols can account for different effects. Since
spine morphogenesis is involved in memory formation and
Rac GTPase is involved in this process, the observations
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beg the questions: Is Rac necessary for memory and does
its involvement in memory correlates with its effects on
spine morphogenesis?

Rac1 GTPase IN MEMORY FORMATION,
FORGETTING, ERASURE AND
EXTINCTION

Rac1 GTPase in Learning and Memory
Formation
The above observations show that Rac GTPase is involved in
different cellular events such as changes in neuronal morphology
and synaptic transmission that are believed to be necessary for
memory formation. Indeed, Rac1 GTPase is shown to be involved
in memory formation. Several studies have demonstrated a role
for Rac1 GTPase in learning and memory formation in the
amygdala. Light stimulation of photoactivatable Rac1 (PA-Rac1)
during auditory fear conditioning in the LA led to an increase in
PAK phosphorylation and to an impairment in long- but not in
short-term auditory fear conditioning memory (Das et al., 2017).
Inhibiting the downstream effector PAK in LA enhanced long-
but not short-term fear conditioning memory. Rac1 function in
astrocytes in the basolateral amygdala (BLA) is also important for
long-term fear memory formation. Photoactivation of PA-Rac1
in astrocytes led to their structural alterations, and activation of
Rac1 in astrocytes in BLA during fear conditioning attenuated
fear memory formation (Liao et al., 2017). In another study,
short- and long-term auditory fear conditioning memories are
impaired when Rac1 is deleted from excitatory neurons but not
from parvalbumin inhibitory neurons. Conditional knockout of
Rac1 before fear conditioning training in the BLA impaired
short- and long-term fear memories. The expression of a
dominant-negative mutant of Rac1 in BLA, or infusion into BLA
of Rac1 inhibitor NSC23766 before or after fear conditioning,
blocked both fear conditioning short- and long-term memories
(Gao et al., 2015). Taken together, the results show that alteration
of Rac1 activity in the amygdala during or after fear conditioning
affects memory formation.

In addition to memory consolidation, Rac1 is also involved
in memory reconsolidation in the BLA. Reconsolidation of
auditory Pavlovian fear memory was impaired when NSC23766
was microinjected into the BLA but not into the central
amygdala (CeA) or hippocampal CA1 immediately after retrieval
of auditory fear conditioning memory (Wu et al., 2014).

Other types of memories such as spatial and contextual
memories are also mediated by Rac1 activity. Systemic
administration of NSC23766 improved contextual fear memory
at 1.5 and 24 h memory tests (Gan et al., 2016). Microinjection
of NSC23766 after fear memory retrieval into the hippocampal
CA1, but not into CeA or BLA, disrupted contextual fear
conditioning memory reconsolidation (Wu et al., 2014).

Rac1-deficient mice (by CaMKII promoter-driven excision
of Rac1 using a Cre-lox system) are impaired in learning
and memory. More time was required to locate the hidden
platform in the Morris water maze task in these Rac1-deficient

mice, suggesting that learning is impaired in these mice.
In the delayed matching-to-place (DMP) Morris water maze
version, a behavior that depends on the integrity of NMDA
receptor activation in hippocampus (Steele and Morris, 1999),
the escape latency was reduced in a much faster rate in the
control mice compared to that in the Rac1-deficient mice,
showing that the ability to acquire a memory of the platform
location is impaired in the Rac1 mutants (Haditsch et al.,
2009). In another study, the authors (Haditsch et al., 2013)
show that the selective ablation of Rac1 in postmitotic forebrain
projection neurons leads to an impairment in working memory
in the DMP task.

Rac1 in nucleus accumbens (NAc) is also involved in cocaine
conditioned place preference (CPP) and in cocaine-induced
spine morphogenesis (Dietz et al., 2012). Expression of a
constitutively active mutant of Rac1 (Rac1-CA) in NAc blocked
place preference conditioning and the acute locomotor-activating
effect of the drug. Supporting these results, the authors show
that activation of PA-Rac1 prevented CPP formation to cocaine.
In contrast, intra-NAc injection of a dominant-negative mutant
of Rac1 (Rac1-DN) promoted CPP to cocaine without altering
locomotor responses. Constitutive active cofilin (cofilin-CA)
expression in the NAc also increased the rewarding effects of
cocaine. The study further showed that five doses of cocaine
led to an increase in the number of dendritic spines on NAc
medium spiny neurons, compared with the control mice that
were treated with saline when tested 4 h after the last dose.
Rac1-CA completely blocked this increase. However, in basal
conditions, Rac1-CA had no effect on spine density. Cocaine
induction of spines was also blocked by PA-Rac1 when it was
activated by light following each injection of cocaine. In contrast,
an increase in spine density in saline-treated mice is observed
when Rac1-DN is overexpressed. Spine density increase that is
induced by cocaine was largely driven by an increase in the
number of thin spines. Such an increase was blocked by Rac1-
CA and mimicked by Rac1-DN overexpression. The number
of mushroom spines is reduced by Rac1-CA but not by Rac1-
DN or cofilin-CA.

Rac1 signaling is also crucial for methamphetamine (METH)-
induced CPP and structural plasticity (Tu et al., 2019). Expression
of Rac1-CA in nucleus accumbens blocked the METH-induced
increase in dendritic complexity, length, and branch number
and significantly decreased the CPP scores in the group trained
for METH CPP. In the saline CPP group, the total spine
density is increased by Rac1-DN (mainly by the increased thin
spine density), whereas mushroom spine density is significantly
increased by Rac1-CA. In the METH CPP group, total spine
density was increased and was blocked by Rac1-CA.

The aforementioned results show that the integrity of Rac1
activity is needed for memory formation. Interference, with Rac1
activity, by either activation or inhibition, affects normal memory
consolidation (or reconsolidation). Moreover, interference with
Rac1 levels of activity also affects neuronal morphology. Thus,
precise spatiotemporal Rac1 activity is necessary to form
normal memory.

The above studies show that altering Rac1 level or activity
directly by pharmacology, by mutating the Rac1 protein or
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altering Rac1 level by genetic manipulation in the brain, affect
LTM formation. Rac1 activity is also modified by controlling
Rac GEFs and GAPs. BCR and active BCR-related (ABR)
proteins (Heisterkamp et al., 1989) show Rac-GAP activities
(Diekmann et al., 1991; Heisterkamp et al., 1993; Tan et al., 1993;
Chuang et al., 1995; Voncken et al., 1995; Kaartinen et al., 2001;
Cho et al., 2007). Mice deficient of BCR or ABR exhibit enhanced
basal Rac1 activity and a small increase in spine density (Oh
et al., 2010). The study indicates that the maintenance ability,
but not induction, of LTP measured in Schaffer collateral (SC)–
CA1 pyramidal neuron synapses of BCR−/− and ABR−/−

hippocampus is reduced in mice deficient of BCR or ABR. In
contrast, LTD was comparable in wild-type (WT) and knockout
(KO) mice. A slight increase in dendritic spine density is observed
in the BCR−/− and ABR−/−. BCR−/− and ABR−/− mice
showed reduced learning relative to WT mice in the Morris water
maze. In the probe test, ABR−/− mice, but not BCR−/− mice,
spent less time in the target quadrant when compared with WT
mice, and in both BCR−/− and ABR−/− mice, the number of
exact crossings over the former location of the platform was
reduced, suggesting that mice that are deficient in BCR/ABR are
impaired in spatial learning and memory (Oh et al., 2010). In the
object recognition task, BCR−/− and ABR−/− mice exhibit an
equal preference for the two objects, whereas the WT mice show
preference to the novel object, suggesting that object recognition
memory is impaired in the BCR/ABR-deficient mice. A different
Rac GAP protein is encoded by the ArhGAP15 gene (Seoh
et al., 2003). It was found that there are fewer CR+, PV+,
and SST+ inhibitory neurons in the CA3 and DG regions of
the hippocampus of the ArhGAP15−/− mice (Zamboni et al.,
2016). The balance between excitatory and inhibitory synapses
is altered in primary cultures of hippocampal neurons from the
mutant mice, showing overexcitation and reduced synchronicity.
Neuritogenesis in primary cultures of dissociated embryonic
brains of mutant mice also displayed reduced efficiency of
neurite elongation and branching and a simpler neuronal
morphology. Anti-ArhGAP15 short hairpin RNA (shRNA)
application led to a reduction in spine density compared to
controls in hippocampal-cultured neurons. It was also found
that hippocampus-dependent working and associative memories
are impaired in adult ArhGAP15−/− mice. ArhGAP15−/− mice
exhibited normal ability to learn hidden-platform water maze;
however, they showed difficulties to locate the new platform
position during the reversal phase. ArhGAP15−/−mice also have
defects in radial maze acquisition and repetition. Mutant mice
were impaired in freezing responses during auditory trace fear-
conditioning training and the subsequent tone and context tests
subjected 24 h later.

Rac GEFs are also involved in the regulation of spine
morphology and memory formation. Kalirin is a brain-specific
GEF. In kalirin KO mice, Rac1 activity was shown to be
reduced in the cortex but not in the hippocampus (Cahill
et al., 2009). Spine density in the KO mice frontal cortex, but
not in the hippocampus, is significantly reduced as revealed
by Golgi staining of neurons. Two-trial matching to sample
in the Morris water maze task was impaired in these mutant
KO mice. Moreover, in the five testing days, the KO mice

failed to improve their performance in the second vs. the first
trial, indicating that their spatial working memory abilities are
impaired. The same KO mice also presented severe difficulties in
the Y-maze arm recognition task, which indicates an impairment
in working memory.

Rac1 localization in neurons can also be regulated by
neuronal activity and may affect neuronal morphogenesis,
synaptic plasticity and memory. One protein that affects Rac1
localization is copine-6 (Reinhard et al., 2016). Copine-6 binds
Rac1 and recruits it to the postsynaptic spine membrane in
response to calcium influx. Chemical LTP (cLTP)-triggered
calcium transients translocate copine-6 from the dendrite to
the membrane of postsynaptic spine. Copine-6 translocation
into postsynaptic spines is also triggered by calcium influx
via NMDA receptors. Rac1 accumulates in spines following
cLTP induction but not in the presence of the calcium mutant
Copine-6D167N-myc. cLTP leads to an increase in spine head
width but not in neurons of Cpne6 KO mice. Moreover,
hippocampal learning and memory and synaptic plasticity
require copine-6. Stimulation of Schaffer collaterals in acute
hippocampal slices leads to LTP in WT mice, but the increase
in the EPSPs responses in Cpne6 KO mice returns to baseline
within 60 min. Cpne6 KO mice show impairment in fear-
conditioning learning and in context, but not cued, dependent
long-term fear memory.

The aforementioned results show that Rac activity is regulated
in the brain by upstream GAPs and GEFs and is affected by
synaptic activity. Moreover, impairment in Rac1 activity and
cellular localization leads to alterations in spine morphology
and memory formation. Thus, Rac1 can mediate between
synaptic activation (e.g. during learning) and cellular events that
underlie memory.

Rac1 GTPase in Memory Erasure
To understand the role of Rac1 in the regulation of spine
morphology and to further elucidate the roles of spine structure
in memory, an AS-PA-Rac1 was developed (Hayashi-Takagi et al.,
2015). This construct contains a modified photoactivatable Rac1
GTPase that is fused to PSD11.2 and is regulated by dendritic
targeting element (DTE) of Arc mRNA. In this manner, NMDA
receptor-dependent synaptic activation leads to the target and
translation of the construct in activated dendritic segments.
Indeed, in mice trained with the rotarod training task, spines
were labeled, and the mice exhibited significantly more structural
potentiation (enlargement or formation of spines) compared with
the non-trained mice in cortical layers II/III of the primary
motor cortex (M1). The authors further show that the specific
AS-PA-Rac1-containing spines shrink following low-frequency
pulsed photoactivation of AS-PA-Rac1. Light activation of M1
immediately after or 1 day, but not 2 days, after training disrupted
the acquired learning. The authors suggest that spine potentiation
visualized by AS-PA-Rac1 that are evoked by learning (at+1 day),
but not spontaneous potentiation (at +2 day), accounts for
the memory traces. Thus, the study suggests that shrinkage of
potentiated spines by Rac1 GTPase disrupts long-term motor
memory in the cortex.
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The current results show that Rac1 activity affects learning-
acquired task a day after training and that this Rac1 activation
leads to shrinkage of the spine. Thus, the results indicate that
Rac1 activity should be controlled after training in neurons to
maintain the learning-induced neuronal ensembles that mediate
the acquired task.

Rac1 GTPase in Memory Forgetting
Memory is stored in the brain after acquisition and consolidation.
Owing to a large number of memory engrams that can be stored
over time, it seems reasonable that the brain has a mechanism
to remove memories that become unused, also termed as “active
forgetting”. Active forgetting may be achieved by the degradation
of the cellular and molecular memory traces or the engram cell
circuit (Davis and Zhong, 2017). Several studies have shown
that Rac1 is involved in memory forgetting. For example,
expressing a constitutively active form of Rac1 in the mushroom
body neurons (MBn) of Drosophila accelerates forgetting of
Pavlovian odor-shock olfactory aversive conditioning, whereas
expressing a dominant-negative form of Rac1 transgene in MBn
inhibits intrinsic forgetting (Shuai et al., 2010). Rac1 downstream
effectors are also involved in active forgetting. Memory decay
is slowed by constitutively active cofilin, and overexpression
of constitutively active Rac1 mutant that is unable to bind
PAK fails to accelerate memory decay. The scaffolding protein
Scribble forms a signaling complex that includes Rac1, PAK3,
and cofilin in the MBn (Cervantes-Sandoval et al., 2016). Scribble
knockdown significantly reduces the level of p-cofilin, and when
Scribble expression is reduced, memory loss is impaired. Scribble
consequently has been pointed out as a mediator of active
forgetting in Drosophila (Cervantes-Sandoval et al., 2016).

The roles of Rac1 in memory forgetting have also been tested
in mice. Toward that end, the investigators expressed Rac1-
DN or Rac1-CA in the hippocampus and studied the effects
on forgetting of hippocampal-dependent memory (Liu et al.,
2016). The inhibition of Rac1 activity in hippocampal neurons,
through the targeted expression of a Rac1-DN, extended object
recognition memory from less than 72 h to over 72 h, whereas
accelerated memory is decayed by Rac1 activation to less than
24 h. In addition, interference-induced forgetting of this memory
[where retroactive interference objects were introduced 22 h after
sampling (training)] was correlated with Rac1 activation and was
blocked by inhibition of Rac1 activity. LTP decay in the Schaffer
collateral pathway is also highly regulated by Rac1 activity. Rac1
activation accelerated the decay of LTP, whereas its inhibition
slowed LTP decay. Paired pulse low-frequency stimulation (PP-
LFS; 900 paired pulses delivered at a frequency of 1 Hz; at 50-ms
interval) failed to reverse LTP in the Rac1-DN slices when it
was introduced 1 h after the LTP recordings, but significantly
induced LTD in the Rac1-CA slices. These patterns are similar to
the roles of Rac in memory forgetting. Thus, the aforementioned
observations show that activation of Rac1 within excitatory
neurons in the hippocampus causes time-based natural decay and
interference-induced forgetting of object recognition memory.

A recent study shows that contextual fear conditioning
induces Rac1 activation and expression of α2-chimaerin, a
RacGAP, in the hippocampus. Furthermore, it is shown that Rac1

activity mediates reversible forgetting. α2-Chimaerin, through
inhibition of Rac1 activity during the maintenance stage, reverses
forgetting to sustain memory (Lv et al., 2019).

Rac1 is also involved in forgetting of social recognition
memory (SRM). A recent study shows that social isolation does
not affect SRM (social discrimination paradigm) formation but
rather accelerated SRM decay, suggesting enhanced forgetting
(Liu et al., 2018). Inhibition of Rac1 activity in both the dorsal
and ventral regions of the hippocampus, using Rac1-DN, blocked
forgetting of SRM in isolated mice. Activation of Rac1 in the
hippocampus, using Rac1-CA, accelerated forgetting in group-
housed mice. Accelerated LTP decay in hippocampal slices from
isolated mice was rescued by inhibition of Rac1 activity. The
observations show that enhanced Rac1-dependent forgetting
mediates social memory impairments in isolated mice.

These results further support the observations that controlled
Rac1 activity posttraining, in various behavioral paradigms,
regulates the strength of memory and that manipulating Rac1
activity affects the maintenance of memory and can lead to
memory erasure and forgetting.

Rac1 GTPase and Memory Extinction
Memory extinction occurs when the conditioned stimulus (CS)
cues are subjected alone after learning without the unconditioned
stimulus (Pavlov, 1927) leading to relearning of a new association
of the CS with the absence of the original reinforcement. Memory
extinction does not reflect the forgetting of the original learning
(Rescorla, 1996). Rac1 GTPase is also involved in memory
extinction. Mass extinction of contextual fear conditioning in
rats upregulated Rac1 activity in the hippocampus and led
to long-term extinction of contextual fear in rats. Extinction
of contextual fear memory is prevented by intrahippocampal
injection of the Rac1 inhibitor NSC23766 immediately after
extinction trial (Jiang et al., 2016). Long-spaced extinction
downregulated Rac1 activity in the hippocampus and led to lesser
extinction. Intrahippocampal injection of Rac1 activator CN04-
A during extinction trials facilitated the extinction of contextual
fear in long-spaced extinction trained rats.

Extinction of conditioned place aversion (CPA) to naloxone-
precipitated opiate withdrawal activates Rac1 in the ventromedial
prefrontal cortex (vmPFC) of rats. Active Rac1 is needed
and sufficient for GABAA receptors (GABAAR) endocytosis
and CPA extinction (Wang et al., 2017). Knockdown of
Rac1 by shRNA within the vmPFC suppressed endocytosis
of GABAAR and extinction of CPA, whereas expression of
a constitutively active Rac1 accelerated GABAAR endocytosis
and CPA extinction.

Rac1 GTPase IN BRAIN DISORDERS

Taking into consideration the central role of Rac1 in memory
and neuronal morphogenesis, it is not surprising that
this small GTPase has been associated with several brain
diseases, that lead to cognitive and psychiatric dysfunctions
and neurodegeneration, that involve also abnormalities in
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neuronal morphology (Newey et al., 2005). Here, we present
several examples.

Fragile X Syndrome (FXS) is caused by a reduced or
loss of expression of the fragile X mental retardation 1
(FMR1) gene that encodes the Fragile X mental retardation
protein (FMRP). FMRP regulates mRNA translation (Bagni
et al., 2012; Bhakar et al., 2012). FXS causes impaired
cognition, social/language deficits, hyperactivity, hypersensitivity
to sensory stimuli, increased susceptibility to seizures, sleep
disturbances, attentional deficits and motor incoordination.
The neuroanatomical hallmark of FXS is an overabundance of
immature dendritic spines in mammals (Rudelli et al., 1985;
Irwin et al., 2001). Studying Fmr1 in Drosophila revealed
that Fmr1 affects dendritic development and that Rac1 is
involved in promoting dendritic branching (Lee et al., 2003).
Moreover, the study shows that Fmr1 and Rac1 interact
genetically with each other in controlling the formation of
fine dendritic branches. Another study has shown that in
Drosophila, the cytoplasmic FMRP-interacting protein (CYFIP)
associates Rac-dependent cytoskeleton remodeling and dFMR1-
dependent control of translation (Schenck et al., 2003). Studies
using Fmr1 KO mice reveal memory impairments (Dutch-
Belgian Fragile X Consortium., 1994) and altered spines
morphology in these mice (He and Portera-Cailliau, 2013).
Rac1 is upregulated in Fmr1 knockout mice (Bongmba et al.,
2011). Activation of Rac1 and its effector p21-activated kinase
(PAK), by theta burst afferent stimulation (TBS), is impaired
at hippocampal synapses in the Fmr1 KO, an FXS mouse
model (Chen et al., 2010). Aberrantly increased activity of
Rac1 inhibited the actin-depolymerizing factor cofilin and led
to spine abnormalities, which are associated with the disease,
in the somatosensory cortex of FXS model mice (Pyronneau
et al., 2017). Expression of a constitutively active cofilin
mutant (cofilinS3A) in the somatosensory cortex of the Fmr1-
deficient mice rescued immature dendritic spine and increased
spine density phenotypes. Inhibition of PAK1 rescued synaptic
signaling and improved sensory processing in FXS mice. Fmr1
KO mice treated with NSC23766, which blocks Rac1 activation
by GEFs, exhibited an increase in contextual memory after
delayed fear conditioning (Martinez and Tejada-Simon, 2018).
Contextual memory is impaired in untreated KO mice compared
to that in wild-type mice. In addition, treatment of Fmr1
KO with a Rac1 inhibitor improves cue memory in mice
trained for trace fear conditioning training. Treatment with
NSC23766 also increases LTP in the Fmr1 KO hippocampus.
Inhibition of PAK rescues morphological (spine density and
morphology) and behavioral symptoms of fragile X syndrome in
mice (Hayashi et al., 2007).

Dock4 is a risk gene for autism spectrum disorder (ASD)
and other neuropsychiatric disorders. Dock4 encodes for a
Rac1 guanine nucleotide exchange factor. Dock4 KO mice
exhibited ASD-like behaviors, including elevated anxiety,
abnormal isolation-induced pup vocalizations, impaired social
novelty preference and perturbed object and spatial learning.
Hippocampal neurons of KO mice show attenuation in excitatory
synaptic transmission (in CA1), decreased spine density (in CA1
and DG), and synaptic content of AMPA and NMDA receptors

(in whole hippocampus). Rac1 activity is reduced in the Dock4-
deficient hippocampus, leading to the downregulation of protein
synthesis and reduced expression of AMPA and NMDA receptor
subunits. Injection of lentivirus expressing Rac1 into Dock4 KO
mice hippocampal CA1 rescued excitatory synaptic transmission
and plasticity impairments and corrected the impaired social
deficits in these mice (Guo et al., 2019).

Rac1 has also been associated with major depressive disorder
(MDD). A repressive chromatin state surrounding the Rac1
promoter and reduced Rac1 transcription in the NAc is found in
subjects with MDD. In mice that underwent social defeat, a model
of depression-like behavior, Rac1 mRNA level is downregulated.
This reduction in Rac1 mRNA level is associated with a repressive
chromatin state surrounding the proximal promoter of Rac.
Reduction in Rac1 activity or its expression in the NAc of mice
increases social defeat-induced social avoidance and anhedonia.
The observations in the study indicate that the chronic social
defeat stress-induced decrease in Rac1 expression results in
concurrent stubby spine formation and cofilin localization within
these spines. Expression in the NAc of constitutively active
Rac1 after chronic social defeat stress reversed the induction
of stubby spines and depression-related behaviors in mice
(Golden et al., 2013).

In addition to psychiatric disorders, Rac1 is also associated
with neurodegenerative brain disorders such as Alzheimer’s
disease (AD). The pathological hallmarks of AD range from
an extracellular accumulation of amyloid β plaques and
neurofibrillary tangles to alterations in synaptic activity and
memory loss (Small and Duff, 2008; Selkoe and Hardy,
2016; Femminella et al., 2018). Recently, Rac1 activity was
demonstrated to be enhanced not only in AD patients but
also in the hippocampus of APP/PS1 AD mice model and in
a transgenic fly model of AD in comparison to the controls
(Wu et al., 2019). This study further shows that Aβ42 oligomer
application to HEK-293 leads to an increase in Rac1 activity.
In addition, it is demonstrated that the impaired performance
in APP/PS1 mice during the Morris water maze task could be
rescued by the intragastric application of a Rac1 inhibitor, EHop-
016. Furthermore, injection of a dominant-negative form of Rac1
into the hippocampus was able to inhibit the accelerated memory
decay in the mutant mice. Lastly, LTP fast decay in the AD
model was rescued as well by the application of the Rac1 inhibitor
EHop-016 (Wu et al., 2019). Rac1 is also involved in another type
of AD mice model, the 3xTg-AD. It is shown that Rac1 activity
is increased in 6-week-old 3xTg-AD mice (Borin et al., 2018).
Moreover, in primary cortical neurons, Rac1 or constitutively
active mutant forms of Rac1 constructs led to the creation of
pathogenic Aβ fragments and the translocation of SET from
the nucleus to the cytoplasm, which also resulted in increased
phosphorylation of tau. The authors also show that the levels of
Rac1 in AD patients and 7-month-old 3xTg-AD mouse appeared
to be significantly lower, which coincides with the decline of
cognitive function in the mouse model. Additional to the decline
of cognitive function and abnormal level of Rac1, dendritic
spines were shown to be significantly reduced in the 7-month-old
mouse model. The authors suggest a possible dual role of Rac1
according to the different stages of the pathology. Taken together,
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the results suggest that alteration in Rac1 activity is involved in
AD-related memory abnormalities and the pathological changes
that occur in the AD brain. Moreover, it appears that the
reversal of the abnormal activity of Rac1 might restore some
cognitive functions and morphological alterations, making this
small GTPase an interesting target for study as a molecular
marker and a possible target for pharmacological treatment.

Rac1 activity is also associated with Huntington’s disease (HD)
that usually causes movement and cognitive and psychiatric
disorders with an extensive spectrum of symptoms and signs
(Walker, 2007). Rac1 activity levels are increased in the striatum
of a 1.5-month-old mouse of HD Q140/Q140 mice (Knockin
mouse with a chimeric mouse/human exon 1 containing 140
CAG repeats inserted in the murine huntingtin gene) but reduced
in 4.5 months old mouse compared to controls. Huntingtin was
found to associate with p85α subunit of the PI 3-kinase, actinin-
2 and preferentially with active Rac1 (Tousley et al., 2019).
Puigdellívol et al. (2015) detected a decrease in Rac1 activity
in HD-mutant mice (Q7/Q111) (containing alleles with 7 CAG
repeats and with targeted insertion of 109 CAG repeats that
extends the glutamine segment in huntingtin to 111 residues)
in the cortex. Kalirin-7, an activator of Rac1, was found to be
significantly reduced in the cortex of these mice. The HdhQ7/Q111

mouse model presented smaller spine density in the motor cortex
but not striatum. In addition, the mice were impaired in the
ability to learn new motor skills (Puigdellívol et al., 2015).

The above examples show that a dysfunctional Rac1 activity
and level in the brain leads to neuronal morphological
abnormalities, including these of dendritic spines. Moreover,
the results indicate that such dysfunctions are involved with
behavioral abnormalities associated with mental disorders. These
observations give incentive to further explore the possibility
that intervention in Rac1 level of activity can rescue such
abnormalities in human brain structure and behavior.

CONCLUSION

Rac GTPase regulates several signaling pathways in neurons
including pathways that control actin cytoskeleton dynamics and

structure. Such changes in actin dynamics and structure mediate
spines morphogenesis and density and synaptic transmission in
spine. As described above, several studies have shown that Rac-
induced alterations in spine morphology correlate with the effects
of Rac on memory formation.

The following model can be deduced from the aforementioned
observations. It is possible that synaptic activation, for example
during learning or memory extinction, leads to changes in Rac
activity that in turn affects the actin cytoskeleton. Changes in
actin cytoskeleton alter neuronal morphology. Such changes in
the actin cytoskeleton are preserved over time [see for possible
mechanisms of preserving such molecular and morphological
changes over time in Basu and Lamprecht (2018)]. These
modifications in neuronal morphology alter the responsiveness of
the neurons to incoming sensory input, such that subjecting the
animal to the sensory stimulus that participated in learning and
led to the formation of memory (i.e. the conditioned stimulus)
will lead to an activation of the memory trace neuronal circuit in
the brain and to memory retrieval.

Rac1 GTPase is also important for postlearning functions
such as erasure and forgetting. Thus, Rac1 activity
can be used to modulate neuronal morphology after
learning to control memory. Therefore, a balanced and
controlled Rac activity following memory consolidation
will determine whether the memory will be preserved or
will deteriorate.

The above studies also show that the activity of Rac is essential
for normal brain functions. Indeed, spine abnormal morphology
and densities are observed in brain disorders where Rac and
its regulators can be found in abnormal levels or dysregulated
in terms of activity. It would be important to examine the
possibility that controlling Rac activity can rescue memory-
related brain disorders.
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Dendritic spines are small protrusions studding neuronal dendrites, first described in
1888 by Ramón y Cajal using his famous Golgi stainings. Around 50 years later the
advance of electron microscopy (EM) confirmed Cajal’s intuition that spines constitute
the postsynaptic site of most excitatory synapses in the mammalian brain. The finding
that spine density decreases between young and adult ages in fixed tissues suggested
that spines are dynamic. It is only a decade ago that two-photon microscopy (TPM) has
unambiguously proven the dynamic nature of spines, through the repeated imaging of
single spines in live animals. Spine dynamics comprise formation, disappearance, and
stabilization of spines and are modulated by neuronal activity and developmental age.
Here, we review several emerging concepts in the field that start to answer the following
key questions: What are the external signals triggering spine dynamics and the molecular
mechanisms involved? What is, in return, the role of spine dynamics in circuit-rewiring,
learning, and neuropsychiatric disorders?

Keywords: dendritic spine plasticity, molecular controls, neurodevelopmental disorders, two photon imaging,
structural plasticity

INTRODUCTION

Dendritic spines are the postsynaptic sites of most excitatory synapses, found along the dendrites
of neurons. Ramón y Cajal in 1888 was the first to observe these small protrusions 1.0–1.5 µm in
length in Golgi stainings (Cajal, 1888). He proposed them to be points of contact between neurons.
Towards the end of the century, theories emerged proposing that changes in brain activity and
function could be driven by morphological modifications of spines (reviewed by DeFelipe, 2015).
Following years of speculations, it was only in 1959 with the development of electron microscopy
(EM) that spines were confirmed to be the points of contact between neurons, by forming the
postsynaptic element of synapses (Gray, 1959). Comparing brain tissue at immature vs. old ages
(Feldman and Dowd, 1975) or after being exposed to an enriched or impoverished environment
(Globus et al., 1973) showed striking differences in spine densities, indicating that dendritic
spines must be to some degree plastic. Ziv and Smith (1996) and Fischer et al. (1998) eventually
observed dendritic spine dynamics for the first time in cultured hippocampal neurons and were
intrigued by the unexpected rapidity of spine formation and elimination. With the development
of two-photon microscopy (TPM; Denk et al., 1990) and the emergence of transgenic animals
expressing fluorochromes in neurons in the early 2000s (Feng et al., 2000; Keller-Peck et al.,
2001), researchers became able to follow spine changes over time in vivo (Grutzendler et al., 2002;
Trachtenberg et al., 2002). These revolutionizing studies gathered information on spine dynamics
in basal vs. specific contexts, for example, motor tasks (Xu et al., 2009) or sensory deprivations
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(Zuo et al., 2005a; Keck et al., 2008). Nowadays, in vivo TPM
has gained in precision owing to improvements in optical
tools and the ability to express high-quality fluorophores in
defined subsets of neurons. In addition to the use of transgenic
mouse lines, e.g., Thy1-GFP (Feng et al., 2000), other techniques
as viral transmission (Kuhlman and Huang, 2008), in utero
electroporation (Villa et al., 2016; Subramanian et al., 2019)
and single-cell electroporation (Pagès et al., 2015) have allowed
controlled spatial and temporal expression of fluorescent dyes
and other genetic constructs in desired cell types across
the cortex.

To excite the target neurons with a two-photon laser within
the living brain, one has to remove or thin a part of the animal’s
skull. Since the beginnings of in vivo TPM, two techniques have
emerged. The first is cranial window surgery (Trachtenberg et al.,
2002; Villa et al., 2016), where a piece of bone is removed and
replaced with a transparent window. The second is thinned-skull
cranial window surgery (Grutzendler et al., 2002; Isshiki et al.,
2014), where, in an attempt to be less invasive, the skull is thinned
using micro-surgical blades to a thickness of approximately
20 µm (Zuo et al., 2005b), rendering the bone translucent.
While cranial window implantation has been associated with
inflammation-induced spine turnover (Xu et al., 2007) for more
than 20 days post-surgery, cranial thinning in turn does not
require a recovery period, is less associated with inflammation
and allows immediate imaging (Yang et al., 2010). However,
the thinned skull technique is more challenging and, due to the
natural regrowth of the thinned bone, one has to re-thin the
window to image repeatedly (Zuo et al., 2005b). Nowadays, both
techniques are largely employed. For more details on the cranial
window and thinned-skull cranial window surgeries please refer
to Xu et al. (2007) and Yang et al. (2010).

In the last decades, spine dynamics have taken a prominent
role in explaining the brain’s adaptability. Deciphering the
intrinsic and extrinsic mechanisms that underlie specific
turnover properties shall help to elucidate the functional changes
that in turn lead to complex cognitive abilities or drive
pathological outcomes. Here, we review themost recent literature
in the field of spine dynamics with a particular focus on
in vivo TPM. We address the following questions: What are
the intrinsic and experience-dependent signals that control spine
dynamic and how?What is, in return, the role of spine-dynamics
in behavior?

SPINOGENESIS AND SPINE SUBTYPES

For a list of the main studies with in vivo TPM of
spine dynamics during development, see Table 1. Spines
are commonly classified into filopodia, stubby, thin, and
mushroom spines, according to their shape and size (Peters
and Kaiserman-Abramof, 1970). These fixed categories have
been challenged, though, as in physiological conditions spines
are constantly evolving and morphological stages are transitory
(Tønnesen et al., 2014).

Filopodia are long and thin protrusions without bulbous
heads whose contribution is high in early postnatal life and
rapidly drops down in adulthood. They are the most dynamic

dendritic protrusions as they can appear and disappear in as
little as 10 min (Ziv and Smith, 1996). Thin spines have small
heads separated from the dendrite by long, thin necks. Stubby
spines were initially described as containing a bulbous head
directly budding from the dendrite without intermediate neck
structures. However, recent superresolution imaging based on
stimulated emission depletion (STED) microscopy has indicated
that stubby spines in fact would have very short necks connecting
the head to the dendrite and that those short necks would be
visible only by STED (Tønnesen et al., 2014). Further time-lapse
experiments suggested that mushroom spines undergo neck
length reduction upon stimulation, indicating that stubby spines
could be a form of active mushroom spines with very short necks
(Tønnesen et al., 2014). Thus, the structural and functional roles
of stubby spines need to be reevaluated. Stubby and thin spines
are less dynamic than filopodia and can persist over several days
(Holtmaat et al., 2005). The least dynamic spines are the large-
headed mushroom spines that can be stable over several months
(Grutzendler et al., 2002). Mushroom spines are commonly
seen as functional spines and synaptically connected to an
axonal bouton. Following stimulation, thin spines were shown to
acquire a full functional synapse and transit simultaneously into
stable mushroom spines (Matsuzaki et al., 2004); this need to be
reevaluated now that some stubby spines are mushroom spines
with short necks (Tønnesen et al., 2014). However, the presence
of synapses in small spines does not always predict stability
nor the future acquisition of a mushroom morphology. Using
in vivo TPM imaging and EM, it has been shown that fractions
of small transient spines are also able to form temporary synapse
components and to participate in functional circuits before being
eliminated (Cane et al., 2014).

Whether spine formation reflects some intrinsic properties
of postsynaptic dendrites that precede synaptogenesis or if it is
induced by extrinsic factors associated with presynaptic axonal
terminals during synaptogenesis is still under debate. However,
strong lines of evidence indicate that dendritic filopodia are
involved in the initial stages of spinogenesis and synaptogenesis
in most, if not 100%, of cases. First, time-lapse observations from
neuron cultures and brain organotypic slices have revealed that
dendritic filopodia can initiate contacts with presynaptic axons
and are occasionally transformed into spines (Dailey and Smith,
1996; Ziv and Smith, 1996). Second, the presence of synaptic
contacts between a fraction of filopodia and axons was confirmed
by EM studies (Fiala et al., 1998). These findings suggest that
filopodia are spine precursors acting as samplers of the local
synaptic neighborhood. Later, in vivo imaging in YFP-expressing
young mice demonstrated that dendritic filopodia are indeed
highly dynamic and can transform into spines (Grutzendler
et al., 2002; Zuo et al., 2005b). In juvenile mice, ∼12%
of all dendritic protrusions in different cortical regions are
filopodia, the remaining being spines. Whereas most filopodia
at a given time point underwent rapid turnover within a few
hours, ∼15% rapidly transformed into spine-like protrusions, of
which 20% survived long term (Zuo et al., 2005b). These newly
persistent protrusions were morphologically indistinguishable
from preexisting spines. In sum, in the brain of young mice, a
small percentage of filopodia observed at a given time point are
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TABLE 1 | Spine plasticity during development.

Brain region Age
animals

Impact on spine stability Main results Methods Reference

Visual cortex
Visual cortex, PN, Layer 5 P30 73% stable spines over

30 days
Spines become more stable
from juvenile to adult ages.

Two-photon laser scanning,
Thinned skull cranial
window, YFP-labeled
dendrites

Grutzendler et al. (2002)

4 months 96% stable spines over
30 days

Visual cortex, auditory
cortex, somatosensory
cortex, PN, Layer 5

P40-P61 VC: 78% of spines stable
over 3 weeks
SS: 88% of spines stable
over 3 weeks
AC: 89% of spines stable
over 3 weeks

Most (∼80%) spines in the
cortex are stable over
3 weeks.

Two-photon laser scanning,
Thinned skull cranial
window, GFP or
YFP-labeled dendrites

Majewska et al. (2006)

Somatosensory cortex
Somatosensory cortex,
visual cortex, PN, Layer 5

P16-25 SS: 35% stable spines over
≥8 days

Spines become more
stable from juvenile to adult
ages. Stability in SS and VC
is similar.

Two-photon laser scanning,
Craniotomy, GFP or
YFP-labeled dendrites

Holtmaat et al. (2005)

P35-80 SS: 54% stable spines over
≥8 days

P80-120 SS: 66% stable spines over
≥8 days

P175-225 SS: 73% stable spines over
≥8 days

3-6 months VC: 75% stable spines over
≥8 days

Barrel cortex, Motor cortex,
Frontal cortex, PN Layer 5

P30 60% stable over 22 months Spines become more
stable in adulthood and a
majority of them can last
throughout life.

Two-photon laser scanning,
Thinned skull cranial
window, YFP-labeled
dendrites

Zuo et al. (2005b)

4-6 months 74% stable over 18 months

Barrel cortex, PN, Layer 2/3 P56 78% of stable spines
observed over 17 days
contain a PSD

Most stable spines have a
PSD.

Two-photon laser scanning,
Craniotomy,
DsRedExpress-labeled
dendrites, GFP-labeled
PSD-95

Cane et al. (2014)

transformed into stable thin or mushroom-like dendritic spines,
while other filopodia are eliminated. These in vivo observations
reinforce the notion that dendritic filopodia are spine precursors
that sample the environment in search of axonal partners to elicit
spinogenesis and synaptogenesis.

Although the aforementioned data indicate that spines
are born from filopodia that have found a presynaptic
axonal partner during dynamic sampling, several studies have
suggested that other modes of spinogenesis might also occur
at specific developmental time points. First, EM studies in
early development have suggested that excitatory shaft synapses
precede the formation of spine synapses (Fiala et al., 1998;
Zuo et al., 2005b). These observations were reinforced by
time-lapse imaging studies showing that at this stage spines
can form directly from dendritic shafts without passing by a
filopodial stage (Dailey and Smith, 1996). Such observations
were confirmed more recently in studies showing that glutamate
and γ-aminobutyric acid (GABA) uncaging can induce spine
formation without the need for a filopodial intermediate (Kwon
and Sabatini, 2011; Oh et al., 2016). These observations suggest
that spinogenesis during very early development might skip

a filopodial sampling phase, although the requirement for
presynaptic axon proximity seems preserved.

Overall, the current knowledge strongly supports the
hypothesis that, at least in young mice, axonal growth and
neurotransmitter release may be the triggering events in
dendritic spine formation such that axonal bouton localization
and activity are important triggers of spinogenesis.

SPINE PRUNING IN YOUTH, STABILITY IN
ADULTHOOD

Since the first studies on fixed tissues, striking differences
in spine densities were observed between developmental ages.
Across several mammalian species, including humans, projection
neurons in young brains show a much higher spine density
compared to those in adults (Rakic et al., 1986; Markus
and Petit, 1987; Lübke and Albus, 1989; Huttenlocher, 1990;
Duan et al., 2003). This suggests that during youth, neuronal
networks undergo significant modifications mediated, at least
in part, by synapse elimination. However, these analyses on
fixed postmortem tissues did not allow determining the dynamic
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FIGURE 1 | Experience-specific spines constitute a tiny fraction of total spines but can encode memory. (A) Spine formation rate declined rapidly from P19 to
P30 and remained low thereafter. (B) Regardless of animals’ ages, ∼5% of new spines formed over 2 days were maintained over a protracted process. (C)
Schematic summary of spine remodeling and maintenance throughout life. Spines are rapidly formed after birth, undergo experience-dependent pruning during
postnatal development, and remain largely stable in adulthood. Learning or novel sensory experience induces the rapid formation of new spines (5% of total spines)
within 1–2 days. Only a tiny fraction of new spines (0.04% of total spines) survive the first few weeks in synaptic circuits and are stably maintained later in life. Novel
experience also results in the pruning of a small fraction of existing spines formed early during development. New stable spines induced by novel experience,
together with existing spines formed during early development and surviving experience-dependent pruning, provide an integrated and stable structural basis for
lifelong memory storage, despite ongoing plasticity in synaptic networks. Modified with permission from Yang et al. (2009).

behavior of dendritic spines. This is important because, as spines
are dynamically formed and eliminated over time, the decrease
in net spine density with increasing age may be due to an

increase in the elimination of existing spines, the addition of
fewer new spines, or a combination of both. To address this
issue, dendritic spines of layer 5 (L5) neurons were longitudinally
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imaged by in vivo TPM. Such studies showed that in juvenile
mice, 13–20% of spines were eliminated and 5–8% were formed
over a 2-week interval in barrel, motor, visual and frontal
cortical areas, indicating a cortex wide elimination of spines
during this developmental period (Grutzendler et al., 2002;
Zuo et al., 2005b). Because the amount of spine elimination
is more than two-fold higher than that of spine formation
between adolescence and adulthood, these in vivo studies
indicate that the net spine loss observed in fixed tissue is
mainly due to the elimination, also called ‘‘pruning,’’ of existing
synaptic connections.

The question of the stability of spines in adulthood was first
treated in 2002 by two groups who initially came to different
conclusions: Trachtenberg et al. (2002) found that in 6–10 week
old young adult mice only 60% of spines were stable over 8 days,
suggesting a relative instability of adult spines (Trachtenberg
et al., 2002). Grutzendler et al. (2002), in contrast, when imaging
4 months old animals, observed a massive 96% of spines to be
stable over at least 30 days (Grutzendler et al., 2002). Further
quantitative predictions resulted in a spine half-life of more
than 13 months, which implies that most adult spines would be
stable lifelong. Besides the differences in mouse age and cortical
area examined, the differences in spine stability between the
two studies likely arose primarily from the use of an open-skull
glass window vs. a thinned-skull window for imaging. As
mentioned earlier, cranial surgery for an open-skull glass window
is associated with strong inflammatory responses that can last up
to 20 days and strongly increase spine plasticity (Xu et al., 2007).
Trachtenberg et al. (2002) started imaging as early as 7 days
post-surgery, which raises the possibility that the observed spine
instability was in large part artifactual, due to inflammatory-
associated processes. Later TPM studies confirmed the long-term
stability of most adult spines (Holtmaat et al., 2005; Zuo
et al., 2005b). Overall, although open-skull imaging studies
tend to artificially enhance basal spine turnover rates, the
consensus is that in adulthood dendritic spines are largely
long-term stable.

The above imaging studies were performed on L5 neurons
of visual and motor areas. Since, then, other studies have
shown that, although globally held, baseline spine dynamics
in adulthood can differ to some degree between cortical areas
and cell types. At the areal level, basal spine dynamics are
reduced in the visual cortex compared to the somatosensory
and auditory areas (Majewska et al., 2006). At the laminar
level, Tjia et al. (2017) showed that baseline spine turnover
is much higher in cortical L2/3 than in L5 and that L5 but
not L2/3 neurons undergo spine pruning between juvenile
and adult stages (Tjia et al., 2017). Also, learning-induced
spine formation is branch-specific in L5 neurons, but this
rule does not apply to L2/3 neurons (Ma et al., 2015).
Even at the single-cell level, spine dynamics might vary
between dendritic compartments. Such variations were
reported for example between basal (Gu et al., 2014) and
apical dendrites (Attardo et al., 2015) in CA1 pyramidal
neurons of the hippocampus, albeit this has to be treated with
care as Pfeiffer et al. (2018) demonstrated that insufficient
resolution in TPM compared to super-resolution STED

microscopy can lead to significant underestimations of
spine turnover.

Using in vivo TPM, imaging basal spine dynamics of
deep-layer neurons have been unachievable due to the high
distance from the brain surface. For this reason, most studies
on spine dynamics have focused on apical dendrites in L1. The
recent advent of three-photon microscopy, however (Ouzounov
et al., 2017) shall soon pave the way towards in vivo imaging of
basal dendrites in cortical neurons.

Importantly, although in adulthood most adult spines remain
stable and might provide a physical substrate for long-term
information storage, the observed small degree of spine turnover,
together with rapid changes in synaptic strength of existing
spines (Baltaci et al., 2019), may underlie learning and plasticity
in the mature brain. Based on formation rates and long-term
survival of new spines formed over 2 days, Yang et al. (2009)
estimated that the number of such task-specific spines persisting
at the end of life should be ∼0.04% of the total spines in
motor or barrel cortex. However, given the immense quantity of
spines in the mouse cortex (∼10,000 per neuron), the number of
learning-induced and subsequently maintained new spines could
be around 2× 106, large enough to have a significant and lifelong
impact on neural network functions and animal’s behavior
(Arenz et al., 2008; Houweling and Brecht, 2008; Figure 1).

Although the adult brain is less plastic than the young brain,
it is still retaining the fundamental capability of removing spines
and forming new ones, which might be essential for the encoding
and processing of novel experiences and learning. But how do
experiences influence spine dynamics?

EXPERIENCE-DEPENDENT SPINE
DYNAMICS

Experience-dependent spine remodeling has been shown in
a variety of learning tasks and deprivation assays, and the
corresponding changes in spine dynamics allowed us to better
understand the possible function of spine remodeling in adaptive
behaviors, learning, and memory. For a list of the main studies
with in vivo TPM of spine dynamics during development,
see Table 2.

Whisker Deprivation in the Barrel Cortex
A group of studies has investigated spine remodeling in
the somatosensory barrel cortex, in normal and deprived
or stimulated conditions. Naturally, in the juvenile barrel
cortex, spine elimination overcomes spine formation, which
corresponds to the synaptic pruning that shapes neuronal
circuits (Zuo et al., 2005a). Interestingly, sensory deprivation
by complete contralateral whisker trimming over 2 weeks in
juveniles attenuates spine elimination rates without affecting
spine formation, hence reducing the pruning and increasing net
spine density (Zuo et al., 2005a; Ma et al., 2015). This indicates
that sensory experience is required for synaptic pruning during
adolescence. Reproducing complete whisker trimming in adults
has a similar, albeit much smaller effect that requires prolonged
deprivation (8 weeks of deprivation are required; Zuo et al.,
2005a). These studies suggest that experience plays an important
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TABLE 2 | Experience-dependent spine plasticity.

Modulation Brain region Age animals Impact on spine
formation/elimination

Main results Methods Reference

Whisker trimming
Chessboard whisker
trimming

Barrel cortex, PN,
Layer 5

6-10 weeks Control: 40% stable spines over 4 days
Trimmed: 30% stable spines over
4 days

Sensory deprivation
increases spine turnover
and reduces stability.

Two-photon laser
scanning, Craniotomy,
GFP-labeled dendrites

Trachtenberg et al. (2002)

Unilateral whisker
trimming

Barrel cortex, PN,
Layer 5

P30 Control: 17% of spines eliminated and
6% formed over 2 weeks
Trimmed: 10% of spines eliminated, 5%
formed after 2 weeks

Long-term sensory
deprivation in young mice
reduces the rate of spine
elimination but has no
significant effect on spine
formation. Spines in
adulthood are less affected.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Zuo et al. (2005a)

>4 months Control: 5% of spines eliminated and
4% formed over 2 weeks
Trimmed: No changes in spine turnover
after 2 weeks

Chessboard whisker
trimming

Barrel cortex, PN,
Layer 5

2-5 months Control: ∼63% of spines stable over
28 days
Trimmed: ∼60% of spines stable over
28 days, turnover increased

Sensory deprivation
induces loss of old
persistent spines and forms
new persistent spines.

Two-photon laser
scanning, Craniotomy,
GFP-labeled dendrites,
Electron microscopy

Holtmaat et al. (2006)

Motor learning
Motor task, Neonatal
bilateral whisker
trimming

Barrel cortex, Motor
cortex, PN, Layer
2/3, Layer 5

P30 Control, MC, L2/3: ∼18% spine
elimination, ∼18% spine formation over
4 days
Motor task, MC, L2/3:
∼16% spine elimination,
∼17% spine formation

Motor task-induced
increase in spine dynamics
happens only in L5, but not
in L2/3 of MC. Neonatal
whisker trimming reduces
spine formation in L2/3, but
not in L5 of the
somatosensory cortex.

Two-photon laser
scanning, Thinned skull
cranial window,
GFP-labeled dendrites

Tjia et al. (2017)

Control, MC, L5: ∼9% spine
elimination, ∼6% spine formation over
4 days
Motor task, MC, L5: ∼14% spine
elimination ∼14% spine formation
Control, BC, L2/3: ∼15% spine
elimination, ∼15% spine formation
After neo. trimming, BC, L2/3: ∼17%
spine elimination, ∼7% spine formation
Control, BC, L5: ∼12% spine
elimination, ∼7% spine formation
After neo. trimming, BC, L5: ∼12%
spine elimination, ∼7% spine formation

Forelimb reaching Motor cortex,
PN, L5

P30 Control: ∼7% spine elimination, ∼5%
spine formation over 2 days

Motor learning selectively
stabilizes learning-induced
new spines into adulthood.

Two-photon laser
scanning, Thinned skull
cranial window and
craniotomy,
YFP-labeled dendrites

Xu et al. (2009)
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TABLE 2 | Continued

Modulation Brain region Age animals Impact on spine
formation/elimination

Main results Methods Reference

Reaching: Spine elimination increased
after 2 days (∼15%), spine formation
increased to 11% within 1 h after
training

Rotarod motor task Motor cortex, PN,
Layer 5

P30 Control MC: ∼9% elimination, ∼7%
spine formation over 2 days
Rotarod MC: ∼9% elimination, ∼15%
spine formation over 2 days

Learning induces formation
of new spines.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Yang et al. (2009)

>4 months Control MC: ∼3% elimination, ∼3%
spine formation over 2 days
Rotarod MC: ∼4% elimination, ∼8%
spine formation over 2 days

Visual deprivation

Monocular deprivation Visual cortex, PN,
Layer 2/3, Layer 5

P45-100 Control L2/3: 8% spine elimination, 7%
spines formation over 8 days
Control L5: 7% spine elimination, 6%
spines formation over 4 days

Visual deprivation increases
spine formation.

Two-photon laser
scanning, Craniotomy,
GFP- labeled dendrites

Hofer et al. (2009)

MD L2/3: no changes in spine turnover
over 4+ days
MD L5: spine elimination unchanged,
∼11% of spines formed over 4 days

Monocular- and
Binocular deprivation

Visual cortex, PN,
Layer 5

P28 Control: ∼11% spine elimination, ∼8%
spine formation over 3 days
MD: ∼19% spine elimination, ∼9%
spine formation over 3 days
BD: ∼10% spine elimination, ∼7%
spine formation over 3 days

MD over 3 days significantly
increases spine elimination
without affecting spine
formation. BD does not
change spine dynamics.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Zhou et al. (2017)

Fear conditioning
Fear conditioning, Fear
extinction

Frontal association
cortex, PN, Layer 5

P30 Control: ∼18% spine elimination,
∼14% spine formation over 9 days
Fear cond.: ∼23% spine elimination,
∼11% spine formation over 9 days
Fear ext.: ∼10% spine elimination,
∼17% spine formation after 2 days

Fear conditioning promotes
spine elimination. Fear
extinction induces spine
formation.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Lai et al. (2012)

Fear conditioning Auditory cortex,
PN, Layer 5

3-6 months Control: ∼7% spine elimination, ∼8%
spine formation over 2 h
Fear cond.: ∼11% spine elimination,
∼17% spine formation over 2 h

Auditory fear conditioning
causes an increase of spine
turnover

Two-photon laser
scanning, Craniotomy,
GFP-labeled dendrites

Lai et al. (2018)
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TABLE 2 | Continued

Modulation Brain region Age animals Impact on spine
formation/elimination

Main results Methods Reference

Fear conditioning Auditory cortex,
PN, Layer 5

7–10 weeks Control: ∼13% spine elimination, ∼7%
spine formation over 3 days
Fear cond.: ∼13% spine elimination,
∼15% spine formation

Fear conditioning increases
formation of new
Amygdala–Auditory cortex
connections consistent with
the consolidation of fear
memory.

Two-photon laser
scanning, Craniotomy,
YFP, tdTomato and
GFP-labeled dendrites
and axons

Yang et al. (2016)

Fear conditioning, Fear
extinction

Auditory cortex,
PN, Layer 5

P30 Control: ∼9% spine elimination, ∼9%
spine formation over 3 days
Fear cond.: ∼10% spine elimination,
∼16% spine formation over 3 days
Fear ext.: ∼17% spine elimination,
∼5% spine formation over 2 days

Persistent new spines are
induced by auditory fear
conditioning. Fear
extinction selectively
eliminates new spines.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Lai et al. (2018)

Stress
Corticosterone
administration (stress)

Barrel cortex, PN,
Layer 5

P23-30 Control: ∼4% elimination, ∼5% spine
formation over 1 day
Acute cort.: ∼12% elimination, ∼7%
spine formation over 1 day
Chronic cort.: Elimination increases to
22%, Spine formation unchanged over
10 days

Acute corticosterone
increases spine turnover.
Chronic stress increases
spine elimination.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Liston and Gan (2011)

Motor task,
corticosterone
administration (stress)

Motor cortex, PN,
Layer 5

P30 Untrained: ∼7% spine formation over
2 days
Training with additional cort: ∼17%
spine formation over 2 days
Chronic cort.: elimination of training
associated and pre-training spines over
10 days

Corticosterone increases
formation of lasting
task-associated spines.
Chronic corticosterone
causes loss of spines and
reduces motor
performance.

Two-photon laser
scanning, Thinned skull
cranial window,
YFP-labeled dendrites

Liston et al. (2013)
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role in the net loss of synapses over most of an animal’s lifespan,
particularly during adolescence.

In contrast to complete whisker trimming, alternated
‘‘chessboard’’ trimming in juvenile mice increases spine
formation over 2 days in the contralateral barrel cortex, while
causing no change in elimination rates (Pan et al., 2010). In
young adult mice imaged over 1 month, chessboard trimming
does not alter net spine density but increases spine turnover
by eliminating previously stable spines and stabilizing newly
formed ones (Holtmaat et al., 2006). Moreover, spine gains are
especially localized in regions encompassing the border between
different barrel columns. These experiments illustrate on one
hand how the developing brain is much more plastic than the
adult one, and on the other hand, that the type and severity
of sensory deprivation critically influence the formation and
abandonment of connections.

Visual Deprivation
Another type of sensory deprivation task is the blocking of visual
input. The binocular visual cortex in a given hemisphere receives
sensory input predominantly from the contralateral eye, while
the contribution of the ipsilateral eye is much lower. This is
commonly referred to as ocular dominance (OD). Depriving
visual input of one eye, also called monocular deprivation
(MD), and recording visual signals in the contralateral visual
cortex show increased responsiveness towards the non-deprived,
ipsilateral eye while the deprived eye responses fade (Shatz and
Stryker, 1978). This is called OD plasticity, which is maximal
during a critical period in young mice and requires longer-
lasting MD in adults, typically during at least 5 days (Gordon
and Stryker, 1996). However, OD plasticity upon short-lasting
MD can be reinstated in adult mice under the condition that
another, OD plasticity-inducingMD episode took place earlier in
the life of the animal (Kind et al., 2002; Hofer et al., 2006). Thus,
a transient adaptation to altered visual input leaves a ‘‘trace’’ in
cortical circuits that facilitates similar adaptations in the future.
To investigate whether and how morphological alterations in
dendritic spines could participate in this memory trace, in vivo
TPM has been used to observe spine dynamics during OD
plasticity. The Huebener group studied dendritic spine turnover
in adult mice submitted to two subsequent episodes of MD
(Hofer et al., 2009). During the first deprivation, binocular
visual cortex neurons increased spine formation, while spine
elimination remained unchanged, leading to a net spine gain.
Interestingly, newly formed spines persisted but shrunk during
the recovery phase in between the two deprivation episodes
(Hofer et al., 2009). The second deprivation did not modify
spine dynamics or density but selectively re-enlarged the spines
formed during the first deprivation. Thus, spines added during
the first MD may provide a structural basis for subsequent OD
shifts. These data point out a strong link between functional
plasticity and specific synaptic rearrangements, revealing a
mechanism of how prior experiences could be stored in
cortical circuits through specific spines. Of note, binocular
deprivation in juveniles and adults has not been connected to
any significant changes in spine turnover (Majewska and Sur,
2003; Zhou et al., 2017). This indicates that sensory competition

between contralateral and ipsilateral inputs is required to modify
spine turnover.

Motor Learning
The idea that selected dendritic spines represent a structural
memory trace of specific experiences can be challenged in
experiments involving learning and the retention of certain skills.
Researchers in the field have been using motor learning tasks,
such as the paw reaching task, where the animal learns how to
reach a food pellet by passing its paw through a narrow gap
(Xu et al., 2009), or the accelerated rotarod learning task, which
requires the mouse to find balance on a rotating cylinder (Yang
et al., 2009). Mice exposed for the first time to the paw reaching
task rapidly formed new spines within the contralateral forepaw
motor cortex (Xu et al., 2009). As approximately half of these
new spines stabilized over 8 days (which is higher than the
average spine survival in basal conditions), the general motor
performance of the animal concomitantly increased, and the
level of performance correlated with the amount of retained new
spines. Prolonging training not only stabilized the newly-formed
spines long term but also increased the elimination of preexisting
spines compared to baseline elimination rates, resulting in a total
spine density that eventually matched control levels (Xu et al.,
2009). In another study, Yang et al. (2009) subjected mice to the
rotarod task and made similar observations. Rotarod learning
led to new spine formation and elimination of pre-existing
spines. The survival rate of learning-induced new spines and
the elimination rate of pre-existing spines both increased with
the training duration and were long-lasting. The extent of
spine remodeling correlated with behavioral improvement after
learning, suggesting a crucial role of synaptic structural plasticity
in memory formation. Trained animals were able to maintain
successful motor performance in the long term, even if they
did not execute the task for months, indicating that stable
learning-induced spines might underlie the controlled execution
of specific motor skills (Xu et al., 2009; Yang et al., 2009).

Thus, successful retention of a motor task does not only
require the formation of new synaptic contacts but involves
equally permanent removal of some pre-existing spines. These
time-dependent spine density changes contribute to the creation
of a neuronal network that serves as the foundation of durable
motor memory. Overall, these studies indicate that learning and
daily sensory experience leave small but permanent marks on
cortical connections and suggest that lifelong memories can be
stored in largely stably connected synaptic networks (Yang et al.,
2009; Figure 1).

Sleep
Maret et al. (2011) studied the effect of sleep on L5 apical tuft
spine dynamics in adolescent Thy1-GFP mice using a thinned
skull approach. Interestingly, they found that spine elimination
over a 24-h circadian cycle preferentially occurs during sleep.
More specifically, during sleep spine elimination overcomes
spine formation, leading to a net spine loss, while conversely,
spine formation exceeds elimination during wakefulness, such
that over a complete 24 h cycle net spine number remains
stable. Moreover, daily spine elimination is down-tuned in
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sleep-deprived mice (Maret et al., 2011). On the other hand,
it was shown that sleep after motor learning promotes the
formation of dendritic spines on a subset of branches specific
for this task (Yang et al., 2014). Sleep deprivation directly after a
motor training inhibited learning-induced new spine formation
and resulted in reduced retention of motor memory. This is in
line with the idea that sleep contributes tomemory consolidation.
Notably, using Ca2+ imaging the researchers further described
that cells active during the motor task are reactivated during
sleep, and disrupting this neuronal reactivation prevents learning
and branch-specific spine formation. Another study from
the same team further showed that natural elimination of
a fraction of newly formed spines in response to a motor
task happens in the hours following training, notably during
sleep (Li et al., 2017). Deprivation of REM sleep eliminates
fewer task-associated new spines compared to control mice.
This indicates that REM sleep is necessary for the selective
elimination of presumably unnecessary experience-associated
spines, which allows to free up space in neuronal circuits.
The work by Li et al. (2017) further demonstrates that the
newly-formed task-associated spines that are destined to become
stable undergo an increase of size during REM sleep, unlike
REM-deprived mice. The latter observation is in line with
other seminal studies indicating that sleep is essential for
synaptic scaling (Diering et al., 2014; De Vivo et al., 2017).
In sum, sleep bidirectionally shapes neuronal circuits, by the
elimination of unnecessary spines and strengthening of essential
task-associated synapses.

Fear Conditioning and Extinction
Changes in spine turnover can be caused by complex
environmental influences, for example, such that trigger fear.
One extensively studied paradigm is fear conditioning. Rodents
typically respond to a foot shock with freezing behavior. If
the foot shock, called unconditioned stimulus (US), is paired
with a neutral stimulus such as a sound or an environmental
context (conditioned stimulus or CS), the animal rapidly
learns to associate the CS with the US and will now freeze
whenever the CS is presented alone (Kim and Jung, 2006).
Strikingly, a single conditioning session is sufficient to form
immediate and long-lasting fear memories (Poulos et al., 2016).
Fear conditioning is encoded in the amygdala (Davis, 1997),
hippocampus (Phillips and LeDoux, 1992) and prefrontal cortex
(PFC; Quinn et al., 2008), of which hippocampus, anterior
cingulate cortex, and infralimbic cortex show an increase of spine
densities upon fear induction (Vetere et al., 2011; Pignataro et al.,
2013). Reversal of fear conditioning is possible by exposing the
test animal numerous times to the CS only; this is referred to as
fear extinction. Interestingly, after fear extinction, spine density
gets restored to pre-fear conditioned levels in the basolateral
amygdala (BLA) in vitro (Heinrichs et al., 2013).

Lai et al. (2012) used TPM to monitor the frontal association
cortex—a part of the dorsal PFC—of juvenile mice during
auditory fear conditioning and extinction. They focused on
L5 projection neurons using Thy1-YFP mice (line H). TPM
analyses showed that fear conditioning induces a long-lasting
increase in spine elimination while spine formation is unaffected

(Lai et al., 2012; Chu et al., 2019). In contrast, fear extinction
triggers the formation of new long-lasting spines that tend
to appear near the location of formerly erased ones, thus
re-establishing pre-fear levels of global spine density. Strikingly,
repeating the fear conditioning protocol on these animals
induces the selected elimination of those spines that were
reformed after fear extinction (Lai et al., 2012). This shows that
fear conditioning and extinction lead to opposing alterations at
the level of selected spines and synapses.

In contrast to the frontal association cortex, neurons in
the auditory cortex, which is involved in fear memory recall,
respond to fear conditioning by increased spinogenesis, and
fear extinction favors the elimination of those new spines
(Lai et al., 2018). But conceptually similar to the association
cortex findings, extinction in the auditory cortex eliminated
the very spines formed by fear conditioning and reconditioning
induced reformation of new dendritic spines close to the sites
of new spine formation induced by previous fear conditioning.
Notably, persisting new spines induced by fear conditioning
were auditory cue-specific and clustered within branch segments
(Lai et al., 2018). Together, results from the two seminal
studies from Lai et al. (2012, 2018) show that fear conditioning,
extinction, and reconditioning induce cue- and location-
specific dendritic spine remodeling in the frontal association
and auditory cortical areas. They also indicate that changes
of synaptic connections induced by fear conditioning are
reversed after fear extinction, which contradicts prior hypotheses
that fear extinction corresponds to a new form of learning
(Myers and Davis, 2007).

Another study attempted to identify the specific neuronal
input partners that might be responsible for forming axonal
boutons onto auditory cortex neurons with altered spine
remodeling, using tracing techniques and dual-color TPM
(Yang et al., 2016). They discovered that a direct connection
between the lateral amygdala and L5 pyramidal neurons in
the auditory cortex is involved in the aforementioned dendritic
spine plasticity after fear conditioning (Yang et al., 2016).
In an elegant setup, they simultaneously imaged amygdalar
axonal boutons and dendritic spines in auditory L1 in vivo and
found that fear-induced synaptic contacts are formed by adding
new partners to already existing pre- or postsynaptic elements
between these two structures. This resulted in a net increase in
both spine and axonal bouton formation.

Although the fear-induced changes in spine dynamics vary
highly between different brain regions, they have in common
that they are rapid and usually long-lasting without the necessity
of repeating fear-inducing experiments. This is consistent with
the fact that in the natural world the recognition of potentially
life-threatening situations is crucial for survival. Almost all of
the formerly presented studies report likewise that the extent
of fear-associated changes in spine elimination or formation is
directly correlated with the animal’s behavior (Lai et al., 2012;
Yang et al., 2016; Chu et al., 2019).

Stress and Corticosterone
Other environmental stimuli that modify spine dynamics are
variations in stress levels. A predominant role is given to
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glucocorticoids. The main glucocorticoid in humans is cortisol
and in rodents corticosterone (Joëls et al., 2018). Corticosterone
regulates the stress response by binding two receptors: the
glucocorticoid (GR, also called NR3C1) and mineralocorticoid
receptors (MR or NR3C2; De Kloet et al., 1998). Acute,
short-term stress typically ameliorates physical performance and
supports the consolidation of memories (Cordero and Sandi,
2007; Liston et al., 2013). In contrast to acute stress, chronic stress
lowers performance (see review by Joëls et al., 2006), especially in
memory acquisition and consolidation (Conrad et al., 1996; de
Quervain et al., 1998; Mizoguchi et al., 2002).

Concomitantly to their behavioral effects, stresses induced
by exposure to external stressors or by corticosterone
administration have profound effects on the structure of
dendrites and spines across numerous brain areas, such as
the PFC (Radley et al., 2006; Liu and Aghajanian, 2008), the
somatosensory cortex (Jeanneteau et al., 2018), the motor
cortex (Liston and Gan, 2011), hippocampus (Patel et al., 2018),
amygdala (Patel et al., 2018) and striatum (Dias-Ferreira et al.,
2009). This points to a universal role of glucocorticoids in the
dendritic and spine morphogenesis in the brain. In vivo, TPM
has shown that acute administration of corticosterone in mice
induces a rapid increase of both spine formation and elimination
in the barrel cortex of juveniles and adult mice (Liston and
Gan, 2011). In contrast, prolonging the stressful episode by
rendering it chronic leads to exaggerated spine elimination that
largely exceeds spine formation and thus results in strongly
reduced net spine density (Liston and Gan, 2011). Further,
chronic stress also induces the elimination of pre-existing stable
spines that were not affected by short episodes of stress (Liston
and Gan, 2011). Recently, these structural spine changes were
shown to causally underlie chronic stress-induced behavior, at
least in the PFC (Moda-Sava et al., 2019); this is detailed in the
discussion below.

As all these dendritic and spine phenotypes have been
observed both by exposing the animal to a stressful situation
or by administering corticosterone, it is evident that the stress
hormone plays a major role in dendrite and spine remodeling.
This is further supported by the fact that blocking GR or MR
significantly modulates spine formation and elimination over
24 h (Liston and Gan, 2011). Applying anMR antagonist reduces
spine formation and elimination by approximately 75%, while a
GR antagonist lowers only spine formation without influencing
elimination rates. Liston et al. (2013) used transcriptional
inhibitors and were able to identify that spine elimination is most
likely modulated via MR and transcriptional pathways, whereas
spine formation depends on faster non-transcriptional processes.
Nonetheless, the exact underlying signaling pathways of stress-
induced spine dynamics and stabilization are so far incompletely
delineated. They most likely depend on a combination of
distinct transcriptional and non-transcriptional actions and the
activity of complex co-regulatory elements (Weikum et al.,
2017; see discussion below). Notably, besides stress, age-related
cognitive decline is similarly associated with dendritic atrophy
and spine loss (reviewed by Dickstein et al., 2013), raising the
possibility that glucocorticoid signaling might also participate in
this process.

Spatial Confinement of
Experience-Induced Spine Changes
We have seen that remodeling of dendritic spines accompanies
the learning of motor tasks (Xu et al., 2009), fear-inducing
experiences (Yang et al., 2016), and new sensory inputs
(Yang et al., 2009). Interestingly, such experience-induced spine
remodeling occurs at non-random locations on dendrites as
they tend to spatially cluster. First, several studies report
clustered spine formation in spatial proximity at sites of synaptic
potentiation. De Roo et al. (2008) described that LTP induction
by theta-burst stimulation leads to the formation of new
functional spines close to activated spines in slice preparations.
Fu et al. (2012) showed by in vivo TPM of the motor cortex that
after repeated training of a specific motor task many of the new
task-associated spines form entirely new clusters or clusters near
already existing spines. Moreover, they revealed that clustered
spines are stable for the long term as opposed to non-clustered
spines, even if the associated motor task training stops. A similar
in vivo experiment by Frank et al. (2018) demonstrated as well
that more than 42% of nascent spines appeared in clusters after
repeated episodes of contextual learning in the retrosplenial
cortex and likewise, these clusters remained largely stable over
weeks following the initial learning task.

Consistent with the observed clusterization of spines devoted
to the same task, it was also shown that certain motor tasks
tend to activate selected branches on the apical dendrite of a
given neuron. Indeed, in vivoCa2+ imaging showed that dendritic
segments of the same neuron generate branch-specific Ca2+

spikes with little to no overlap in response to even subtly different
motor tasks. Furthermore, spines that happen to be active at
the moment of branch-specific Ca2+ spikes, undergo functional
potentiation (Cichon and Gan, 2015). This indicates that spine
formation and synaptic potentiation do not only cluster on a
given dendritic branch but are also enriched in specific dendritic
branches compared to sister branches (separated by a node on
the same neuron). In sum, spatially clustered spines appear to
participate in the same task or memory-related circuit. Upon
repeated activation of the corresponding circuit, these grouped
synapses are potentiated and the associated spines become stable
over a long period.

DYSREGULATION OF SPINE DYNAMICS IN
NEUROPATHOLOGIES

In this review, we focus on neuropsychiatric disorders. Dendritic
spine abnormalities in neurodegenerative disorders have been
treated in the review by Herms and Dorostkar (2016). The
first indications that mental illnesses were based on abnormal
spine numbers and morphology came from the analysis of
human post-mortem tissues. Patients diagnosed with intellectual
disability (ID) showed reduced spine density and abnormal
long and thin spines on apical dendrites of pyramidal neurons
in the motor cortex (Purpura, 1974). Reduced spine density
was also reported in the auditory cortex of patients with
schizophrenia (SCZ; Sweet et al., 2009) and in the PFC of
patients with bipolar disorder (BD; Konopaske et al., 2014).
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On the other hand, autism spectrum disorders (ASD)—a
term comprising disorders involving developmental deficits
in social interaction, communication and the appearance
of repetitive behaviors and stereotypies (Rapin, 1997)—are
generally associated with increased spine densities, at least across
the temporal lobe (Hutsler and Zhang, 2010). For a complete
review of spinopathies in neurodevelopmental disorders, please
refer to Forrest et al. (2018).

Although spine morphological abnormalities have been well
described in most neurodevelopmental disorders, the molecular
pathways that trigger irregular spine turnover are largely
unknown. While the genetic component plays an important
role, the environmental impact on the onset and severity of
mental diseases cannot be neglected as they add tremendously
to the final neurofunctional- and behavioral outcome (Chini
et al., 2020). Yet, genetic mouse models of disorders allow testing
hypotheses about the molecular pathways. In any case, the fact
that spine alterations are the main convergence point between
neurodevelopmental disorders raises the general hypothesis that
spinopathies are an underlying cause.

ASD-ID
ASDs have been classified into syndromic and nonsyndromic,
a distinction that is based on clinical criteria (Sztainberg and
Zoghbi, 2016). In ‘‘syndromic’’ ASD the autistic phenotypes
occur in conjunction with additional phenotypes and/or
dysmorphic features. The etiology in most syndromic ASD cases
is known and can involve chromosomal abnormalities, copy
number variations, and mutations in a single gene, such as in
fragile X syndrome, Angelman syndrome or tuberous sclerosis
complex. The term ‘‘nonsyndromic’’ typically refers to ‘‘classic
autism,’’ in which no additional symptoms are present. For most
nonsyndromic ASD cases the etiology is unknown, and the term
‘‘idiopathic autism’’ has been used alternatively. Interestingly,
ASD and ID likely have overlapping origins as 8–20% of ID
patients also meet the criteria for ASD (Kaufman et al., 2010)
and 50–80% of ASD patients display ID (Simonoff et al., 2008).
Despite a tremendous research effort in the field, only a few
high confidence genes or copy number variations responsible for
ASD have been discovered, most of which are associated with
syndromic ASDs. Some of the best-studied syndromic ASD genes
are FMR1 (Fragile X syndrome), TSC (Tuberous sclerosis), and
UBE3a (Angelman syndrome; Bourgeron, 2015; Sztainberg and
Zoghbi, 2016). One well studied syndromic ASD deletion is the
22q11 microdeletion (Di George syndrome).

Fragile X Syndrome: FMR1
Mutations of the activity-dependent RNA-binding protein
FMRP, encoded by the FMR1 gene found on the X chromosome,
cause Fragile X syndrome, a disorder associating ID and ASD.
Fmr1 knockout mice show hyperactivity and abnormal social
interactions (Bernardet and Crusio, 2006). Consistent with
findings in brain tissue from Fragile X syndrome subjects (Irwin
et al., 2001), studies on L5 cortical neurons found that Fmr1
knockout mice display increased spine densities with immature,
abnormally elongated, spine morphologies even at adult ages
(Comery et al., 1997; Nimchinsky et al., 2001; Galvez and

Greenough, 2005). Conversely, other studies reported no change
in spine shape or density in L5 as well as other neuronal types
(Harlow et al., 2010; Till et al., 2012; Wijetunge et al., 2014).
These differences may be attributed to age, the brain area that is
examined, the genetic background, and/or methodology. In any
case, fixed tissues only provide a snapshot of processes that are
in reality dynamic and thus may not capture abnormalities in
spine remodeling. In fact, in vivo TPM has revealed abnormally
high baseline spine turnover ratios in various cortical areas of
Fmr1 knockout mice (Cruz-Martín et al., 2010; Pan et al., 2010;
Padmashri et al., 2013; Nagaoka et al., 2016). In vivo imaging of
L2/3 in the barrel-cortex shows no differences in spine density
or morphology between wild type and Fmr1 knockout mice
(Cruz-Martín et al., 2010). The same knockout mice, however,
present increased spine turnover and fail to downregulate spine
dynamics at 2 weeks of age (Cruz-Martín et al., 2010). This
is due to the defective transition from early protrusions to
mature spines, entailing that fewer spines undergo stabilization.
Pan et al. (2010) observed L5 of the barrel cortex and concluded
likewise, that Fmr1 knockout mice have a larger pool of unstable
spines which accounts for the increased dynamics.

Interestingly, while spine turnover is enhanced in Fmr1
knockout mice in basal conditions, it is much less sensitive to
motor learning and experience than in control animals (Cruz-
Martín et al., 2010; Pan et al., 2010; Padmashri et al., 2013;
Nagaoka et al., 2016). Pan et al. (2010) found that sensory
deprivation by chessboard whisker trimming would not induce
new spine formation in Fmr1 knockout mice. Similarly, such
mice fail to learn a motor task, as motor training-associated
new spines fail to form (Padmashri et al., 2013). Furthermore,
Fmr1 knockout mice do not undergo increased spine formation
under an enriched environment as wildtype mice do (Arroyo
et al., 2019). Therefore, Fmr1 deficiency alters experience-
dependent spine dynamics and thus behavioral adaptation to the
external world.

FMRP malfunction dysregulates the local activity-dependent
translation of numerous mRNAs at the synapse (Bassell and
Warren, 2008; Sethna et al., 2014). As FMRP is considered a
translational repressor, mutations induce an augmentation
of synapse-relevant proteins that could act upon spine
dynamics (Sidorov et al., 2013). For example, activity-regulated
cytoskeleton-associated protein (ARC), a synaptic protein
critical for the internalization of α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid (AMPA) receptor trafficking at
synapses, is one mRNA target of FMRP at the synapses (Waung
et al., 2008; Ebert and Greenberg, 2013). For more information
regarding the molecular mechanisms of synaptic dysfunction in
Fmr1 knockout mice, please refer to Nishiyama (2019).

Angelman Syndrome: Ube3a
Loss of expression of the ubiquitin-protein ligase E3a (UBE3A)
is associated with most cases of Angelman syndrome, which
is a rare syndrome of developmental delay, ID and ASD
(Buiting et al., 2016). Opposed to loss-of-function mutations,
duplications or triplications of the gene are also highly common
among patients diagnosed with ASD (Vatsa and Jana, 2018),
which points to a highly regulated role of UBE3A in the
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organism. Greer et al. (2010) identified that UBE3A controls
the activity-dependent degradation of ARC in spines, which is
involved in the internalization of glutamate AMPA receptors.
Consequently, absence or mutation of UBE3A can reduce AMPA
receptors at postsynaptic sites and thereby modify excitatory
synaptic transmission.

In mouse models of Angelman syndrome that lack Ube3a,
dendritic spines present abnormal morphologies and reduced
densities in the hippocampus and neocortex (Dindot et al., 2008;
Yashiro et al., 2009). In vivo, TPM allowed gaining more insight
into the basal and experience-dependent spine dynamics in such
mice. Yashiro et al. (2009) and Kim et al. (2016) described
that dendritic spines of Ube3a deleted mice undergo excessive
pruning while spine formation remains unchanged (Kim et al.,
2016), thus resulting in a net loss of spines. However, in Ube3a
deleted mice that are raised in darkness, spine density and
dynamics were indistinguishable with controls, which indicates
that decreased spine density in Angelman syndrome model
mice reflects impaired experience-driven spinemaintenance. The
general notion of impaired experience-dependent plasticity in
Angelman syndrome is reinforced by the observation that MD,
which usually induces an OD shift in the visual cortex of wild
type mice, does not have such an effect in Ube3a-deleted animals
(Yashiro et al., 2009). These abnormalities point to a function of
UBE3A in experience-dependent plasticity during development
that could play a role in the cognitive deficits observed in
Angelman syndrome.

22q11 Deletion Syndrome
Another genetic predisposition for SCZ and ASD is
chromosomal microdeletions on position 22q11 encompassing
up to 40 different genes that can lead to 22q11 deletion
syndrome. As numerous genes are affected, patients can
present various additional phenotypes as facial dysmorphia,
thymic hypoplasia, or cardiovascular anomalies (Squarcione
et al., 2013). Nevertheless, there is a strong component for
neuropsychiatric disorders: 22q11 deletion syndrome induces
SCZ in 30% of patients (Earls and Zakharenko, 2014). As this
region is conserved in mice, 22q11 deletion syndrome can be
relatively easily modeled to study the physiopathology of the
syndrome. Analysis of cultured hippocampal 22q11 deleted
mouse neurons shows reduced spine density, smaller mushroom
spine heads, and reduced dendritic complexity, suggesting
morphological immaturity (Xu et al., 2013). Interestingly,
Moutin et al. (2017) observed in hippocampal organotypic
cultures that 22q11 deleted neurons present higher spine
formation and elimination rates than wild type neurons, such
that the total spine turnover is balanced and not responsible
for the observed reduced spine density. Instead, they observed
decreased long-term spine stabilization. This short-livity
eventually drives the observed reduced number of dendritic
spines and thus most likely cognitive impairments. The exact
genes within the deletion that drive these neuronal changes
have not been identified yet. Strong candidates are proteins
that are involved in cell metabolism pathways and regulation
of neurotransmission, such as COMT, PRODH, or ZDHHC8

(see review by Squarcione et al., 2013), and the micro-RNA
mIR-185 (Xu et al., 2013).

SCZ: The DISC1 Case
SCZ is characterized by psychotic symptoms that include
disorganized thoughts, delusions, or hallucinations and, unlike
ASD, finds its typical onset in late adolescence. Studies on human
tissue describe reduced dendritic spine density (Sweet et al.,
2009; Konopaske et al., 2014). Meta-analyses of twin studies
allow estimating that the heritability of SCZ is around 81%
(Sullivan et al., 2003), indicating a strong genetic component.
One important SCZ risk factor is DISC1 (Mathieson et al., 2011).
Originally, a chromosomal translocation of DISC1 was found
in members of a large Scottish family who developed SCZ (St
Clair et al., 1990). In neurons, DISC1 acts as a scaffolding
protein and associates with a great number of synapse- and
microtubule-associated proteins during cortical development
and adulthood (Brandon and Sawa, 2011). Hayashi-Takagi et al.
(2010) demonstrated that knockdown of DISC1 in cultured
rat cortical neurons leads to spine shrinkage. They further
determined that DISC1 regulates activation of the Rho-GTPase
RAC1 in the PSD, RAC1 being a protein whose activity
modulates spine shape through regulation of actin dynamics (see
discussion below). The same group went on to determine the
signaling pathway downstream of RAC1 that was regulated by
DISC1. Chemical inhibition of p21-activated kinases in DISC1-
knockdown neurons partially reversed some of the knockdown-
induced spine defects (Hayashi-Takagi et al., 2014). Finally,
using TPM in the PFC of DISC1 knockdown mice, they
confirmed increased spine elimination between P35 and P60 and
found that this was reversed by administering a p21-activated
kinase inhibitor. These experiments show that DISC1 defects
produce a synaptic phenotype reminiscent of the reduced spine
density observed in cases of SCZ and that these defects are
communicated via the RAC1 pathway, which in turn represents
a potential target for therapeutic interventions.

Rett Syndrome: MECP2
Rett syndrome is induced by loss-of-function mutations in the
transcriptional regulator gene MECP2. MECP2 is an activity-
dependent transcriptional repressor protein that acts by binding
to methylated CpG dinucleotides and induces remodeling of
the chromatin structure (Nan et al., 1997; Amir et al., 1999;
Cohen et al., 2011). MECP2 is an X-linked gene and most
affected patients are females, who present stereotypies, motor
capability regression and cognitive impairments that reflect in
post-mortem brain tissue by reduced dendritic complexity and
reduced spine densities in the hippocampus and across all
layers of the cortex (Belichenko et al., 1994; Chapleau et al.,
2009). Although some of its symptoms at first remind of ASD,
Rett syndrome has been classified as a neurodevelopmental
disorder, notably due to its critical motor coordination defects.
Approximately 95% of Rett syndrome cases are directly linked
to MECP2 mutations, and their phenotypic severity depends on
the type of mutation or the pattern of somatic X-chromosome
inactivation in the patient (Chahrour and Zoghbi, 2007). Mouse
models of Rett syndrome either express point mutations from
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patients (Cohen et al., 2011) or areMecp2 knockouts (Belichenko
et al., 2009). Diverse genetic models develop impressively similar
phenotypes that resemble human symptoms, including failure
to thrive, cognitive deterioration in early postnatal life, and
premature death (Chahrour and Zoghbi, 2007). Anatomically,
mouse models of Rett syndrome present reduced spine density
but also abnormal axonal orientation and dendritic swelling,
which also coincides with observations made in humans and thus
renders them suitable for studying the disease (Fukuda et al.,
2005; Belichenko et al., 2009).

Since Rett syndrome manifests itself in early postnatal life
when experience shapes neuronal circuit wiring, and sinceMecp2
is activity-dependently regulated (Cohen et al., 2011), it is
hypothesized that Mecp2 might mediate experience-dependent
processes of synapse development. First, loss of Mecp2 leads to
impairments in LTP and LTD, and in a reduced number of
glutamatergic synapses and spines in the hippocampus (Asaka
et al., 2006; Moretti et al., 2006). Landi et al. (2011) performed
TPM over 1 h in the somatosensory cortex of juvenile Mecp2
knockout mice. They found a reduced number of filopodia,
which accounts for reduced protrusion density, and described
spine heads as a lot more stable than in wild type mice in
terms of volume fluctuations. This is observed during a critical
period where spines normally mature and coincides with the
disease onset in the mouse model. In adult mice, spine short
term motility does not differ anymore between mutant and
control animals, as motility naturally declines also in wild type
mice. However, the reduced spine density in the mutant persists
(Landi et al., 2011).

Overall, the current data show that dysfunctional
MECP2 underlies defective spine turnover during a critical
window in development, which induces spine loss. The
experience-dependency of MECP2’s role in dendritic spine
turnover requires further investigations. Molecular mechanisms
underlying RTT have been extensively studied in the past
decades and are out of the scope of this study (Luikenhuis et al.,
2004; Chang et al., 2006; Giacometti et al., 2007; Guy et al., 2007;
Larimore et al., 2009).

Major Depressive Disorder
Major depressive disorder (MDD) is a psychiatric illness that is
characterized by low mood and lack of feeling pleasure. MDD
patients show altered glucocorticoid levels, which speaks for
dysregulation of the HPA axis (Gold et al., 2015). Similarly to
what is observed after exposure to chronic stress in mice (see
discussion above), individuals with MDD present reduced spine
synapses and decreased brain volume, especially in PFC and
hippocampus (Hastings et al., 2004; Kang et al., 2012).

To model MDD in animals, chronic stress paradigms are
employed, such as social stress (Hollis and Kabbaj, 2014) or
chronic mild stress, where the mouse is exposed to phases
of unpredictable stressors (Willner et al., 1992). As discussed
above, numerous studies including some, with in vivo TPM
showed that chronic stress in rodents strongly increases spine
elimination, notably in the PFC, leading to a reduced spine
density (Radley et al., 2006; Liston and Gan, 2011; Moda-Sava
et al., 2019). Besides dendritic spine reduction, the MDD rat

model of learned helplessness is also associated with reduced
PSD-95 protein levels in the hippocampus (Reinés et al., 2008).
This is similar to the analysis of human MDD PFC tissue, which
also shows reduced protein expression of PSD-95 and synapse-
related genes (Feyissa et al., 2009; Kang et al., 2012). The most
common antidepressant drugs that are proven to be effective
in humans, such as the NMDA-receptor antagonist ketamine
(Murrough et al., 2013), also alleviate symptoms in mice as they
overturn reduced animal mobility in the tail suspension tests
(Cryan et al., 2005). Interestingly, ketamine is also able to restore,
at least partially, dendritic spines eliminated by chronic stress
in the mouse PFC (Moda-Sava et al., 2019). Also, the other
well-known antidepressant fluoxetine similarly restores higher
levels of PSD-95 in the hippocampus of stressed rats (Reinés et al.,
2008). Strikingly, an elegant experiment took advantage of the
paRac1 approach to demonstrate the causal relationship between
spine reformation and behavioral recovery induced by ketamine
in mice (see discussion below; Moda-Sava et al., 2019).

In sum, spine defects are a convergence point of many
neuropsychiatric disorders (Forrest et al., 2018). Further
functional analyses of both existing and new models for
neuropsychiatric disorders will be essential to uncover generic
and specific mechanisms leading to spine pathology. In this
quest, state-of-the-art ‘‘omics’’ technologies will be essential to
deconstruct the global pathway alterations taking place in model
systems. The fact that spine pathology appears before cognitive
defects in certain disorders suggests that there are critical
periods for treatment to prevent disease onset (Marín, 2016).
Furthermore, several mouse models, such Mecp2 (Luikenhuis
et al., 2004; Giacometti et al., 2007; Guy et al., 2007) and Shank3
(Mei et al., 2016) have also shown that some structural and
behavioral deficits can be reversed in adult animals, offering hope
for treating human conditions (Ehninger et al., 2008).

THE CAUSATIVE ROLE OF SPINE
DYNAMICS IN LEARNING AND BEHAVIOR

There is a strong correlation between spine
formation/elimination/stabilization and retention of learned
tasks (Xu et al., 2009; Yang et al., 2009). However, due to
technical limitations, it has long been impossible to assess
the causality link between new spines and learning. Hayashi-
Takagi et al. (2015) developed a revolutionary approach
that finally allowed tackling this question. They developed
a photoactivatable form of the Rho GTPase RAC1, known
to regulate spine dynamics through the modulation of actin
polymerization (Costa et al., 2020), which they called paRAC1.
RAC1 normally accumulates in recently formed, nascent spines,
and constitutive RAC1 activation leads to spine shrinkage
and elimination (Tashiro et al., 2000). The photoactivation
form of paRAC1 renders RAC1 constitutively active and thus
eliminates RAC1-expressing recently formed spines. With this
tool, Hayashi-Takagi et al. (2015) selectively eliminated new
spines induced by rotarod learning. They observed that this
elimination blocked memory recall, demonstrating for the
first time that task-induced spines are causally involved in
memorizing the task. Moda-Sava et al. (2019) employed the
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same technique to demonstrate that ketamine-induced restored
spines in chronically stressed mice are causally involved in the
maintenance (but not the induction) of behavioral recovery after
treatment. They photoactivated virally-expressed paRAC1 in
PFC neurons to selectively reverse the positive effects of ketamine
on spine formation; by this approach, they found that the newly
formed spines are required to sustain ketamine’s antidepressant
effects on motivated escape behavior (Moda-Sava et al., 2019).
Interestingly, ketamine-induced spine reformation was required
for the maintenance of antidepressant effects but not for their
initiation, as ketamine’s effects on behavior and cell ensemble
activity preceded its effects on spine formation by several hours.

MOLECULAR MECHANISMS OF
DENDRITIC SPINE PLASTICITY

Experiments showing that a massive local release of glutamate
or GABA can induce the formation of postsynaptic dendritic
spines have indicated that presynaptic neurotransmitter release
is likely the main trigger for synapse formation, proving
that synaptogenesis is an activity-dependent process that
likely depends on the presence of presynaptic axonal boutons
(Kwon and Sabatini, 2011; Oh et al., 2016). The post-synaptic
mechanisms by which synaptic activity modulates the structure
of existing spines have been thoroughly investigated, mostly
using global or spine-specific long term potentiation (LTP)
or long term depression (LTD) paradigms. The capacity of a
stimulated spine to display enlargement or shrinkage upon
LTP or LTD, respectively, is called structural plasticity (sLTP
and sLTD). Although much fewer studies have investigated the
molecular control of de novo spine formation/elimination,
the current evidence indicates that they share similar
mechanisms with spine enlargement/shrinkage (Caroni
et al., 2012). Spine dynamics are largely controlled by local
actin polymerization/depolymerization. Upon stimulation of
dendrites and spines, early inducers of initial spine formation
or enlargement comprise cascades of activation of actin-
binding proteins (ABPs) including CaMKII and Rho GTPases.
Later on, local translation at the spine level is induced to
maintain the architecture of spines. Even later, activity-
dependent transcriptional mechanisms followed by putative
synaptic tagging and capture of plasticity-related genes are
required for long-lasting stabilization. We briefly review the
molecular mechanisms governing these different phases of
spine formation. The specific mechanisms underlying spine
shrinkage and elimination during LTD are in part redundant
with the ones underlying spine formation/enlargement
and are the subject of recent reviews (Segal, 2017;
Stein and Zito, 2019).

Actin Underlies Spine Dynamics
The cytoskeleton of the dendritic spine is predominantly
composed of actin filaments (Matus, 2000). Actin monomers
(globular or G-actin) polymerize to form actin filaments
(filamentous or F-actin) via the complex interaction
with a variety of actin-binding proteins (ABPs). F-actin
provides the force necessary for the formation of nascent

protrusions and modifications in spine shape, such that actin
polymerization/depolymerization is the main determinant of
spine structural dynamics. A LTP inducing stimulation increases
actin polymerization in spines (Fukazawa et al., 2003; Okamoto
et al., 2004; Lin et al., 2005a). Importantly, actin networks are
associated with the PSD, which contains hundreds of proteins
that organize and stabilize synaptic receptors, cytoskeletal
proteins, and signaling proteins (Kasai et al., 2003; Carlisle
and Kennedy, 2005; Ethell and Pasquale, 2005). Also, recent
genetic studies have shown that many mutations associated
with neurodevelopmental disorders involve genes encoding
regulators of the spine actin cytoskeleton (Borovac et al.,
2018), validating the hypothesis that mechanisms regulating
the actin cytoskeleton may contribute to spine pathology in
neurodevelopmental disorders. For a more complete review
of actin and ABPs in spinogenesis, please refer to Costa et al.
(2020) in this issue of Frontiers in Synaptic Neuroscience, and
Borovac et al. (2018).

Initiation of Spine Enlargement
Glutamate binding to NMDAR triggers rapid Ca2+

accumulation, which can be visualized by combining fluorescent
Ca2+ indicators with live TPM (Higley and Sabatini, 2012).
Glutamate uncaging experiments have shown that Ca2+

accumulation lasts short (0.1 s) and is mainly restricted to the
stimulated spine (Mainen et al., 1999; Sobczyk and Svoboda,
2007), suggesting that dendritic spines can act as independent
signaling compartments. Calcium flowing into the spine
through NMDA receptors binds to the Ca2+-binding protein
calmodulin (CaM), and the Ca2+-CaM complex then activates
the holoenzyme CaMKII that is necessary and sufficient for
LTP induction (Lisman et al., 2012). CaMKII is one of the
most abundant proteins in neurons and plays a primary role
in spine plasticity, learning, and memory. After activation by
autophosphorylation, CaMKII rapidly translocates from the
parent dendrite to the stimulated spine. Activated CaMKII has
two functions in the early stages of spine plasticity: a kinase
function on AMPA receptors and a structural function on actin
dynamics (Figure 2).

Concerning the kinase function, activated CaMKII
translocates to the postsynaptic density (PSD) where it forms
complexes with NMDA receptor and other PSD molecules,
allowing its stabilization. There, CamKII kinase activity enhances
AMPAR-mediated transmission in two ways. First, CaMKII
phosphorylates AMPA receptors, which leads to an increase
in the average conductance of such channels (Lisman et al.,
2012). Second, CaMKII phosphorylates the AMPAR auxiliary
protein stargazin, which causes stargazin to bind PSD95, thereby
increasing the number of AMPARs at the synapse (Tomita et al.,
2005; Opazo et al., 2010; Figure 2).

These processes are confined to stimulated spines and
are thought to account for the synapse-specificity of LTP
expression, although the causal relationship between CaMKII-
derived modulation of AMPA receptor conductivity/synaptic
capture and LTP expression remains to be proven.

Concerning its structural impact on actin remodeling in
spines, activated CamKII plays a dual function. First, inactive
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FIGURE 2 | Early phase of spine enlargement/formation. Calcium flowing into the spine through NMDAR (1) binds to the Ca2+-binding protein calmodulin (CaM) and
Ca2+-CaM complex activates CaMKIIα by allowing its auto-phosphorylation (2). Activated CaMKII has two functions in the early stages of spine plasticity: a kinase
function (3) and a structural function on actin dynamics (3′). Concerning the kinase function, activated CaMKII translocates to the postsynaptic density (PSD) where it
forms complexes with NMDA receptor and other PSD molecules, allowing its stabilization. There, CamKII kinase activity enhances AMPAR-mediated transmission in
two ways. First, CaMKII phosphorylates AMPA receptors, which leads to an increase in the average conductance of such channels (4a). Second, CaMKII
phosphorylates the AMPAR auxiliary protein stargazin, which causes stargazin to bind PSD95, thereby increasing the number of AMPARs at the synapse (4b).
Concerning its structural impact on actin remodeling in spines, CamKII plays a dual function. First, CamKII binds actin directly in its basal state and transiently
detaches when phosphorylated to allow F-actin assembly/disassembly that is necessary for actin reorganization underlying spine enlargement (3′a). Second, CamKII
activates via unknown mechanisms numerous small GTPases including Cdc42, Rac1, RhoA, and H-Ras (3′b). Those small GTPases in turn activate ABPs such as
Cofilin and Arp2/3 via several kinase pathways, which in turn regulate structural LTP via actin remodeling. For more detailed information about the regulation of the
spine actin cytoskeleton please refer to Nishiyama and Yasuda (2015).

CamKII binds actin directly and transiently detaches when
activated to allow F-actin assembly/disassembly events that are
necessary for actin reorganization underlying spine enlargement
(for more details, see Borovac et al., 2018). Second, CamKII
activatesmechanisms numerous small GTPases including Cdc42,
Rac1, RhoA, and H-Ras to reorganize actin networks in the
spine. This was demonstrated thanks to the introduction of
FRET and two-photon fluorescence lifetime imaging microscopy
(2pFLIM), which made it possible to study dynamic signaling
responses in stimulated spines at least in acute slice paradigms
(Nishiyama and Yasuda, 2015; Nishiyama, 2019). CaMKIIα
activity in individual stimulated spines has been imaged using
2pFLIM of a FRET-based biosensor (Okamoto et al., 2004; Lee
et al., 2009). LTP induction by glutamate uncaging triggers
rapid activation of CaMKIIα that is restricted to the stimulated
spine. CaMKIIα activity decays with a time constant of ∼10 s,
100 times longer than the Ca2+ transient, suggesting that CaMKII
plays a role in prolonging Ca2+ initiation signal in the spine.
Downstream of CaMKII, Ras, RhoA, Cdc42, and Rac1, are key
regulators of actin cytoskeleton dynamics, spine morphogenesis,
and LTP (Nishiyama and Yasuda, 2015; Nishiyama, 2019).
These signaling proteins cycle between an inactive GDP-bound

form and an active GTP-bound form. Guanine nucleotide
exchange factors (GEFs) stimulate Rho GTPase enzymatic
activity by catalyzing GDP-GTP exchange, whereas GTPase-
activating proteins (GAPs) inhibit their activity by catalyzing the
hydrolysis of GTP to GDP (Negishi and Katoh, 2005). Using
2pFLIM, the Rho GTPase H-Ras has recently been discovered as
a major downstream effector of CaMKII in actin reorganization
for structural spine plasticity (Harvey et al., 2008). Indeed, the
activity of H-Ras was found rapidly increased at stimulated
spines but suppressed after CaMKII inhibition (Harvey et al.,
2008). Furthermore, in contrast to CaMKII that stays restricted to
the stimulated spine, H-Ras activation spreads along the parent
dendritic shaft for over 10 µm. For H-Ras, the spatiotemporal
activity of Rac1, RhoA, and Cdc42 has been measured using
2pFLIM of FRET biosensors. These studies show that while like
CamKII and Cdc42 activities remain highly restricted to the
stimulated spine, Rac1 and RhoA activities, like H-Ras, spread
into the dendrite and neighboring spines (Murakoshi et al.,
2011; Hedrick et al., 2016). Although hypothetic at this stage,
the spread of activated H-Ras or other Ras family members
such as Rac1 and RhoA during induction of structural plasticity
at the stimulated spine may ‘‘predispose’’ neighboring spines
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or spine sites for heterosynaptic plasticity (Van Bommel and
Mikhaylova, 2016; Hedrick and Yasuda, 2017). It is tempting
to speculate that new spine clustering or branch specificity
during repetitive task learning might be facilitated by such
mechanisms (Lai et al., 2012). One should keep in mind that
the aforementioned 2p-FLIM-FRET studies dealt with structural
potentiation of existing spines, not with de novo spine formation
from smooth stretches of the dendrite. Another limitation of
these studies is that for technical reasons they were performed
on acute slices rather than in vivo. A single study has applied
the 2p-FLIM-FRET approach in vivo in the context of sensory
deprivation in the visual cortex (Mower et al., 2011). Although
this study provides a proof-of-principle that FRET studies can
theoretically be done in vivo, Spatio-temporal resolution is
lower than in slices, which might in part explain why such
in vivo experiments have not been reproduced. Finally, it remains
to be determined by which mechanisms CamKII activates
small GTPases.

Downstream effectors of small GTPases are several kinases
including p21-activated kinase (PAK), Rho kinase (ROCK), and
LIM kinase (LIMK; Murakoshi et al., 2011). These kinases
ultimately activate numerous ABPs including Cofilin and
Arp2/3 that play essential roles in actin reorganization. The
mechanisms by which ABPs induce actin reorganization upon
synaptic potentiation have been abundantly studied in other
reviews (Borovac et al., 2018; Costa et al., 2020).

In sum, activation of Rho GTPases and associated ABPs
via CaMKII activation controls actin polymerization, leading to
profound and rapid (within minutes) structural changes at single
stimulated dendritic spines. A growing number of genetic studies
have linked neurodevelopmental disorders to various synaptic
GEFs and GAPs for Rho GTPases (Hamdan et al., 2009; Alber
et al., 2017; Stressman et al., 2017). Further studies are required
to determine how CaMKII, Rho GTPases, and associated GEFs
and GAPs participate in spine formation/elimination under
physiological learning conditions in vivo.

Spine Stabilization
The long term stabilization of new spines requires specific
mechanisms (Subramanian et al., 2019) and is believed to be the
structural correlate of long-lasting LTP (also called late-phase
LTP; Baltaci et al., 2019). Long term structural plasticity
is mediated by NMDA-receptor-dependent and/or by L-type
voltage-sensitive calcium channels (L-VSCCActb Limk1Actb)-
dependent calcium influx (Ebert and Greenberg, 2013). In
contrast to short term structural spine plasticity, long-lasting
plasticity requires protein synthesis, via local mRNA translation
and gene transcription in the nucleus. The main signaling
cascade for local translation at spines requires glutamate
binding to metabotropic glutamate receptors (mGluR), which
triggers protein-synthesis-dependent forms of spine plasticity
by activating extracellular signal-regulated kinase (ERK) or
mammalian target of rapamycin (mTOR) pathways (Ebert and
Greenberg, 2013). Activity-dependent locally translated mRNAs
important for spine plasticity include Camk2a, Actb, or Limk1;
for a more complete list please refer to Holt et al. (2019).

The neuronal activity also triggers programs of gene
transcription that affect dendritic spine development and
plasticity on the longer run (Cohen and Greenberg, 2008;
Greer and Greenberg, 2008; Zhai et al., 2013). Activity-
dependent gene transcription requires Ca2+ signaling (Bading
et al., 1993; Dolmetsch et al., 2001; Zhai et al., 2013).
Activity-induced calcium entry triggers the activation of
several distinct but sometimes converging signaling molecules,
including CaMKII, protein kinase A (PKA), MAPK, or the
phosphatase calcineurin pathways, each of which phosphorylates
or dephosphorylate multiple transcriptional regulators within
the nucleus. The best-studied activity-regulated transcriptional
regulator is CREB, which upon phosphorylation at Ser 133 by
such calcium-dependent pathways activates gene transcription
that promotes spine development (Cohen and Greenberg,
2008; Greer and Greenberg, 2008). Other known activity-
dependent transcription factors include myocyte enhancer factor
2 (MEF2), serum response factor (SRF), or CREST (Norman
et al., 1988; Aizawa et al., 2004; Flavell et al., 2006). Like
CREB, other activity-dependent transcription factors such as
MEF2 and SRF/ELK are constitutively expressed, and their
activation depends on their ability to integrate signals from
multiple calcium-dependent pathways via post-transcriptional
modifications, such as phosphorylation (Cohen and Greenberg,
2008; Greer and Greenberg, 2008; Ebert and Greenberg, 2013).
The literature on the signaling mechanisms triggering activity-
dependent transcription has been comprehensively reviewed
elsewhere (Deisseroth and Tsien, 2002; Lonze and Ginty, 2002;
Flavell and Greenberg, 2008; Hagenston and Bading, 2011;
Benito and Barco, 2015).

Activity-dependent transcription factors, once
phosphorylated by calcium signaling pathways, immediately
activate an early transcriptional program corresponding to
immediate early genes (IEGs), such as Fosb, Fosl1, Fosl2, Jun,
Junb, Egr1, Egr3, and Nr4a1 (Lyons and West, 2011). These
IEGs then induce a program of late-response genes (LRGs) that
will provide new spines with plasticity-related proteins (Hrvatin
et al., 2018; Yap and Greenberg, 2018). One big question is
how only stimulated spines can be selectively provided with
plasticity-related proteins when activity-induced transcription
typically changes gene expression in the whole cell. A body of
studies indicates that activity-dependent mRNAs and proteins
can preferentially be transported and captured at stimulated
spines for local translation via a synaptic tagging and capture
mechanism (Figure 3) that remains to be elucidated (Martin
et al., 1997; Martin and Kosik, 2002; Redondo and Morris, 2011;
Okuno et al., 2012; Pinho et al., 2020).

Numerous neuronal activity-dependent LRGs have been
characterized (Loebrich and Nedivi, 2009; Leslie and Nedivi,
2011), but only a few genes have been linked with structural
spine dynamics. A recent example is Cpg15 (for Candidate
Plasticity Gene 15, also known as Neurontin), an activity-
regulated gene highly expressed at developmental times of
synaptogenesis (Nedivi et al., 1996; Corriveau et al., 1999; Lee and
Nedivi, 2002). Cpg15KOmice show defects in synapse formation
(Fujino et al., 2011). Recently, in vivo TPM in the visual cortex
showed that CPG15 is not required for rapid spine formation
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FIGURE 3 | Late phase of spine enlargement/formation. Glutamate release at synapses can induce long-lasting forms of synaptic plasticity that are mediated by
NMDA-receptor and/or L-VSCC dependent calcium influx (1) and typically require activity-dependent protein synthesis, which is a consequence of the local mRNA
translation within the dendrite (3) or of gene transcription within the nucleus (2,3). The mechanisms underlying activity-dependent local mRNA translation are currently
unclear. Concerning gene transcription in the nucleus and transport of new mRNAs/proteins to activated spines, Ca2+ influx induces a cascade of
kinase/phosphatase signaling pathways that propagate from the spine to the nucleus to phosphorylate/dephosphorylate activity-dependent transcription factors
such as CREB or MEF2c. In turn, these factors induce the gene expression of plasticity-related products (PRPs) in the cytoplasm, either proteins or mRNAs. These
PRPs are then transported and selectively captured by stimulated spines via a synaptic tagging and capture mechanism whose precise nature is still debated (3).

(Subramanian et al., 2019). Surprisingly, visual experience was
also not required. However, PSD95 recruitment to nascent spines
for their subsequent stabilization requires both visual input
and CPG15. Notably, elegant experiments using conditional
deletion in Cpg15 floxed mice showed that CPG15 is necessary
post-synaptically for spine stabilization. Further, CPG15 is not
only required but sufficient for spine stabilization as its forced
expression in post-synaptic neurons compensates for visual
deprivation in allowing spine stabilization. Mechanistically, the
data indicate that CPG15 physically interacts with AMPA
receptors at the nascent spine and then recruits PSD95
for stabilization.

Many of the proteins that constitute the activity-
dependent signaling network controlling gene transcription
are implicated in neurodevelopmental disorders, in particular
ASD (Ebert and Greenberg, 2013; Yap and Greenberg, 2018).
This suggests that dysregulation of activity-dependent signaling
networks, in general, may contribute significantly to the synaptic
dysfunction that occurs in such neurodevelopmental disorders.

“External” Triggers of Spinogenesis
The current knowledge based on uncaging experiments states
that the principal initial triggers for spinogenesis are the
binding of the neurotransmitters, glutamate, and GABA through
their binding to NMDA and GABA-A receptors, respectively
(Kwon and Sabatini, 2011; Oh et al., 2016). Glutamate triggers
spinogenesis lifelong, while the spinogenic effect of GABA is
restricted to early life when the neurotransmitter is depolarizing.

Although neurotransmitter/receptor interactions are essential
to determine where spine formation/elimination occurs on
dendrite stretches, other external molecules have been recently
shown to coregulate spine dynamics. Studies in the ventral
tegmental area (VTA) and hippocampus have enlightened
the role of the neuromodulators dopamine and serotonin
in spine enlargement and elongation. In slices, dopamine
secreted by VTA neurons was shown to promote glutamate-
induced spinogenesis in nucleus accumbens medium spiny
neurons. Researchers optically stimulated dopaminergic and
glutamatergic inputs separately and found that dopamine
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promoted spine enlargement only during a narrow time window
(0.3–2 s) after the glutamatergic inputs. The downstream
spine effector mechanisms included calcium entry, cAMP, and
PKA activation (Yagishita et al., 2014). These data uncover
a molecular basis and spine mechanism for the concept of
reinforcement of animal behavior. Concerning serotonin, Bijata
et al. (2017) have found in dissociated hippocampal cultures
a signaling module involving the 5-HT7 receptor (5-HT7R),
matrix metalloproteinase 9 (MMP-9), the hyaluronan receptor
CD44, and the small GTPase Cdc42. Stimulation of 5-HT7R
results in MMP-9 activation, which, in turn, cleaves CD44. This
results in local detachment from the extracellular matrix, which
facilitates spine elongation.

The predominant influence of stress and the circadian cycle
highlights the critical role of glucocorticoid in spine dynamics.
The two receptors for glucocorticoids GR and MR are involved
in glucocorticoid actions (Liston and Gan, 2011; Liston et al.,
2013). Tritiated labeling first showed that GR and MR exist as
transcription factors bound to genomic DNA (Sarrieau et al.,
1984; Alexis et al., 1990). However, EM analyses indicated that
GR andMR can also be found at the cell membrane, in particular
at pre and postsynaptic sites (Prager et al., 2010). The canonical
model of action of GR and MR upon glucocorticoid binding is to
activate a specific gene transcription program. This program can
be triggered either by DNA-bound GR/MR since glucocorticoid
can cross cell and nuclear membranes, or by synaptic GR/MR
that can translocate to the nucleus after glucocorticoid binding.
Strikingly, a non-transcriptional role of GR has been shown
in the rapid formation of nascent spines in vivo, already 1 h
after local corticosterone infusion (Liston et al., 2013). Molecular
analyses indicated that activation of dendritic GR initiates spine
formation through local interaction with the LIMK1-cofilin
pathway and subsequent modulations of actin polymerization.
Nevertheless, glucocorticoid-induced new spines then tend to
stabilize and survive long term, which requires longer-lasting,
transcriptional mechanisms that largely remain to be determined
(Leslie and Nedivi, 2011). In contrast to GR, pharmacologic
manipulations indicate that MR is predominantly involved in
spine elimination and that the mechanisms at play are purely
transcriptional (Liston et al., 2013). To add a level of complexity,
recent studies have indicated that the transcriptional activities
of GR and MR upon glucocorticoid activation require the
interaction with the NEUROD family of bHLH transcription
factors (Van Weert et al., 2017, 2019). In particular genomic
DNA binding sites for MR are all found near NEUROD binding
sites on genomic DNA, and both MR and GR depend on
NEUROD2 for efficient transactivation of their target genes, as
demonstrated on a luciferase assay (Van Weert et al., 2017).
Neurod2 is expressed in pyramidal neurons of the cortex
and hippocampus starting from their birth up until animal
death. Interestingly, NEUROD2 was identified by the elegant
‘‘transactivator trap’’ genetic screen designed by the Ghosh team
as an activity-dependent transcription factor, like CREB. Indeed,
NEUROD2 transactivation activity is potentiated by neuronal
activity in a calcium-dependent manner (Ince-Dunn et al., 2006).
Interestingly, a mouse study has suggested that Neurod2 KO
mice are insensitive to stress in the elevated plus-maze and

fear conditioning box (Lin et al., 2005b). We recently found
that NEUROD2 loss-of-function mutations are causally involved
in a neurodevelopment syndrome including ASD and ID in
humans (Runge et al., 2020). When analyzing Neurod2 KO
mice, we observed alterations of spine densities in apical tuft
dendrites of somatosensory L5 neurons. Spine variations differed
in juvenile and adult ages: juvenile mice had fewer spines
while adult mice more spines compared to wild type controls.
In vivo, TPM of apical dendrites helped explain these results as
it showed abnormally elevated spine formation rates in juvenile
mice, while spine elimination was normal, such that formation
took over elimination. Whether NEUROD2’s effect on spine
dynamics is entirely dependent on glucocorticoid signaling or
whether it can act independently as a mediator of activity-
dependent gene transcription for late-phase sLTP remains to
be determined. Nevertheless, our bulk (Runge et al., 2020) and
ongoing single-cell RNA-seq analyses show that plasticity-related
post-synaptic genes are the most enriched set of genes among
Neurod2KO differentially expressed genes (37/227 genes), which
suggests that NEUROD2 is a nexus in a gene network that
controls spine turnover in the postnatal cortex.

CONCLUSION AND PERSPECTIVES

We have described the current knowledge about the causes and
consequences of dendritic spine plasticity, with a particular focus
on recent in vivo TPM. Such studies have shown that spine
plasticity is caused by several forms of functional plasticity and
learning, and that, in return, it is causally involved in the storage
of the memory of these experiences on the long-term (Hayashi-
Takagi et al., 2015; Moda-Sava et al., 2019). Developmentally,
spine plasticity is prominent until adolescence and then drops
down in adulthood to very low levels. However, the tremendous
number of spines in each brain area allows to compensate for
this very low-level adult plasticity and can explain a lifelong
causative impact on neural network functions and animal’s
behavior (Arenz et al., 2008; Houweling and Brecht, 2008; Yang
et al., 2009; Figure 1).

In the future, several approaches might be indicated to
accelerate knowledge in the field. in utero electroporation of
more than a single fluorochrome will allow capturing not only
each spine’s morphology and location but also its subtype
identity in real-time in vivo. As shown by the work of Nedivi
and colleagues (Chen et al., 2012; Villa et al., 2016; Subramanian
et al., 2019), the ability to visualize PSD-95, via the in utero
electroporation of a PSD95-mCherry construct, revealed that
spines fall into two main subtypes corresponding to different
maturation stages. The majority of spines (∼80% in adults),
correspond to mature excitatory synapses, and these contain
PSD-95. Most of these PSD-95 positive spines are stable, but,
in the rare cases that they lose PSD-95 and disappear, or
are formed de novo and gain PSD-95, their dynamics result
in a persistent synapse gain or loss and permanent circuit
rewiring associated with learning and memory, respectively.
The remaining 20% of adult spines are PSD-95 negative. Most
of them have immature synaptic currents due to low AMPA
receptor contents and thus form unstable synapses. PSD-95
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negative spines are highly dynamic and mostly transient, rarely
gaining PSD-95 or persisting. Their dynamics likely reflect a
sampling strategy for searching potential presynaptic partners
in the extracellular space, and the rare spines gaining PSD-95
would be the ones inducing permanent circuit rewiring. In
sum, the recent in vivo TPM experiments have shown that
PSD95 is necessary for spine stabilization but not for spine
initiation (Subramanian et al., 2019). Interestingly, adult TPM
of in utero electroporated plasmids can also allow visualizing
the dynamics of molecular determinants of spine plasticity in
real-time in vivo. As a proof-of-principle, two studies from
Huganir and colleagues have shown that in utero electroporation
of a SEP-tagged GluA1 (an AMPA receptor subunit) plasmid
can be used to image experience-dependent AMPA receptor
trafficking in real-time in vivo (Zhang et al., 2015; Roth et al.,
2020). Many molecules other than PSD-95 and AMPA receptors
are important for spine plasticity (Sala and Segal, 2014; Schreiner
et al., 2017), but their in vivo role remains to be assessed, possibly
via similar approaches.

Importantly, the development of 2pFLIM on organotypic
slices has allowed exploring the spatiotemporal dynamics
of biochemical signaling in dendritic spines, and a proof-
of-principle in vivo has been published (Mower et al.,
2011). One current limitation of this strategy is that it
typically requires the over-expression of FRET-based biosensors
(Nishiyama, 2019), which likely disrupts native cell signaling
and thus limits the applicability of the method. In this regard,
the recent development of CRISP-Cas9 based techniques to
fluorescently tag endogenous proteins may open better avenues
to image endogenous signal transduction without the effects
of overexpressed FRET sensors, and this rather in vivo than
in slice cultures (Mikuni et al., 2016; Suzuki et al., 2016;
Nishiyama et al., 2017).

Besides spines, inhibitory synapses can now be imaged
longitudinally by TPM of Gephyrin-fused fluorophores. Nedivi
et al. (1996) found that, in cortical pyramidal neuron dendrites,

∼30% of inhibitory synapses form on dendritic spines (they
called them inhibitory spine synapses) while the rest are shaft
synapses. Then, by TPM they discovered that inhibitory spine
synapses are much more dynamic than dendritic spines and
inhibitory shaft synapses (Chen et al., 2012) and that they
are repeatedly assembled and removed at persistent sites (Villa
et al., 2016). This could provide flexible, input-specific gating of
stable excitatory synapses. Studying further the interplay between
inhibitory synapse subtypes and excitatory spines has exciting
implications for the understanding of cortical network function
in health and neuropsychiatric disorders, which often strongly
affect inhibitory neurons (Han et al., 2012; Judson et al., 2016;
Ip et al., 2018).

Another prospective advance in the field will be to track
presynaptic axons and circuits connecting the dendritic spines
whose dynamics are observed. The Gan team has nicely shown
that axonal boutons are largely stable in the barrel cortex of adult
mice (Qiao et al., 2016). However, for all but one study in the
field to date (Yang et al., 2016), the identity of axonal inputs that
form connections with learning-induced spines have not been
searched. The recent improvements in intersectional genetics
and retrograde/anterograde tracers should help to address this
issue, which will be essential to deconstruct how specific circuits
are modulated by experience and disease.
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In most mammalian species parent-offspring interactions during early life periods
primarily comprise social contacts with the mother, whereas the role of males in
parental care is one of the most overlooked and understudied topics. The present
study addressed the hypothesis that the complete deprivation of paternal care delays or
permanently retards synaptic connectivity in the brain, particularly in the medial prefrontal
cortex (mPFC) of the offspring in a sex-specific manner. Another aim of this study was
to address the question whether and in which way replacing the father with a female
caregiver (in our experiments the “aunt”) can “buffer” the detrimental effects of paternal
deprivation on neuronal development. The comparison of: (a) single mother rearing;
(b) biparental rearing by father and mother; and (c) biparental rearing by two female
caregivers revealed that: (i) paternal care represents a critical environmental factor for
synaptic and dendritic development of pyramidal neurons in the vmPFC of their offspring;
(ii) a second female caregiver (“aunt”) does not “buffer” the neuronal consequences of
paternal deprivation; and that (iii) neuronal development in the vmPFC is differentially
affected in male and female offspring in response to different family constellations.

Keywords: dendritic spines, prefrontal cortex, paternal deprivation, family structure, sex difference,
pyramidal neuron

INTRODUCTION

The vast majority of studies emphasize the important role of themother in supporting infant growth
and survival and facilitating cognitive as well social-emotional development (Meaney, 2001; Zhang
et al., 2013; Bock et al., 2014; Maccari et al., 2014; Glynn and Baram, 2019). In contrast, the father’s
contribution to infant development has been less studied. This is surprising since in humans as well
as in several other bi-parental mammalian species the father represents a major source of emotional
and social interactions (Feldman et al., 2019). Recent studies comparing maternal and paternal
behavior in humans showed that fathers provide the same level of sensitivity as mothers during
interactions with their children and make a unique contribution to the child’s social development
and emotion regulation, particularly to the child’s later capacity to function adaptively within
the social milieu (Feldman, 2016; Kohl et al., 2017, 2018; Abraham and Feldman, 2018). Absence
of a paternal caregiver influences the socialization and increases the probability of drug and
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alcohol abuse, mental illness, poor educational performance
and criminal activity of affected children (Franz et al., 1999;
Baskerville, 2002; O’Neill, 2002; Erhard and Janig, 2003; Kindler
and Grossmann, 2004; Garfield and Isacco, 2006). Also, a variety
of clinical studies provide evidence that adolescents living in
single-mother homes develop higher levels of delinquency than
those raised in dual-parent households (Juby and Farrington,
2001; Demuth and Brown, 2004) and are at greater risk for
incarceration (Harper and McLanahan, 2004).

So far there are no systematic analyses of brain functional
changes in father-deprived children, which underlines the
importance of research in animal models, which—besides, to
use functional imaging techniques—also allow to ‘‘zoom in’’
to the microscopic and molecular/epigenetic level to study the
impact of paternal care on neuronal and synaptic development.
An increasing number of experimental approaches in various
biparental rodent species revealed the important role of fathers
and bi-parental care in shaping functional neuronal networks in
the brain and the associated socioemotional development of their
offspring (Braun and Champagne, 2014; Bales and Saltzman,
2016; Saltzman et al., 2017; Feldman et al., 2019; Pohl et al.,
2019). These studies compared the developmental trajectories of
offspring from biparental and single-mother families, whereas
studies investigating possible influences of an additional (male
or female) caregiver are rare.

We have introduced the trumpet-tailed rat Octodon degus as
an animal model to study developmental processes underlying
human psychopathologies in the context of the DOHaD
(Developmental Origins of Health and Disease; Hanson and
Gluckman, 2014; Heindel et al., 2015). This species is
characterized by biparental care that is associated with complex
familial structures and an intense social bond between young
degus and their parents (Fuchs et al., 2010; Colonnello et al.,
2011). Behavioral studies in degus have shown that the father is
actively engaged in parent-offspring interactions (Wilson, 1982),
including huddling, licking and grooming, and play behavior
(Helmeke et al., 2009; Pinkernelle et al., 2009). During the first
3 weeks of life paternal care comprises about 40% of total
parent-offspring interactions (Helmeke et al., 2009; Pinkernelle
et al., 2009) and it was claimed that degu fathers play a major
role as ‘‘regulator’’ of the offspring’s behavioral development
(Wilson, 1982). Importantly, after the removal of the father
single degu mothers do not compensate for the lack of paternal
care by intensifying maternal activities (Helmeke et al., 2009),
which creates a socio-emotionally deprived environment in
fatherless families. Degus share the principal brain anatomy
with common laboratory rodents (Wright and Kern, 1992;
Kumazawa-Manita et al., 2013, 2018) and they display superior
cognitive functions, such as learning to use a tool to retrieve
food (Okanoya et al., 2008). Similar to human babies (De Casper
and Fifer, 1980; Fifer and Moon, 1994), newborn degus learn
to recognize and to respond to their mothers’ vocalizations
within the first days of life (Poeggel and Braun, 1996; Braun
and Scheich, 1997; Braun and Poeggel, 2001), and also similar
to humans this vocal communication is important for the
establishment and maintenance of the emotional attachment to
the parents.

Various experimental studies analyzing the development of
sensory and motor systems revealed that the developing brain
is ‘‘experience-expectant’’ during circumscribed critical periods
and that the establishment and refinement of sensory and
emotional brain pathways requires an ‘‘enriched’’ stimulating
environment during these life periods (Bryan and Riesen, 1989;
Rosenzweig and Bennett, 1996; Bock and Braun, 1999a,b; Poeggel
et al., 2003; Markham and Greenough, 2004; Bock et al., 2014).
Such an enriched socio-emotional environment is normally
provided by an adequate and structured parental care. While
biparental care can be envisioned as an ‘‘enriched’’ environment
for the offspring, being raised by a single caregiver represents an
‘‘impoverished’’ environment, a family setting which in animal
studies can be experimentally applied to assess the impact of
paternal care on the development of his offspring. The behavioral
pathologies observed in father-deprived individuals likely arise
from a socio-emotionally impoverished family setting resulting
in functional deficits within specific brain circuits. Indeed, the
development and functional maturation of brain regions such
as the orbitofrontal cortex (OFC) and the anterior cingulate
cortex (ACd) are particularly sensitive towards paternal input as
revealed in previous studies (Ovtscharoff et al., 2006; Helmeke
et al., 2009; Braun et al., 2011, 2013; Seidel et al., 2011).

One aim of the present study was to address the hypothesis
that paternal deprivation delays or permanently retards synaptic
connectivity in the brain, particularly in the medial prefrontal
cortex (mPFC) of the offspring. Most studies consider paternal
absence synonymous with living in a single-parent, non-intact,
or mother-headed family, and accordingly, the majority of
experimental paternal deprivation studies applied a paradigm
in which the father is removed from the family at the birth of
his offspring. However, in ‘‘real’’ life an absent father can be
replaced by other male or female caregivers, which are integrated
into the family setting. Hence, the second aim of this study was
to address the question whether the father can be replaced by
another female caregiver (in our experiments the ‘‘aunt’’) who
may ‘‘buffer’’ the detrimental effects of paternal deprivation on
brain development. Since so far, the majority of animal studies
have focused on the consequences of paternal deprivation inmale
offspring, the third aim of this study was to compare the impact
of paternal deprivation on neuronal development in male and
female siblings.

MATERIALS AND METHODS

Animals
The degus used in this study were bred in our colony at the
Institute of Biology, Otto von Guericke University Magdeburg.
They were housed in wire cages (l/w/h: 50 cm/42 cm/67 cm)
in temperature (22◦C) and humidity (55%) controlled rooms
under a 12/12 h light/dark cycle. Freshwater and rodent
diet pellets were accessible ad libitum, vegetables were added
occasionally. All experiments were performed following the
European Community’s Council Directive and according to the
German guidelines for the care and use of animals in laboratory
research. The experimental protocols were approved by the ethics
committee of Saxony-Anhalt.
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Experimental Groups
Four weeks after mating a male and female breeding pair the
sister of the female (aunt) was introduced to the breeding
pair and housed in the same cage. On the day of delivery
(postnatal day, PND, 0) the families were assigned to three
experimental groups:

Control family (+F group = male and female biparental): after
delivery of the pups the aunt was removed from the family,
resulting in a bi-parental family in which the pups were raised by
the father and mother (Noffspring = 7 males, 5 females, each from
different families to prevent litter effects). The data presented for
this group include a total of 28 neurons for males and a total of
20 neurons for females. The data presented for this group include
a total of 28 neurons for males and a total of 20 neurons for
females.

Single mother family (−F group = father-deprived): on the
day of delivery the father and the aunt were removed from the
home cage, resulting in a single-parent family in which the pups
were raised by the mother only (Noffspring = 6 males, 7 females,
each from different families to prevent litter effects). The data
presented for this group include a total of 24 neurons for males
and a total of 28 neurons for females.

Mother-Aunt family (MA group = female biparental): on the
day of delivery the father was removed from the family, resulting
in a bi-parental family in which the pups were raised by the
mother and her sister (aunt; Noffspring = 6 males, 6 females,
each from different families to prevent litter effects). The
data presented for this group include a total of 24 neurons
for males and also a total of 24 neurons for females. All
families were group-housed in their home cage until postnatal
day 45 (puberty).

Quantitative Neuromorphology
After decapitation, the unfixed brains were impregnated in the
Golgi solution for 14 days and embedded in celloidin. One-
hundred and fifty micrometre tissue sections were prepared
and developed by using a modified Golgi–Cox technique
(for methodological details, see Bock et al., 2016). For each
hemisphere two pyramidal neurons located in layer II/III
of the ventromedial prefrontal cortex (vmPFC) comprising
the infralimbic (IL) and prelimbic (PL) cortex were analyzed
(Figure 1A). The brain region was defined according to the
rat brain atlas (Paxinos and Watson, 2004) and the degu
brain atlas (Kumazawa-Manita et al., 2018). All neurons were
reconstructed at a final magnification of 1,000× using a
computer-based neuron tracing system (NEUROLUCIDAr,
MicroBright-Field, Williston, VT, USA), which allows the
quantitative three-dimensional analysis of complete dendritic
trees. For each animal two neurons per hemisphere, that is
four neurons per animal, were analyzed. Neurons selected for
analysis (representative example in Figure 1B) had to fulfill
the following criteria: (1) localization within the boundaries
of the vmPFC, (2) uniform and complete staining of apical
and basal dendritic trees within the 150 µm section, (3) apical
dendrites had to branch regularly into a series of bifurcating
branches divided into primary, secondary, tertiary, etc. and
(4) sufficient distance from neighboring neurons, glia or blood

vessels, which could obscure their morphology. All protrusions,
thin, stubby, or mushroom type were counted as spines if
they were in direct continuity with the dendritic shaft. No
attempt was made to correct for hidden spines (Feldman
and Peters, 1979), as the use of visible spine counts for
comparison between different experimental conditions had
been validated previously (Horner and Arbuthnott, 1991).
The following parameters for each reconstructed neuron were
quantified: (i) dendritic length in µm; (ii) spine frequency
representing the number of visible spines per 10 µm dendritic
length; (iii) number of visible spines; and (iv) dendritic
complexity. All protrusions, thin, stubby, or mushroom type
were counted as spines if they were in direct continuity with
the dendritic shaft. The length of the dendritic trees was
measured by tracing the entire dendrite in three dimensions
while counting dendritic spines. Spine frequency was calculated
separately for the apical and basal dendrites of each neuron.
For a more detailed analysis, three parallel analysis strategies
were performed: (1) To assess whether spine changes are
confined to specific areas of the dendritic field, the natural
branches (segments) of the apical and basal dendritic trees
were numbered consecutively (primary, secondary, tertiary,
etc.) from proximal to distal (Bock and Braun, 1999a,b; Bock
et al., 2016; Figure 1C). Spine frequency was calculated: (i)
as the average for the complete apical or basal dendrite; and
(ii) as the average for the individual branching orders (see
above). (2) Since it turned out that the most distal dendritic
segments showed the most pronounced differences between
the rearing groups we applied an additional analysis: the
values for each parameter (dendritic length, spine frequency,
spine number) were pooled for the 3rd-5th apical branch
order or the 2nd–4th basal branch order, respectively. (3) To
obtain more detailed information about changes of dendritic
complexity, a three-dimensional version of the Sholl analysis
(Sholl, 1953) was performed, in which concentric spheres
at 50 µm intervals were placed around the soma and the
number of intersections between dendrite and Sholl sphere
was calculated (Figure 1D). All analyses were conducted by an
experimenter whowas unaware of the experimental conditions of
the animals.

Statistical Analysis
A two-way ANOVA was performed to test for potential
differences within the main factors rearing condition (+F, −F,
MA) and sex (male, female) and potential interaction of these
factors. For a more detailed comparison of the individual
experimental groups, a one-way ANOVA for male and female
groups was conducted and in case of significance (p ≤ 0.05) a
Student-Newman-Keuls-(SNK-) test post hoc tests was applied.
The data for each hemisphere were pooled and analyzed
separately, resulting in two values per animal. As described above
we compared values of dendritic length, spine frequency, and
spine number for: (i) complete neurons; and (ii) 3rd–5th order
segments for apical dendrites, 2nd–4th order segments for basal
dendrites. Also, values for comparison of dendritic complexity
were derived from Sholl analysis.
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FIGURE 1 | (A) Schematic illustration indicating the vmPFC in the Degu cortex comprising the infralimbic (IL) and prelimbic (PL) cortex (modified after Paxinos and
Watson, 2004); (B) photomicrograph of a pyramidal neuron in the vmPFC; inset shows a dendritic segment with dendritic spines; (C) schematic illustration of
dendritic branching with numbers indicating individual branch orders (“natural” dendritic segments); (D) schematic illustration of Sholl analysis with concentric
spheres around the soma and respective radii in µm; arrows indicate intersections on apical and basal dendrites (“artificial” dendritic segments), respectively, used
for the analysis of dendritic complexity.

RESULTS

In the present study, we aimed to analyze if growing up
without a male caregiver (single mother family, −F group) may

affect neuronal morphology in the vmPFC of periadolescent
degu pups when compared to pups from a male and female
biparental control family (control group). Moreover, to analyze
if differences between these two rearing conditions are specific
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for a male caregiver, we introduced an additional biparental
group consisting of two female caregivers (mother/aunt family,
MA group). Also, we wanted to test for potential differences
between male and female offspring. Thus, we first applied a
two-way ANOVA to test for differences between the three
rearing conditions, between male and female animals and
potential interactions between these main factors. Also, a
one-way ANOVA with the subsequent post hoc test was applied
separately for male and female offspring to get a more detailed
comparison between the individual rearing conditions.

Rearing-Induced Differences in Spine
Frequency, Spine Number, Dendritic
Length and Complexity
Two-way ANOVA for factors rearing condition and sex revealed
several significant effects or strong tendencies for the factor
rearing condition and interaction of rearing condition × sex,
no significant effects were detected for factor sex (for details see
Table 1).

Since two-way ANOVA revealed some evidence for an
interaction of rearing conditions × sex (basal spine number
and basal dendritic length), we conducted a one-way ANOVA
with an SNK posthoc test for males and females separately
to test for differences between the individual experimental
groups. This analysis revealed that rearing conditions affect
neuromorphological parameters and that these effects differ
in male and female offspring, as described in detail in the
following section.

Male Offspring
Spine frequency: Analysis of vmPFC pyramidal neurons using a
one-way ANOVA indicated significant differences in the average
spine frequency for the complete basal dendrites between the
three treatment groups (p = 0.035). Post hoc test revealed a
significantly lower spine frequency of offspring from the single
mother (−F) group compared to offspring from the biparental
(+F) group (p = 0.034, 16% reduced, Figure 2D). Similarly,
analysis for the pooled values of the 2nd to 4th basal dendritic

segments indicated a significant difference between the treatment
groups (p = 0.019) and the post hoc test revealed a significantly
lower spine frequency for the −F group compared to the +F
group (p = 0.017, 20% decrease, Figures 2E,F) in this basal
segments. Also, the post hoc test showed a tendency towards
a lower basal spine frequency in the mother-aunt (MA) group
compared to the offspring of the +F group (p = 0.062, 13%
decrease, Figures 2E,F). For the apical dendrites, no significant
effects in spine frequency were found between the experimental
groups (Figures 2A–C). Also, no differences neither for spine
number (Figures 2G–L), dendritic length nor for dendritic
complexity were observed in male animals.

Female Offspring
Spine frequency: No significant differences for spine frequency
were found between the three rearing conditions neither on basal
or on apical dendrites (Figures 3A–F).

Spine number: One way ANOVA in female offspring
indicated significant differences in the average spine number for
the complete basal dendrite between the three treatment groups
(p = 0.037). Post hoc analysis revealed reduced spine number in
female offspring of the MA group compared to −F offspring
(p = 0.031, 35% decrease, Figure 3J). Similarly, analysis for the
pooled values of the 2nd to 4th basal dendritic segments indicated
a significant difference between the treatment groups (p = 0.012)
and the post hoc test revealed a significantly lower spine number
for the MA group compared to the +F group (p = 0.015, 36%
decrease) as well as for the −F group (p = 0.019, 30% decrease,
Figures 3K,L). While no significant effects were observed for
the complete apical dendrite (Figure 4A), significant differences
between the experimental groups were also observed for the
pooled values of 3rd to 5th dendritic segments of apical dendrites
(p = 0.025) and the post hoc test revealed a significantly lower
number in female animals of the MA group compared to female
animals of the +F group (p = 0.026, 26% decrease, Figure 3G) as
well as of the −F group (p = 0.035, 27% decrease, Figures 3H,I).

Dendritic length and complexity: One way ANOVA for total
basal dendritic length indicated significant differences between

TABLE 1 | Results of two-way ANOVA for factors rearing, sex, and interaction of rearing condition × sex.

Dendrite Parameter Rearing condition Sex Rearing condition × sex

apical spine frequency 0.3 0.67 0.75
spine number 0.2 0.5 0.3
dendritic length 0.2 0.2 0.3
dendritic complexity 0.074 0.3 0.28

basal spine frequency 0.068 0.4 0.3
spine number 0.058 0.5 0.056
dendritic length 0.056 0.8 0.069

dendritic complexity 0.05 0.7 0.27

apical pooled values 3rd–5th segments spine frequency 0.3 0.5 0.9

spine number 0.002 0.7 0.89

dendritic length 0.008 0.9 0.7

basal pooled values 2nd–4th segments spine frequency 0.091 0.7 0.1

spine number 0.026 0.5 0.2

dendritic length 0.1 0.2 0.2

Bold numbers with grey background indicate significant differences (p ≤ 0.05); numbers in italics indicate a trend towards significance (p < 0.1).
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FIGURE 2 | Effects of different rearing conditions on dendritic spine frequency and spine number in male degu offspring. (A,D,G,J) Mean dendritic spine frequency
and spine number for entire apical (A,G) or basal dendrites (D,J). (B,E,H,K) Distribution of spine frequency and spine number within the individual dendritic segments
(branch orders) along apical and basal dendrites; rectangles in figures in the central column indicate the branch orders used for pooled segment analysis. (C,F,I,L)
Mean spine frequency and spine number of pooled 3rd to 5th branch order segments in apical and the 2nd to 4th branch order segments in basal dendrites. +F, male
and female biparental control group; −F, fatherless single mother group; MA, female biparental (mother and aunt) group. ∗p ≤ 0.05; (∗)p ≤ 0.1, SNK post hoc test.

the three experimental groups (p = 0.027), and the post hoc
test revealed reduced dendritic length in offspring from the MA
group compared to offspring from the −F group (p = 0.021, 38%
reduction, Figure 4D). Also, analysis for the pooled values of
the 2nd to 4th basal dendritic segments indicated a significant
difference between the treatment groups (p = 0.006), and the post
hoc test revealed for this basal segments reduced dendritic length
in the MA group compared to the +F group (p = 0.006, 30%
reduction) as well as to the −F group (p = 0.028, 22% reduction,

Figures 4E,F). While no significant effects were observed for the
entire apical dendrites, one way ANOVA indicated differences
for the pooled 3rd to 5th dendritic segments of apical dendrites
between the experimental groups (p = 0.04) and the post hoc
test revealed significantly reduced length of these apical segments
in females from the MA group compared to females from
−F group (p = 0.044, 22% reduction) as well as a strong
tendency compared to the −F group (p = 0.053, 20% reduction,
Figures 4B,C).
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FIGURE 3 | Effects of different rearing conditions on dendritic spine frequency and spine number in female degu offspring. Diagrams in the left column illustrate
mean dendritic spine frequency and spine number for entire apical (A,G) or basal dendrites (D,J). The diagrams in the center column illustrate the distribution of
spine frequency (B,E) and spine number (H,K) along the individual dendritic segments (branch orders) of apical and basal dendrites. The grey shaded rectangles
indicate the branch orders that were used for the pooled segment analysis (for details see “Materials and Methods” section). Diagrams in the right column illustrate
the results of the pooled segment analysis, mean spine frequency, and spine number of the pooled 3rd to 5th branch order segments in apical (C,I) and the 2nd to
4th branch order segments in basal dendrites (F,L). +F, male and female biparental control group; −F, fatherless single mother group; MA, female biparental (mother
and aunt) group. ∗p ≤ 0.05, SNK post hoc test.

For dendritic complexity as analyzed with Sholl analysis
ANOVA indicated a difference between the experimental groups
in the basal dendrite (p = 0.05) and post hoc analysis revealed
reduced basal dendritic complexity in the MA female group
compared to the −F female group (p = 0.039, 36% reduction,

Figures 4I,J). Also, for dendritic complexity of apical dendrites,
ANOVA indicated a difference between the female experimental
groups (p = 0.018) and the post hoc test revealed a reduction
apical dendritic complexity in the MA group compared to
the +F group (p = 0.024, 28% reduction) as well as to
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FIGURE 4 | Effects of different rearing conditions on dendritic length and complexity in female degu offspring. (A,D) Dendritic length for entire apical (A) or basal (D)
dendrites. (B,E) Distribution of mean dendritic length within the individual dendritic segments (branch orders) along apical and basal dendrites; rectangles in figures in
the central column indicate the branch orders used for pooled segment analysis. (C,F) Dendritic length of the pooled 3rd to 5th branch order segments in apical and
the 2nd to 4th branch order segments in basal dendrites. (G,H,I,J) Dendritic complexity indicated as intersections as a result of Sholl analysis; (G,I) sum across
entire apical or basal dendrites, (H,J) distribution along apical and basal dendrites. +F, male and female biparental control group; −F, fatherless single mother group;
MA, female biparental (mother and aunt) group. ∗p ≤ 0.05, (∗)p ≤ 0.1, SNK post hoc test.

the −F group (p = 0.023, 24% reduction, Figures 4G,H).
Results for dendritic complexity are illustrated as representative
dendrograms and reconstructions of representative pyramidal
neurons in Figure 5 (dendrograms Figures 5A,B; representative
reconstructions Figure 5C).

DISCUSSION

The target area of the present study, the vmPFC, is implicated
in various behavioral aspects and specifically related to the
control of socio-emotional behavior, behavioral flexibility,
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FIGURE 5 | Dendrograms and reconstructions of representative neurons in the different rearing groups to visualize the differences in dendritic length and complexity
in female offspring. (A,B) Representative dendrograms for apical and basal dendrites; hatched vertical lines and numbers on each segment indicate length in µm. (C)
Reconstructions of representative pyramidal neurons; branch orders are labeled by individual colors. +F = biparental control group, −F, fatherless group reared by
mother; MA, reared by mother and aunt.

and cognitive functions. Although the homology of vmPFC
subregions between humans and rodents is still under debate,
it is important to note that the vmPFC is a key modulatory
area of specific cortical and subcortical networks that include
the amygdala, hippocampus, bed nucleus of stria terminalis,
periaqueductal grey, anterior cingulate cortex and nucleus
accumbens (Ko, 2017; Hiser and Koenigs, 2018). Previous studies
in Octodon degus revealed that growing up in fatherless family
results in various alterations of neuronal networks, which are
indicative of a shift in homeostatic synaptic plasticity, i.e., the
balance of excitatory and inhibitory activity in the prefrontal
cortex. This view is supported by findings demonstrating that
reduced excitatory input onto neurons in the PFC (reflected
by decreased spine density and/or number) is paralleled by
an increase in the density of different subtypes of inhibitory
interneurons in the OFC as well as in the vmPFC (PL/IL;
Braun et al., 2011). Although it is premature, without behavioral
correlates indicative for prefrontal dysfunction, to offer a
functional interpretation for the reduced synaptic density in
father-deprived male offspring, it is tempting to speculate
that these neuroanatomical changes in response to paternal
deprivation might indicate that prefrontal regions may become
hypofunctional. In support for this interpretation, we observed
in degu pups, which were repeatedly separated from their
parents and family during the first 3 weeks of life, that
they display decreased metabolic brain activity in several
brain areas including prefrontal cortical areas such as ACd,
OFC as well as the PL and IL (Bock et al., 2017). This
finding matches observations of functional imaging studies,
which revealed that children suffering from early neglect
and emotional deprivation display prefrontal hypofunction
(Chugani et al., 2001).

Paternal Care Influences Dendritic and
Synaptic Development
So far, only a few studies compared the effect of paternal care
on the brain and behavioral development in male and female
offspring. Although on the ‘‘mathematical level’’ the two-way
ANOVA revealed no clear significant effects for the factor sex,
a trend for interaction between rearing conditions and sex was
detected. The comparison of individual groups—reflecting the
‘‘biological’’ view—revealed that paternal care affects dendrites
and spine synapses in the vmPFC differently in male and
female offspring. While in paternally deprived male offspring
spine frequency on basal dendrites was reduced without changes
in dendritic length and complexity, this effect was completely
absent in paternally deprived females. In contrast, reductions
of spine number and dendritic length and complexity in the
mother/aunt group were restricted to female offspring, whereas
male offspring appeared not to be affected by this rearing
condition (see below). Sex-specific consequences of paternal
deprivation have also been observed in other species, where
either males or females were more severely affected. Moreover,
the impact of paternal deprivation on brain development of
his offspring is not confined to degus but has also been
observed in other biparental rodents and non-human primates,
which suggests that similar neuronal changes may occur in the
human brain in response to paternal deprivation. For instance,
electrophysiological studies in the mPFC of California mice
observed lower firing rates of low-spiking pyramidal neurons in
father-deprived females compared to biparentally raised females,
whereas no significant differences in basal firing rates of both
low-spiking and high-spiking neurons were seen in father-
deprived and biparentally raised males (Bambico et al., 2015).
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Paternal deprivation-induced neuronal changes have also been
reported in limbic brain regions, which are connected to the
mPFC, including the hippocampal formation. In father-deprived
prairie voles (Microtus ochrogaster) glucocorticoid receptor
β (GRβ) protein expression was elevated in the hippocampus
of females, increased corticotropin-releasing hormone receptor 2
(CRHR2) protein expression was observed in the hippocampus
of males, while in both sexes paternal deprivation resulted
in decreased hippocampal CRHR2 mRNA (Tabbaa et al.,
2017). A recent study in the biparental mandarin vole
demonstrated that pre-weaning paternal deprivation at postnatal
days 14–21 reduced neurogenesis in the dentate gyrus,
predominantly in female offspring (Wu et al., 2014), and only
female offspring showed decreased expression of Brain-Derived
Neurotrophic Factor (BDNF) and the glucocorticoid receptor
(NR3C1; Wu et al., 2014). In contrast, decreased dendritic spine
density was observed in the dentate gyrus of both males and
females (He et al., 2018).

A Female Caregiver Cannot “Buffer” the
Neuronal Consequences of Paternal
Deprivation
Most experimental studies in bi-parental non-human species
apply paternal deprivation paradigms, where the father is
removed from the social unit. These studies demonstrate that
the absence of the father affects various behavioral traits in
the progeny, including anxiety, aggression, social behavior and
response to reward (Bester-Meredith and Marler, 2003; Frazier
et al., 2006; McGraw and Young, 2010; Wang et al., 2012; Yu
et al., 2012; Birnie et al., 2013). When interpreting findings from
paternal deprivation studies in animal models it has, however, to
be kept in mind that the observed consequences on the brain and
behavioral development might not be specific to the absence of a
male caregiver but might rather be due to single-parent rearing
conditions. This question was experimentally addressed in our
study by replacing the father with another female caregiver (the
sister of the dam, i.e., the ‘‘aunt’’) resulting in a female biparental
family. Our results revealed that a female caregiver cannot
protect from or compensate for the neuronal changes induced
by growing-up in a fatherless environment, but rather induces

additional neuronal changes, particularly in the vmPFC of female
offspring. Again, it is tempting to speculate that these changes
might be indicative of prefrontal dysfunction. However, the
socio-emotional environment provided by a female biparental
family remains to be investigated in more detail, to assess
whether it represents an ‘‘impoverished’’ or an overprotective or
stressful environment.
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The consensus that synaptic failure is the earliest cause of cognitive deterioration in
Alzheimer’s disease (AD) has initially led to investigate structural (dendritic spines) and
physiological (LTP) synaptic dysfunctions in mouse models of AD with established
cognitive alterations. The challenge is now to track down ultra-early alterations in
spines to uncover causes rather than disease’s symptoms. This review article pinpoints
dysregulations of the postsynaptic density (PSD) protein network which alter the
morphology and function of spines in pre- and early- symptomatic hAPP mouse models
of AD, and, hence, inform on primary causes of neurodegeneration.

Keywords: Alzheimer’s disease, presymptomatic stage, full-length APP, Aβ oligomers (Aβo), dendritic spines,
synaptic proteins

INTRODUCTION

Re-arrangements of synaptic connectivity in neural circuits of memory allow individual experiences
to be encoded, stored, and subsequently recalled. These re-arrangements occur at the level of
dendritic spines (spines), the neuron’s dendrites protrusions which host excitatory synapses and can
change their number, volume, and shape in response to environmental stimuli. The morphological
plasticity of spines is supported by the dynamic properties of their actin cytoskeleton. Close to the
presynaptic active zone, the postsynaptic density (PSD) of spines contains receptors, cytoskeletal,
scaffolding/adaptors proteins, and signaling molecules representative of multiple pathways which
control synaptic activity by maintaining a physiological balance between the morphology and the
function of spines (Lee et al., 2012). Changes in shape, therefore, affect the electrical properties of
spines (Tønnesen and Nägerl, 2016), modify the amount of excitatory neurotransmission (Yuste
et al., 2000), and alter the wiring diagram of memory circuits through a redistribution of synaptic
weights in neuronal ensembles (Varga et al., 2011; Rochefort and Konnerth, 2012).

In Alzheimer’s disease (AD), data showing that episodic memory is altered in the
absence of massive neurodegeneration have established that synaptic failure is the earliest
cause of cognitive deterioration (Selkoe, 2002). Hence, the search for alterations in the
PSD protein network involved in structural (spines) and physiological (LTP) synaptic
dysfunctions has become mainstream in the AD field (Tackenberg et al., 2009; Yu and
Lu, 2012). Being mostly accessible in mouse models of the disease, these alterations
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have been investigated in mice overexpressing mutant human
genes—amyloid protein precursor (APP), Presenilin-1 (PS1),
and microtubule-associated protein Tau known to cause clinical
and neuropathological alterations in familiar forms of AD. The
production of mutant mice bearing single or several transgenes
that were expressed in distinct wild-type backgrounds has,
however, generated a variety of phenotypes that differ in the
onset, the progression and the severity of AD-like symptoms
(Hsiao et al., 1996). Thus, a myriad of factors impacting on
structural and functional synaptic plasticity have been identified
in AD mice (Tu et al., 2014; Aoki and Sherpa, 2017) and patients
(Gong and Lippa, 2010), but at different ages and in association
with variable neurodegenerative burdens.

Although these investigations have put forward the disruptive
role of a variety molecular and biological components that alter
the functionality of spines—and are suitable to be targeted in
a therapeutic perspective-, the current challenge is to uncover
the mechanisms that initiate the earliest spine dysfunctions with
the double objective of: (i) unveiling causes rather than disease’s
symptoms; and (ii) intervening to prevent rather than to contrast
neurodegeneration (Llorens-Martin et al., 2014). Considering
that the presence of circulating Aβ oligomers (Aβo) associates
with the early signs synapto-toxicity (Lambert et al., 1998; Hsia
et al., 1999; Mucke et al., 2000; Beckman et al., 2019), this
review pinpoints dysregulations of the PSD protein network
which disrupt the morphology and function of spines in early
developing in vitro and in vivo human mutant APP models, and
can inform on primary causes of neurodegeneration.

Aβ-INDUCED ALTERATION OF THE PSD
NETWORK DISRUPTS DENDRITIC SPINES
IN CULTURED NEURONS

Wild-Type Neurons Exposed to Aβo
Aβo selectively bind the postsynaptic component of excitatory
synapses (Lacor et al., 2007; Renner et al., 2010; Cline et al.,
2018), and exposure of wild-type neurons in culture to Aβo
is sufficient to trigger in vitro ‘‘phenocopies’’ of AD spines
pathology. For example, pyramidal neurons in rat hippocampal
organotypic slices exposed to picomolar levels (∼100–300 pM)
of soluble Aβo show a decrease in spine density and in the
number of electrophysiologically active synapses in association
with a reduction of NMDA receptor-mediated calcium influx. Of
note, these effects are reverted by Aβ-specific antibodies, or by
the small molecule scylloinositol (ASD 103) which prevents Aβ

aggregation (Shankar et al., 2007). More recently, acute exposure
to Aβo (100 nM) was found to increase phosphorylation of
the cofilin-1 protein in the postsynaptic compartment and to
favor its distribution in the Triton-insoluble fractions, with
consequent stabilization of F-actin in spines, impairment of
synaptic plasticity, and disruption of synaptic transmission due
to the formation of cofilin-actin rods (Rush et al., 2018). Also,
insertion of Aβ derived diffusible ligands (ADDL, 500 nM)
in the medium of cultured mature cortical pyramidal neurons
induces spine dysgenesis associated with depletion of kalirin-7,
a key regulator of spines formation while overexpression of

kalirin-7 prevents ADDL-induced spine degeneration (Xie et al.,
2019). Data showing that synthetic and human-derived Aβo
stimulates microglia proliferation at subneurotoxic nanomolar
(250 nM) concentrations (Neniskyte et al., 2011) in wild-type
neurons suggest that neuroinflammation plays an early role in
Aβo-related neuronal subcellular alterations. Consistent with this
view, hippocampal neurons in cultures exposed to Aβo in a
microglia-conditioned medium show reduced levels of dendritic
proteins Ac-TN and MAP2, postsynaptic proteins PSD95 and
GRIP1, and presynaptic protein synaptophysin (Maezawa et al.,
2011). In apparent contrast with these findings, in vivo time-lapse
imaging of spines in organotypic hippocampal slices treated with
micromolar (1 µM) concentrations of Aβo reveals an increase
in the density of total dendritic spines due, however, to a rise of
immature stubby spines with no head and neck differentiation
preventing synaptic signal compartmentalization and therefore
unlikely to enhance synaptic transmission (Ortiz-Sanz et al.,
2020). Suggesting that the toxicity of Aβo is independent
of its subcellular localization, overproduction of axonal or
dendritic Aβo in rat cultured cortical neurons disrupts both
synaptic density and plasticity (Wei et al., 2010). Aβo (10 µM)
also impact scaffolding and cytoskeletal proteins in cortical
neurons in culture. Specifically, a reduction in PSD-95 levels
at glutamatergic synapses (Roselli et al., 2005), a disassembly
of Homer1b and Shank1, two scaffold proteins that couple
PSD-95 with ionotropic and metabotropic glutamate receptors
(Roselli et al., 2009), and a significant reduction in the density
and morphology of spines accompanied by decreased levels of
the spine cytoskeletal protein drebrin (Lacor et al., 2007) have
been reported.

Mutant hAPP Neurons
Compared to wild-type neurons exposed to Aβo, neurons from
AD mice have the advantage to inform on the chronology of
synaptic alterations whose severity varies according to: (i) the
age and the neurodegenerative burden of the mouse model
used for the preparation of neurons in culture; and (ii) the
degree of maturation of cells, which depends on the number
of days they are kept growing in vitro (DIV). For example,
in cultured neurons from Tg2576 cortices and hippocampi
prepared at embryonic days 16 and 18, the first synaptic
alterations are detected on the postsynaptic side. Those consist
in a synaptic reduction of PSD-95 and glutamate receptor
subunit GluA1 levels observed at 12 DIV, which become more
severe at 19 DIV since not only synaptic but total levels of
PSD-95 and GluR1 are decreased and fewer spines, identified by
PSD-95, spinophilin, drebrin, and F-actin staining are counted.
Interestingly, 19 DIV is also the time point where the first
presynaptic alteration, i.e., decreased levels of synaptophysin,
is detected (Almeida et al., 2005). To better intercept in vitro
developmental changes in spines, Penazzi et al. (2016) established
a long term ex vivo model of hippocampal slices prepared from
7- or 14-day-old mice that were kept in culture for 15 or 20 days.
Spine loss and progressive changes from mushroom- to stubby-
shaped spines in CA1 hippocampal neurons were observed
in all preparations, but these dysfunctions were considerably
stronger in the P14/20 DIV condition. Of note, the changes
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in spines observed in cultured neurons were fully consistent
with those exhibited by the same mice at 3- 4- and 5-week of
age. Confirming that the most severe alterations occur in the
most mature AD neurons, primary cortical neurons prepared
from postnatal day 1 APP/PS1 mice and fixed at DIV 10 and
16 revealed that while only the spine head diameters were
reduced at DIV 10, head diameters, surface areas, and F-actin
levels were reduced in spines measured at DIV16 (Kommaddi
et al., 2018). Then, consistent with data showing that spine loss in
AD patients andmice models occur through a pathway involving
the calcium-dependent phosphatase calcineurin (CaN), neurons
isolated in the vicinity of plaques and further exposed to
soluble Aβo was found to activate CaN, which then activated
the transcriptional factor nuclear factor of activated T cells
(NFAT) involved in Ca(2+) dysregulation (Abdul et al., 2009).
Remarkably, even in the absence of Aβo, the activation of
CaN or NFAT pathways is sufficient to produce dystrophic
neurites, dendritic simplification, and dendritic spine loss
(Wu et al., 2010).

Aβ-INDUCED EARLY DISRUPTION OF PSD
NETWORK AND SPINES IN RESTING
CONDITIONS

Asymptomatic Stage
The earliest evidence of spine loss in a mouse model of AD
is provided by Lanz et al. (2003) who reported a decrease in
spines in Golgi-stained pyramidal neurons in the CA1 subfield
of the hippocampus in 2-month-old PDAPP mice expressing
the V717F hAPP mutation in a C57BL/6xDBA/2xSwiss-Webster
background. Of note, the loss of spines was detected only at
the age of 3 months in Tg2576 mice expressing the same
mutation but in a C57BL6xSJL6 background. More recently, in
a study aimed at investigating the time course of entorhinal
cortex (EC) dysfunction in AD mice, we measured synaptic
activity/plasticity and dendritic spines in 2- and 6-month-old
hAPP bearing the FAD Swedish and Indiana APP mutations
(Criscuolo et al., 2017). Field potentials recorded in EC
superficial Layer II after stimulation of the same layer revealed
that input-output curves and LTD were unaltered while LTP
was absent in 2-month-old mutants. Consistent with the LTP
deficit, a massive increase in the number of immature thin
spines lacking post-synaptic components was observed in the
same layer. Interestingly, these synaptic defects were associated
with a selective impairment in the EC-dependent novel object-
place-context recognition task. At the age of 6 months, all
electrophysiological parameters were altered and mice were
impaired in all recognition memory tasks, including the simple
reactivity to a novel object introduced at the same place and
context of a previously explored object). By showing that the
LTP deficit precedes impairments in basal transmission and
LTD, but associates with spine loss, these in vivo observations
confirm the aforementioned in vitro data (Almeida et al.,
2005) that AD synaptic failure initiates by dysregulation of
postsynaptic elements. Indeed, abnormalities in PSD cytoskeletal
proteins contribute to early spine loss. For example, at the

same age, hAPP mice show an enhancement of phosphorylated
p38 MAPKinase, a key regulator of pro-inflammatory cytokines
involved in multiple aspects of cell physiology including
cytoskeleton remodeling (Cuenda and Rousseau, 2007). Even
earlier, Kommaddi et al. (2018) report depolymerization of
F-actin accompanied by increased globular-actin (G-actin) in
1-month-old APPswe/PS1∆E9 mice. Confirming the primary
role of cytoskeletal, alterations in synaptic deterioration, the
levels of the scaffold proteins PSD95 and homer1, and of the
glutamate receptor subunit GluA1 are unaltered. Supporting the
functional role of F-actin in spines, the impairment in contextual
fear conditioning (CFC) recall shown by APP/PS1 mice at
2 months of age was rescued by in situ injections of the actin-
polymerizing agent jasplakinolide. Although no visualization
and measurement of spines were carried out in this model,
direct stochastic optical reconstruction microscopy (dSTORM)
revealed that F-actin depolymerization strongly disrupts the
nano-organization of radiating F-actin rods in spines imaged
on cortical neuron dendrites. The disruptive effect of actin
disassembly on the morphology and function of cortical synapses
in 2-month-old mutants led the authors to conclude that F-actin
depolymerization is causal and not consequential to spine
disruption (Kommaddi et al., 2018).

Early Symptomatic Stage
Around 3 months of age, all mice bearing hAPP mutations alone
or in association with PS1 and Tau mutations show elevated
levels of soluble Aβo which significantly impact the structural
and plastic properties of spines in key brain regions for cognition.
Disruption of hippocampal circuits in 3-month-old APPind
mutants due to synaptic protein alterations was first reported by
Hsia et al. (1999). Although dendritic spines were not measured
in this study, a deficit in synaptic transmission was associated
with a reduction of synaptophysin in presynaptic terminals and
in the number of microtubule-associated protein two-positive
neurons in the CA1 region revealed that dysfunctions in the PSD
protein network were already present in these young mutants.
Remarkably, the addition of the Swedish transgene to the Indiana
mutation increased synaptic transmission deficits. More recently,
evidence has accumulated that 3-month-old hAPP mutants
show a reduction in hippocampal and/or cortical spines in
association with abnormal caspase-3 accumulation (D’Amelio
et al., 2011), F-actin disassembly (Kommaddi et al., 2018), or
upregulation of full-length APP translation (Borreca et al., 2020).
Further support to the link between Aβ-induced alterations in
the PSD network and disruption of synaptic plasticity comes
from data which show that phosphorylation of the actin-binding
protein cofilin-1 (pcof1) is increased in the postsynaptic enriched
fraction of cortical synaptosomes of 3-month-old APP/PS1 mice.
Complementary immunohistochemical investigations revealed
that p-cof1 is increased in cortical spines which otherwise
showed larger synaptic areas. The authors conclude that, as in
cortical neurons in culture, Aβo-induced excessive stabilization
of actin in spines which prevents their plastic remodeling in
response to stimuli (Rush et al., 2018). At the same age, mice
homozygous for the PS2APP transgene show an abnormal
contribution of GluN2B NMDA receptors to hippocampal

Frontiers in Synaptic Neuroscience | www.frontiersin.org 3 September 2020 | Volume 12 | Article 566615100

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Ammassari-Teule Early-Occurring Dendritic Spines Alterations in Alzheimer Disease

synaptic plasticity compared to the wild-typemice (Hanson et al.,
2015) while dynamics imaging of spines in the cerebral cortex
of APPswe/PS1∆E9 mice reveals an aberrant enhancement of
spine turnover associated with a decrease in the number of
persistent spines (Heiss et al., 2017). In the same mice, a
reduction in dendritic calcium activity and in the size of spines
is detected in the primary motor cortex during quiet resting
but not during treadmill running which suggests some form
of activity-dependent recovery specific to motor behavior (Bai
et al., 2017). Then, consistent with the view that morphological
alterations of spines trigger synaptic failure, Androuin et al.
(2018) report that spines measured in 3-month-old APP/PS1
knock-in mice exhibit a reduction in length and an enlargement
of necks before the diminution of synaptic density in the
stratum radiatum layer of the hippocampus. Mathematical
modeling of these data suggests that these morphological
changes disrupt the electrical compartmentalization of spines
and produce a selective diminution of postsynaptic potentials
in spine heads required for LTP. This hypothesis is then
confirmed experimentally by showing that LTP, but not basal
transmission, is impaired in hippocampal slices from these
mutant mice.

COGNITIVE ACTIVITY DISCLOSES OR
ANTICIPATES OBSERVATION OF
Aβ-INDUCED SPINE DISRUPTION

The paradox of studies aimed at investigating structural synaptic
plasticity defects in AD mice is that despite data that show
that activity-triggered plasticity relates directly to cognitive
processing (Kasai et al., 2010), spines in AD mouse models have
scarcely been examined under cognitive challenge. If memory
requires changes in neuronal networks based on modifications
in strength and number of synapses, better characterization of
synaptic defects underlying memory dysfunction in AD mice are
expected to emerge during or immediately after mice are asked to
formmemories. Because the state of activation of synapses affects
Aβ homeostasis (Cirrito et al., 2005; Tampellini, 2015) which, in
turn, increases Aβo secretion and depresses excitatory synaptic
transmission, it is of primary importance determining which
age cognitive activity-induced release of Aβo starts to impact
synapses in hAPP mutants, and how brain circuits reorganize to
contrast early synaptic dysfunctions.

APP 23 Mice Show Regular Hippocampal
Spines at Rest but Form More
Training-Induced Spines
Middei et al. (2010) provided the first evidence that training
produces compensatory reshaping of memory circuits in a
mouse model of AD. Seven-month-old APP23 mice trained in
a water maze were found to travel a longer distance to find
the submerged platform compared to wild-type mice. After
the experiments, mice were sacrificed to evaluate the impact
of spatial training on dendritic spines and synaptic plasticity
in the hippocampus. Spine density did not differ between
mutant mice and wild-type mice in the control cage and
pseudo-training conditions. In the training condition, all mice

showed a posttraining increase in spines which indicates that
reactive plasticity was spared by the mutation. The increase
in spines was, however, stronger in the mutant mice than in
the wild-type mice. Synaptic plasticity measured in slices from
pseudo-trained mice revealed no difference in LTP induction
and maintenance between genotypes. In slices from trained
mice, LTP was regularly induced in both genotypes but
decayed more rapidly in the mutant mice. These findings reveal
that hAPP circuits are unaltered in non-training conditions
but undergo compensatory stronger remodeling in training
conditions to sustain a less efficient, likely more effortful,
cognitive performance. Thus, if more spines are formed in
trained mutant mice to compensate for the disruptive effect
of training-induced Aβo release at hippocampal synapses, it
could be the decay in LTP maintenance depends on the training
mobilization of more synapses which reduces the pool of
synapses available for LTP.

Cognitive Activity Enhances Aβ Release in
the Hippocampus of 2-Month-Old
Tg2576 Mice and Prevents the
Learning-Induced Formation of Spines
We previously reported that 2-month-old Tg2576 show intact
density and morphology of hippocampal spines at rest, and
regular CFC when returned 1 day after to the safety training
context (D’Amelio et al., 2011). Measurements of spines in
the CFC circuitry upon CFC recall reveal however that,
differently from wild-type mice, Tg2576 mice do not show
any increase in mushroom spines in the CA1 region of the
hippocampus. Conversely, both wild-type and Tg2576 mice
show an increase in mushroom spines in the BLA region of
the amygdala, but the presence of an additional increase in
BLA thin spines in Tg2576 mice indicates more substantial
BLA rewiring in the mutant mice. Dot blot quantification of
Aβlevels in each region 24 h after CFC encoding reveals that
lack of CFC-induced hippocampal spines in the mutant mice can
be ascribed to the selective vulnerability of their hippocampus
to the activity-induced release of Aβo. Western blot analyses
carried out using the N terminal-specific-anti Aβ antibody
AD54D2, and the C terminal-specific anti-Aβ42 antibodies
(clone 295F2) confirmed that the Aβ signal was selectively
increased in the hippocampus, but not in the amygdala, in
CFC-trained Tg2576 mice. Importantly, the observation that
the hippocampal rise of Aβ42 returns to wild-type levels 48 h
after the conditioning reveals its transitory nature as well as its
suitability to be relaunched by further cognitive activity It is
therefore likely that multiple transient episodes of Aβo release
triggered every time presymptomatic mice face cognitive tasks
can be the starting points of synaptic failure which aggravates
over time.

Neuroinflammation Mediates Structural
Plasticity Impairments in Preclinical
APPswe/PS1δE9 Mice
Around 4/5 months of age, APPswe/PS1δE9 (δE9) mice exhibit
amyloid plaques but do not manifest cognitive alterations
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and, hence, can be considered as a preclinical model of AD.
Using an in vivo two-photon microscopy, Zou et al. (2015)
imaged spines in the sensory-motor cortex of δE9 mice at
rest and found that, consistent with their normal cognitive
state, these mice show a large number of intact spines far
from the plaques zone. The same authors (Zou et al., 2016)
reported however that, at the same age, these mice exhibit a
strong deficit in experience-dependent structural plasticity.
Specifically, they fail to increase in dendritic spine density
following rearing in an enriched environment (EE) and to
stabilize these newly formed connections over time. Because
amyloid plaques are present at this age point, reduction of
BACE1 activity obtained by crossing δE9 with BACE1-KO
mice decreased the amyloid burden and restored EE-induced
spine formation but did not improve spine stabilization.
Differently, the anti-inflammatory drug pioglitazone or the
interleukin-1 receptor antagonist IL-1 RA entirely rescued
the formation and stabilization of spines suggesting that
neuroinflammation phenomena, independent from those
triggered by the presence of amyloid plaques, are present in
cognitively intact mutants and strongly impair experience-
dependent structural plasticity.

UPSTREAM TO Aβo: ROLE OF THE
UPREGULATION OF FULL-LENGTH APP
TRANSLATION IN AD ONSET

Close correlations between Aβo release, dysregulation
of cytoskeletal proteins like F-actin, and disruption in
shape, density, and plasticity of spines provide mechanistic
interpretations for early synapse destabilization but also give
insights into the primary causes of degeneration. In particular,
if the formation of Aβo is consequential to pathogenic APP
cleavage, the events that trigger the unbalance in favor of
amyloid APP processing are likely to contribute to the disease
onset. Among those, evidence that upstream to its abnormal
proteolysis, full-length APP is overexpressed in familiar
(Johnston et al., 1994; Vignini et al., 2013) and sporadic
(Matsui et al., 2007) AD patients, and in their respective
murine models (Howlett and Richardson, 2009) is getting an
increased interest.

This point was early taken by Lanz et al. (2003) who
underlined that the developmental effects of APP overexpression
on the early loss of spines cannot be ruled out. Interestingly,
a longitudinal evaluation of hAPPmRNA and APP levels in
the Tg2576 hippocampus revealed that the messenger and the
protein are maximally expressed in cognitively asymptomatic
1-month-old mutants (Borreca et al., 2016). This elevation
associates with reduced expression of the Fragile-X Mental
Retardation Protein (FMRP) and augmented expression of
the heteronuclear Ribonucleoprotein C (hnRNP C), two RNA
bindings proteins (RBPs) which, in healthy conditions, repress
and increase APP translation and expression respectively. The
recent observation that polysomal APP mRNA and protein
signals associate with decreased levels of the phosphorylated
form of initial translation factor eIF2α, a blocker of overall

translation, in 1- and 3-month-old Tg2576 mice further indicates
that abnormally increased translational mechanisms sustain
presymptomatic upregulation of hAPP levels in this model.
Confirming that upregulation of translation contributes to
AD pathogenesis, pharmacological (salubrinal) restoration of
proper translational control in early symptomatic 3-month-
old Tg2576 mice reverts structural and functional alterations
including spine loss and prevalent LTD at CA1 hippocampal
synapses, downregulates their increased levels of the β-secretase
enzyme BACE-1, one main determinant of amyloidogenic
APP processing, and prevents the manifestation of cognitive
alterations (Borreca et al., 2020). Consistent with these
findings, compounds like MMP13 (Zhu et al., 2019), which
regulates BACE-1 translation, or posiphen, which decreases
the production of toxic Aβ by lowering APP translation, are
effective in rescuing cognitive deficits in hAPP mutant mice
(Lahiri et al., 2007) and sporadic AD patients (Teich et al.,
2018). Together, these data suggest that the dysregulation of
APP cleavage whose Aβo formation and spines deterioration
are the earliest manifestations could largely depend on the
abnormal amount of full-length APP to be cleaved at early stages
of development.

CONCLUSION

The data presented in this short review show that structural
and functional degradation of spines mediates the earliest signs
of synaptic failure in hAPP mutants and that analyzing the
molecular dysfunctions at the origin of spine alterations unveils
primary causes of degeneration. Two points in the reported
studies need, however, special consideration.

In the AD models examined, synaptic failure is detected as
soon as circulating Aβo is present in their brains. Indeed, the
causal link between synaptic failure and Aβo is supported by
data showing that a majority of molecular dysfunctions which
negatively impact dendritic spines in young hAPP mutants (e.g.,
kalirin-7 disruption) are also observed in wild-type neurons
exposed to Aβo alone. Nevertheless, other neurotoxic peptides
derived from APP processing like Carboxyl-terminal fragments
(Lauritzen et al., 2019), the AICD-amyloid precursor protein
intracellular domain (Konietzko, 2012) or the secreted APP
ectodomain- sAPPα and (Ishida et al., 1997) which impact
synaptic plasticity and are increasingly detected in early AD
patients (Perneczky et al., 2013, 2014) could also be involved.
Moreover, hAPP mutations in the reported studies were often
associated with PS1 mutations suggesting a role for this peptide
independent from the facilitation it exerts on APP processing
(Thinakaran, 1999).

Of particular relevance among the reviewed data is the
observation that cognitively challenged AD mice show synaptic
alterations that are undetectable in resting conditions. In vitro
evidence that neuronal activity increases the formation and
release of Aβ peptides in hippocampal neurons overexpressing
APP which then shows impairment in excitatory synaptic
transmission (Kamenetz et al., 2003) provides a plausible
explanatory framework. However, in vivo evidence (Pignataro
et al., 2019) that cognitive activity enhances Aβ release
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in the hippocampus of 2-month-old Tg2576 mice and
prevents the learning-induced formation of spines in this
region indicates that contrary to the beneficial effect of
diffuse EE-related sensorial/social stimulation on cognition,
focused cognitive activity increases Aβ load in regions
supporting high cognitive functions which accelerates the
cognitive decline. This aspect should be carefully considered
in designing cognitive stimulation protocols aimed at
preventing cognitive deterioration at the onset of mild
cognitive impairments.
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Dendritic spines are small protrusions from the dendrite membrane, where contact with
neighboring axons is formed in order to receive synaptic input. Changes in size, shape,
and density of synaptic spines are associated with learning and memory, and observed
after drug abuse in a variety of neurodegenerative, neurodevelopmental, and psychiatric
disorders. Due to the preeminent importance of synaptic spines, there have been major
efforts into developing techniques that enable visualization and analysis of dendritic
spines in cultured neurons, in fixed slices and in intact brain tissue. The classification
of synaptic spines into predefined morphological groups is a standard approach in
neuroscience research, where spines are divided into fixed categories such as thin,
mushroom, and stubby subclasses. This study examines accumulated evidence that
supports the existence of dendritic spine shapes as a continuum rather than separated
classes. Using new approaches and software tools we reflect on complex dendritic spine
shapes, positing that understanding of their highly dynamic nature is required to perform
analysis of their morphology. The study discusses and compares recently developed
algorithms that rely on clusterization rather than classification, therefore enabling new
levels of spine shape analysis. We reason that improved methods of analysis may help
to investigate a link between dendritic spine shape and its function, facilitating future
studies of learning and memory as well as studies of brain disorders.

Keywords: dendritic spines, neuronal morphology, mushroom spine, thin spine, stubby spine,
classification, clusterization

INTRODUCTION

Dendritic spines are tiny protrusions from dendrites, which form functional contacts with
neighboring axons of other neurons (Smith et al., 2014). Dendritic spines are very plastic
and their size and shape are constantly changing in response to neuronal activity. Complex
machinery composed of various signaling molecules and cascades maintains the unique structure
and function of dendritic spines (Yasuda, 2017; Nakahata and Yasuda, 2018). Dendritic spine
shape is controlled by the actin cytoskeleton. A characteristic feature of excitatory spines is a
postsynaptic density (PSD), which is visible on electron microphotographs. PSD consist of densely
packed ion channels, receptors, and kinases/phosphatases anchored by scaffolding proteins.
Learning and memory formation processes are tightly linked to remodeling or elimination of
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existing dendritic spines and formation of new ones, which
enables modulation of information transfer efficiency between
neurons (Yang et al., 2014; Segal, 2017; Chidambaram et al., 2019;
Stein and Zito, 2019). For example, motor learning induces rapid
growth of new dendritic spines atmice contralateral motor cortex
neurons, and subsequent elimination of spines existing before
training, so the overall spine density is relatively constant (Xu
et al., 2009). For all these reasons, dendritic spines are believed
to serve as sites for memory formation and storage, initiating
memory consolidation through mechanisms of potentiation and
depression of synaptic activity (Zhou et al., 2004; Bourne and
Harris, 2007; Kasai et al., 2010; Bailey et al., 2015).

Changes in dendritic spines were detected after being subject
to various stimuli, including drug administration (Barrientos
et al., 2018), hypoxia (Saraceno et al., 2012), environmental
changes (Ashokan et al., 2018), neurodevelopmental (Nishiyama,
2019), neurodegenerative (Herms and Dorostkar, 2016) and
psychiatric diseases (Penzes et al., 2011) and many others.
Neurodegenerative disorders are characterized by synapse loss
and dendritic spine abnormalities in the brain region associated
with the disease. For example, Alzheimer’s disease is known to
be accompanied by dendritic spine shrinkage and elimination
in the hippocampal and cortexes areas, which is proposed to
start before any clinical evidence of the disease, like cognitive
decline and memory dysfunction, manifests (Tackenberg et al.,
2009; Boros et al., 2017). Genetic neurodegenerative disorder
Huntington’s disease is characterized by synapse loss in the
striatal brain region, which is linked with progressive movement
discoordination (Nithianantharajah and Hannan, 2013). In
contrast, autism spectrum disorders are characterized by a
significant increase in spine density on various brain areas,
including frontal, temporal, and parietal lobes and lateral
nucleus of the amygdala (Nishiyama, 2019). Compared with
healthy subjects, patients with Fragile X syndrome have elevated
numbers of dendritic protrusions in the cingulate, temporal,
and visual cortex with prevalence of immature one (Bagni and
Zukin, 2019; Nishiyama, 2019). The balance between spine
appearance, maturation, elimination, and plasticity is critical for
proper brain function. Methods for analyzing and understanding
the morphology of dendritic spines are critically important for
many fields of neuroscience. In this mini-review article, we
discuss recent developments, approaches, and software tools that
facilitate analysis of complex dendritic spine morphology on
microscopic images obtained from cultured neurons, fixed brain
slices, and intact brain tissue.

DENDRITIC SPINES SHAPE
CLASSIFICATION AND ITS LIMITATIONS

A synapse is a zone of specialized contact between two neurons,
serving to transmit information from cell to cell. Most synapses
are formed between the axonal bouton and the dendritic spine,
which is a specialized protrusion from the dendritic membrane.
Dendritic spines come in a variety of shapes and sizes, differing
greatly across brain areas, cell types, and animal species (Ghani
et al., 2017). During structural analysis dendritic spines are
traditionally grouped into four fixed classes according to their

morphological features reflecting head and neck properties:
mushroom, thin, stubby, and filopodia (Figure 1). Mushroom
spines have a large head and a small neck, separating them
from a dendrite. They form strong synaptic connections, have
the longest lifetime, and therefore are thought to be sites
of long-term memory storage (Hayashi and Majewska, 2005;
Bourne and Harris, 2007). Thin spines have a structure similar
to the mushroom spines, but their head is smaller relative to
the neck. They are more dynamic than mushroom spines and
believed to be ‘‘learning spines,’’ responsible for forming new
memories during the synaptic plasticity process, accompanied
by head enlargement (Hayashi and Majewska, 2005; Bourne
and Harris, 2007). Stubby spines typically do not have a neck.
They are known to be the predominant type in the early
stages of postnatal development but are also found in small
amounts in adulthood, where they are likely formed due to the
disappearance of mushroom spines (Hering and Sheng, 2001).
Filopodia are long, thin dendritic membrane protrusions without
a clear head, commonly observed in developing neurons. These
spines may also be found in mature neurons, but under specific
conditions, for example, induction of plasticity after different
types of brain injury (Yoshihara et al., 2009). Compared to
other types of dendritic spines, filopodia are very mobile and
flexible structures with a short lifetime. On electronmicrographs,
filopodia in most cases do not have PSD and the neighboring
axonal terminal contain only a few synaptic vesicles, indicating
that they are not likely to form functional synapses. Because of
this, filopodia are usually excluded from spine counts during
synaptic density calculation (Berry and Nedivi, 2017). There
are also additional spine shape classes which have been named
by different research groups such as branched and cup-shaped
spines (Maiti et al., 2015), but they are not widely used in
the field.

Classification of spines into the mushroom, thin, and stubby
was initially performed manually, but this is a very labor-
intensive process that is prone to subjective errors. Multiple
segmentation and classification algorithms were developed to
automatize this process, making it faster, easier, and with
minimal bias introduced by an experimenter. Classification is
performed using a decision tree based on the estimation of
several key parameters, such as the size of the spine head, and
the ratio of head to the neck, are the most popular approaches,
implemented in a variety of software packages available for free
and commercially (Koh et al., 2002; Rodriguez et al., 2008; Son
et al., 2011; Swanger et al., 2011; Risher et al., 2014; Basu et al.,
2016, 2018; Dickstein et al., 2016). Alternative approaches were
developed, based on semi-supervised learning (Shi et al., 2014)
and classification in the likelihood ratio space using shape and
appearance features characterizing dendritic spine morphology
(Ghani et al., 2017).

Despite its wide use, the classification approach described
above has serious limitations. The transition betweenmushroom,
thin and stubby spine subtypes occurs abruptly in the
classification, but in reality, there is a continuum of spines
shapes and sizes (Yuste and Bonhoeffer, 2004; Berry and Nedivi,
2017). This statement is supported by research data about spine
morphology organization, examining live and fixed brain tissue
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FIGURE 1 | Comparison of classification and clusterization pipelines used for the analysis of dendritic spine morphology. For classification approach (A) several
possible morphological spine types (mushroom, stubby, thin, and filopodia) are defined based on pre-determined criteria. Each spine is then assigned to one of these
classes based on numerical morphological criteria. For the clusterization approach (B), spines are grouped into clusters based on their common morphological
features. Ten different clusters (1–10) are shown as an example, but the number of different clusters and parameters used for clusterization depends on the particular
algorithm and dataset.

(Wallace and Bear, 2004; Arellano et al., 2007; Tonnesen et al.,
2014; Loewenstein et al., 2015). A study that focused on the
morphology of neurons in layers II and III of a mouse visual
cortex discovered that a continuous distribution rather than
several discrete peaks were observed for each morphological
parameter (Arellano et al., 2007). Distribution of dendritic spine
length and head diameter in neurons of cortical layer III was
also characterized by unimodal distribution (Wallace and Bear,
2004). No evidence of the existence of defined spine types
was obtained in another study performed in the neocortex
(Loewenstein et al., 2015). A study of the correlation between
spine shape and compartmentalization of synapses indicated a
great diversity in spine morphology, which was not consistent
with standard classification systems (Tonnesen et al., 2014).
Advances in live imaging make it possible to analyze the shape
of a particular dendritic spine for a prolonged time, which
revealed unique plasticity properties. Even stable, persistent
spines are changing continuously in their orientation and shape,

which also argue the pros existence of the shape continuum
(Berry and Nedivi, 2017).

Analysis of spine morphology is also limited by the resolution
limit of light microscopy. The size of dendritic spines usually
does not exceed 1,000 nm for its largest dimension in the head,
while the sizes of other parts are much smaller. For confocal
microscopy resolution, the limit is estimated as half of the
excitation wavelength, which is approximately 200–300 nm. For
two-photon microscopy, the resolution is even lower due to
the longer excitation wavelength used in these experiments.
Furthermore, resolution along the z-axis is even lower than in
the xy-plane in confocal and 2-photon imaging experiments.
Low resolution leads to erroneousmeasurements of spine shapes,
which leads to erroneous dendritic spine classification. For
example, spine neck width is believed to be the key factor
influencing dendritic spine compartmentalization and efficiency
of signal transduction (Tonnesen et al., 2014). However,
visualization of such small structures can only be done with
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super-resolution imaging, which provides much more detailed
information about spine shapes than standard light microscopic
methods. Super-resolution imaging studies suggest that stubby
spines are significantly over-represented in literature, which is
the consequence of the low resolution of the neck, as it is small
(Tonnesen et al., 2014).

Improvement of dendritic spine visualization methods is an
important part of the unbiased assessment of their morphology.
Due to the lack of clear boundaries between different spine
classes, the same brain sample may yield different ratios of
mushroom, thin, and stubby spines, depending on the criteria
used to separate these classes from each other, meaning analyses
are often biased and poorly reproducible. An attempt to fit
the continuous distribution of spine shapes and sizes into
pre-defined and rigid categories can result in multiple sources
and potential errors. For example, thin andmushroom spines are
two classical spine subtypes that have a very similar shape and
the only critical parameter by which they can be distinguished
is the head size. The head size is proportional to the area
of PSD, the number of receptors at postsynapse, and synaptic
strength (Kharazia and Weinberg, 1999; Takumi et al., 1999;
Ganeshina et al., 2004; Arellano et al., 2007). On another
hand, the length and width of the spine neck are related
to the magnitude of postsynaptic potential (Tonnesen et al.,
2014). The morphology of synapses varies depending on the
strength of synaptic contact. Changes in synaptic strength during
long-term potentiation and long-term depression are associated,
respectively, with enlargement or shrinkage of the spine head
(Yuste and Bonhoeffer, 2001; Holtmaat and Svoboda, 2009).
During this process, it has been suggested that there is an
interconversion between the thin and mushroom spine at a given
synapse, however, it is not possible to subjectively define this
point because of the continuum of spine sizes and shapes.

An additional source of error is related to the structure
of the morphological data. Because imaging data are collected
across different neurons from primary cultures or animal species
of different sexes, it leads to the generation of a multi-level
data structure. Recently published research speculates that using
conventional statistical methods for working with such types
of data, may lead to the generation of erroneous conclusions,
and mixed-effects models have been proposed to correct this
(Paternoster et al., 2018).

NON-CLASSIFICATION APPROACHES TO
DENDRITIC SPINE SHAPES ANALYSIS

The analysis could be more precise and reliable by considering
a continuum of spine shapes and forms and there are potential
solutions for these classification problems. It has been proposed
that reliance on objectively defined morphological parameters,
rather than on classification into subjective shape-based groups,
may help to solve some of these problems (Mancuso et al., 2013).

One widely used non-classification approach is the direct
measurement of key morphological descriptors. A comparison
of classification and direct morphometric measurement accuracy
during dendritic spinemorphology assessment has demonstrated
that the second approach is much more sensitive (Ruszczycki

et al., 2012). However, the direct morphometric measurement
approach does not provide information about spine shape,
which is important for biological function. For example, the
measurement of spine head size works well for thin and
mushroom spines, where it is well correlated with synaptic
strength and PSD area (Kharazia and Weinberg, 1999; Takumi
et al., 1999; Ganeshina et al., 2004; Arellano et al., 2007), but in
filopodia and stubby type spines the head is not clearly defined
and therefore not a key parameter in defining its morphology.

A newly emerging approach is a clusterization of spines
according to similarities in their shape. This ‘‘clusterization’’
approach aims to automatically group spines into similar
structural classes based on selected algorithms and without
a priori input (Figure 1), meaning the results of clusterization
are defined by data structure. The spine is presented as
a set of values of parameters reflecting its morphology,
starting from obvious such as neck and head size to a more
complex geometrical parameters that may include a combination
of several measurements. The algorithm assesses similarities
between spines based on the value of selected parameters and
performs clusterization. In this approach principal component
analysis (PCA) is used to reduce data dimensionality before
clusterization (Figure 2).

The first practical implementation of the clustering approach
was published (Ghani et al., 2016) a few years after its initial
suggestion (Mancuso et al., 2013; Table 1). A histogram of
oriented gradients (HOG), disjunctive normal shape models
(DNSM),morphological features, intensity profile based features,
or their combination were used to quantitatively describe
dendritic spine shapes. HOG is a feature descriptor used in object
recognition and computer vision (Dalal and Triggs, 2005). The
input image is divided into small connected parts where gradient
direction is counted, visualized as an arrowhead, pointing at
discrete angle 0, 30, 60, 90, etc. Later these parts are combined
to a larger one and a histogram of obtained gradients is built that
describes the analyzed object. DNSM represent a shape as a union
of convex polytopes, which are constructed by intersections of
half-spaces (Mesadi et al., 2015). Intensity profile based features
are built after examination of intensities profile in the regions
where the dendritic spine neck is expected to be located (between
the head and a dendrite; Erdil et al., 2015). The analysis was
performed on 2D maximum intensity projections (Figure 3B)
from a 3D stack of two-photon microscopic images due to the
non-sufficient resolution along the z-axis. Processing of data was
generated with the help of morphological descriptors or their
combination by x-means, clustering algorithm results to generate
4 distinct dendritic spines clusters. In all cases at least one of these
clusters could not be clearly defined as mushroom, thin, or study
spines. Authors concluded that their findings support the idea of
existence of intermediate spine shapes. Later, the combination of
DNSM and HOG morphological features was used to perform
dendritic spine classification with help of a kernel density
estimation (KDE) based framework, which enabled analysis of
spine shape classes separability in the likelihood ratio space
(Ghani et al., 2017).

Another group published an unsupervised construction of the
spine shape taxonomy in the same year (Bokota et al., 2016;
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TABLE 1 | Summary of non-classification approaches to dendritic spines shapes analysis.

No Year Reference Sample Microscopy Spines form
representation
(Figure 3)

Preprocessing and
feature extraction
approach

Number of
features

Software
(+ provided,
− not provided)

Morphological features
analysis approach

Software
availability

1 2016 Ghani et al.
(2017)

7–10 day old
mouse brain
slices neurons
(region not
specified)

Two-photon 2D projection
from image
series

Histogram of oriented
gradients (HOG), disjunctive
normal shape models
(DNSM), morphological
features, intensity profile
based features or their
combination

Varying, from 12 for
morphological to
346 for DNSM
features

Custom (−) X-means clustering, number of
clusters selected automatically
using the Bayesian information
criterion (BIC; =4)

NA

2 2016 Bokota
et al. (2016)

19–21 days
in vitro
hippocampal
neurons

Confocal 2D projection
from image
series

The most often used
morphological features
according to literature data

11 (reduced to 6) Custom (−) C-means clustering (=10),
average-linkage hierarchical
clustering (=10), data
dimensionality reduction by 2D
principal component analysis
(PCA)

UR

3 2018 Luengo-
Sanchez
et al. (2018)

layer III
pyramidal
neurons of the
human
cingulate cortex

Confocal 3D triangular
surface mesh
Multiresolution
Reeb graph

Surface of a spine is
modeled by 7 segments,
which are presented as
linked to each other
ellipses. From 54
parameters used to
describe dendritic spines,
36 reflect ellipses geometry
and position and 18
describe more complex
features, such as spine
growth direction

54 Imaris for
segmentation ($),
custom software for
feature extraction
(+)

Clustering by probabilistic
model with Gaussian finite
mixtures, number of clusters
selected automatically using the
Bayesian information criterion
(BIC; =6)

FA

4 2019 Kashiwagi
et al. (2019)

18–22 days
in vitro
hippocampal
neurons

SIM 3D triangular
surface mesh

Segmentation of spines by
multilevel thresholding
based on Otsu’s method
following geodesic active
contour, combination of
morphological features and
high geometric features

10 (reduced to 5) Custom (+) Division into mushroom and
non-mushroom spines using
SVM classifier, mapping the
trajectories of individual spines
shape transitions in the feature
space, data dimensionality
reduction by 3D principal
component analysis (PCA)

FA

5 2019 Choi et al.
(2019)

18–22 days
in vitro
hippocampal
neurons

SIM 3D triangular
surface mesh

Processing as in No4 with
addition of 5 more features
reflecting spines head and
neck size

10 DXplorer (−) K-means clustering, coordinate
plot, radar plot and 2D scatter
plot with t-Distributed
Stochastic Neighbor
Embedding

NA

6 2019 Driscoll
et al. (2019)

CLARITY-
cleared mouse
brain neurons
(region not
specified)

LSM Machine-learning based
supervised spines detection

n/d u-shape3D
software (+)

Unsupervised hierarchical
clustering (=9), data
dimensionality deduction by 2D
principal component analysis
(PCA)

NA

Software availability—NA, not available; UR, available upon request; FA, freely available.
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FIGURE 2 | Application of principal component analysis (PCA) method to dendritic spine clusterization. Spine shape is characterized by a set of parameters (A).
PCA method is used to reduce data dimensionality before clusterization. Newly generated parameters called principal components composed from initial one and
form an orthonormal basis (B). After PCA dataset in new coordinates is subjected to clusterization (C). Cluster shape and content depend on the clusterization
method used (k-means, c-means, hierarchical, et cetera).

Table 1). As a first step in the analysis, 11 features that have
been most often used in previous publications were extracted
from 2D projections of confocal image stacks (Figure 3B).
Furthermore, the PCA method was applied to reduce the data
dimensionality. Two components were generated, representing a
linear combination of six features from 11 initially selected, while
five others were neglected due to their relative insignificance.
This provides a 2D (or 3D) orthogonal basis, where each spine
can be presented as a point at the intersection of corresponding
values of two generated components. In this research, dendritic
spines in the control group and after chemical LTP induction
were compared at two time points with 10 min difference. Only

300 pairs of dendritic spines with the closest meanings of selected
parameters were used for further analysis. The authors reasoned
that such dataset normalization was due to the initial high
diversity of the spine population. Clusterization was performed
for spines from both groups at two time points together
to build shape taxonomy. Two well-established algorithms,
c-means and average-linkage hierarchical representing crisp and
fuzzy types of clustering were used. In each case, 11 clusters
were formed, but their shape and content were different.
Clusters vary greatly from small peripheral to overcrowded,
while some clusters were well represented and separated from
each other.
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To analyze changes in dendritic spine morphology over
time, the authors generated a transition shape model, which
calculated the probability of dendritic spine transition from one
taxonomic unit to another, visually presented as a transition
graph. The statistical difference between the resulting models
for the control and cLTP groups were analyzed with bootstrap-
based statistical tests. The statistics depended only on the
changes of distribution, demonstrating the differences between
models build with c-means clustering, while models build
with hierarchical clustering showed significant difference with
statistics comparing the transition of spines between shapes.
No statistically relevant differences were found between models
when transitions between clusters were compared rather than the
whole model, probably because of the little number of analyzed
spines. The authors concluded that the clustering algorithm
greatly influences the result, and therefore should be selected
carefully, considering the properties of the data and experiment
design. This study is the only study published so far, where
different clustering algorithms were compared using the same
dataset. This study was also the first that compared the control
and experimental group of dendritic spines in terms of clusters.

More recently, spines from two 40 and 85 year old individuals,
layer III pyramidal neurons in the cingulate cortex reconstructed
in 3D were subjected to clusterization (Luengo-Sanchez et al.,
2018; Table 1). Before clusterization, detached or fragmented
spines, due to the diffraction limit of confocal microscopy spines,
were repaired by semi-supervised mesh processing algorithms,
while spines with extreme features were excluded from the
data set. To characterize the spines, the surface was divided
into regions according to a multiresolution Reeb graph. In
total, seven segments, which are presented as ellipses linked
to each other, were generated to mimic the geometry of a
spine, and their major geometrical aspects such as length, width,
size or curvature were used to generate 36 spines morphology
parameters (Figure 3C). In order to create a more precise
and sophisticated spine model with an additional 18 features,
such as spine growth direction, were also used. To get a more
in-depth insight into the nature of generated clusters the most
representative feature classification rules, based on the RIPPER
algorithm, were generated for each cluster, with each spine was
attributed to its most probable cluster. However, the authors
established that a single rule cannot be used to characterize all the
spines within a cluster, and suggested that each cluster should be
defined by one, two, or three observable features.

A cluster consisting of short stubby-like spines was the
most homogeneous example, while a cluster with long spines
with relatively big heads has the highest variability within a
cluster. Stubby-like spines were also clearly separated from
other spine classes (Bokota et al., 2016). The authors compared
the number of spines in each cluster for apical and basal
dendrites, and the dependence of spine shapes on distance from
the soma and age of subjects. Statistical analysis showed that
cluster distribution significantly differs for all investigated cases.
A more precise comparison revealed that only some clusters
have valuable differences depending on dendritic compartment,
age or combination of both, providing the new information
of the relationship between spine shape and function. Basal

dendrites displayed smaller stubby-like spines, while apical
dendrites have more relatively medium and large spines with
a distinct head. Individuals younger than 40 tended to have
more small spines, while those over 80 years had more big
spines. Since small spines are believed to be a «learning spines»,
serving as sites where new memories are generated, the authors
concluded, that younger subjects have more capabilities of
learning, which requires spine plasticity. In addition, the research
group evaluated an algorithm generating simulated spines for
each cluster using as a basis of 54 morphological features. This
simulation reveals the possibility of building a computational
model of a pyramidal neuron, which can be used to study
neuronal plasticity.

New horizons in the computational analyses of the
morphological features of dendritic spines have been created
by the application of high-resolution microscopy. Structural
illumination microscopy (SIM) enables precise visualization
of dendritic spines and measurements of their nanoscale
morphological features (Smith et al., 2014). Key morphological
descriptors measured on images obtained by SIM are comparable
in resolution to electron microscopy. At the same time, SIM
provides an ability to analyzemanymore spines than EM and can
also be applied to the analysis of live neurons. SIM microscopy is
also able to provide one more meaningful morphological feature,
a concave surface: the place where the synaptic junction is
thought to be formed. The dynamics of concave surface contacts
may define correspondingly dynamic, stable, and degrading
synaptic contacts, providing more insight into the potential link
between synaptic structure and function.

A method of measuring the nanoscale surface geometry
of synaptic spines from SIM images was recently developed
(Kashiwagi et al., 2019; Table 1). For the segmentation of
spines on SIM images, the combination of Otsu’s multi-level
thresholding algorithm with geodesic active contours showed the
best result. After that, a polygonal mesh was build basing on
spine voxel representation using the marching cube algorithm
(Figure 3D). Totally 10 morphological features were extracted
from 1,335 dendritic spines, including basic shape features such
as length or volume, and more complex parameters obtained
by discrete differential-geometry operators such as convex hull
volume and open angle. We noticed that the morphological
features of large spines could be also measured on neuronal
images obtained with high-resolution confocal microscopy with
narrow confocal aperture (0.5 AU). Further processing with
PCA led to the generation of three components composed of
five morphological features (length, volume, convex hull ratio,
coefficient of variation in distance, and open angle) covering 93%
of data variance.

When analyzing the shapes of spines distributed in 3D feature
space, the authors noticed that spines exhibited a continuum
of morphologies, supporting the idea that the classification
into thin, mushroom, or stubby spines does not reflect the
presence of discrete subclasses. The authors also noted that
spines with a clearly identifiable head are located close to
each other. An SVM classifier with a nonlinear kernel trained
on the manually labeled dataset was used to divide spines
into mushroom-shaped and non-mushroom. Analysis of spine
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FIGURE 3 | Methods of spines segmentation. To assess numerical values of parameters describing spines shape (A) it is necessary to define object boundary. In
2D projection, spines are presented as flat objects (B; Ghani et al., 2016; Bokota et al., 2016). In 3D it was proposed to present the spine surface as a set of ellipses
along the spine centerline that are connected (C; Luengo-Sanchez et al., 2018; Choi et al., 2019) or a triangle mesh (D; Kashiwagi et al., 2019). Such a presentation
enables us to extract more complex parameters reflecting the constructed model of the spine.

shapes in a kinase-dead allele of Ca2+/calmodulin-dependent
protein kinase IIα (CaMKIIαK42R/K42R) knock-in mouse was
performed using this approach and it was discovered that the
mushroom shaped spines have reduced volume in mutant mice
when compared to the control. In contrast, the volume was
not changed in non-mushroom spines but their length was
significantly elevated in mutant mice samples.

The data obtained during longitudinal SIM imaging of
dendritic spine dynamics in vivo were also analyzed by the
clustering approach. A trajectory was built in 3D feature
space, reflecting the changes of spine shape from these data.
Interestingly, spines in different parts of feature space showed
different patterns of behavior, which enable us to divide them
into three groups. The first group predominantly consists
of small mushroom spines having short trajectories without
an orientation preference, the second group consists of large
mushroom spines that moved bidirectionally along the axis,
corresponding to medium/thin and large/round shape features,
and the third group was composed of non-mushroom spines
with highly variable trajectories. The authors concluded that
these three groups of spines overlapped in the feature space,
and their distribution did not support the existence of distinct
shape classes.

In 2019 a new software DXplorer was developed. It
enables interactive three-dimensional analysis of dendritic
spines morphology (Choi et al., 2019; Table 1). In DXplorer
3D rendering of spines displayed together with the parallel
coordinate plot, radar plot, and 2D scatter plot with t-Distributed
Stochastic Neighbor Embedding generated in agreement with
their high dimensional features. This work is an extension of
earlier work (Kashiwagi et al., 2019) and similar methods for
the preparation of samples and data acquisition were used
in both studies. The authors noticed that using only five
morphological features (Kashiwagi et al., 2019) is not enough
to distinguish all spines, especially the spines that belong to
different types, because spine head and neck dimensions are
not included. For example, these features have very close

values for some mushroom and stubby spines, and therefore
it is impossible to discriminate between them. To overcome
this issue five more parameters were added: maximum head
diameter (hMax), minimum head diameter (hMin), maximum
neck diameter (nMax), minimum neck diameter (nMin), and
HNR, which is the ratio of head to the neck (hMax/nMax).
To find similar 3D phenotypes, users can group spines with
similar shapes through interactive selection using the feature
and similarity plot. In addition, the similarity plot panel can
be used to divide the spines using the k-means clustering
algorithm into a certain number of clusters, which are larger than
groups formed in 2D feature space using t-Distributed Stochastic
Neighbor Embeddingmethod. Analysis of classification accuracy
in 2D by rendering the classified spines in 3D by expert
neuroscientists showed that 2D image-based classification had
an error rate of 44.27% in identifying spines shapes. The
errors occurred most often when stubby spines were labeled
as thin spines in 2D projection. This experiment demonstrated
that 2D image-based classification has a very high error rate,
and therefore analysis in 3D is required to characterize spine
shapes correctly.

The application of light sheet microscopy (LSM) enables the
collection of morphological information from an intact brain
or a large portion of it without physical separation. In a recent
application of this technology, a cleared-tissue axially swept
light-sheet microscopy (ctASLM; Chakraborty et al., 2019) was
used to collect imaging data using mouse brain precleared with
PEGASOS method. The dendritic protrusions on these images
were analyzed with u-shape3D free available software (Driscoll
et al., 2019). As a result, nine dendritic spine clusters with
similar shapes were generated after unsupervised hierarchical
clustering based on morphological measures, such as the ratio of
the spine neck area to the spine surface area. The distribution
of obtained classes is shown in the 2D feature space generated
by PCA. The development of spine clusterization approaches
based on LSM data is a very promising future direction of
this research.
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CONCLUDING REMARKS

The examples discussed above support the conclusion that the
dendritic spine clusterization approach reflects a continuum
of spine shapes and sizes much better than classification
into predefined groups. The application of the clusterization
approach enables more precise analysis and reveals qualitatively
new information about synaptic spines. All of the groups
discussed above concluded that continuous morphological
variables rather than pre-defined spine classes should be used
to describe spines morphologies. The clustering approach aims
to identify and group objects with similar shapes, with different
shape classes determined by the structure of the data. Different
clustering algorithms give different results on the same dataset, so
clusters vary in shape and content, which may greatly influence
the interpretation of these data. Future research will be needed
to compare existing methods and identify optimal approaches
to clusterization (Table 1). These algorithms should offer
maximal discrimination of clusters that facilitate subsequent
analysis and identification of the differences between control and
experimental groups. It is also possible that a new and superior
clusterization algorithm will be developed for this purpose in
the future.

As discussed above, there is no consensus on which
spine shape descriptors should be used as input for the
clusterization procedure. Taking into account the results of the
approaches discussed here, we propose that this set of parameters
should include not only obvious morphological metrics such
as spine head diameter, spine area, and volume but also
complex geometrical features that enable a more sophisticated
description of complex dendritic spines shapes. Proper statistical
procedures for comparing clustered spine data from control and
experimental groups need to be developed in the future.

Another important issue is the biological interpretation
of clusterization data. In the classification approach putative
biological functions of ‘‘mushroom,’’ ‘‘thin,’’ and ‘‘stubby’’ spines
have been extensively discussed. Further research will be needed
to relate the complex shapes of a particular cluster of spines to its
physiological role.

Despite all these challenges, this emerging approach to the
analysis of dendritic spine shapes opens a new and powerful
trend in neuroscience research. The availability of high quality,
free, and robust software is critical for these ideas to become
reality. Once developed, such tools will greatly facilitate the
investigation of dendritic spines, including function, structure,
plasticity, and pathology. Providing datasets, distributives, and
source code by developers is an essential step to speed up
this process and to open the way to further improvement and
adaptation of these methods.
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In the vertebrate olfactory bulb (OB), axonless granule cells (GC) mediate self- and
lateral inhibitory interactions between mitral/tufted cells via reciprocal dendrodendritic
synapses. Locally triggered release of GABA from the large reciprocal GC spines occurs
on both fast and slow time scales, possibly enabling parallel processing during olfactory
perception. Here we investigate local mechanisms for asynchronous spine output.
To reveal the temporal and spatial characteristics of postsynaptic ion transients, we
imaged spine and adjacent dendrite Ca2+- and Na+-signals with minimal exogenous
buffering by the respective fluorescent indicator dyes upon two-photon uncaging of
DNI-glutamate in OB slices from juvenile rats. Both postsynaptic fluorescence signals
decayed slowly, with average half durations in the spine head of t1/2_1[Ca2+]i ∼500 ms
and t1/2_1[Na+]i ∼1,000 ms. We also analyzed the kinetics of already existing data
of postsynaptic spine Ca2+-signals in response to glomerular stimulation in OB slices
from adult mice, either WT or animals with partial GC glutamate receptor deletions
(NMDAR: GluN1 subunit; AMPAR: GluA2 subunit). In a large subset of spines the
fluorescence signal had a protracted rise time (average time to peak ∼400 ms, range
20 to >1,000 ms). This slow rise was independent of Ca2+ entry via NMDARs, since
similarly slow signals occurred in 1GluN1 GCs. Additional Ca2+ entry in 1GluA2 GCs
(with AMPARs rendered Ca2+-permeable), however, resulted in larger 1F/Fs that rose
yet more slowly. Thus GC spines appear to dispose of several local mechanisms
to promote asynchronous GABA release, which are reflected in the time course of
mitral/tufted cell recurrent inhibition.

Keywords: olfactory bulb, granule cell, two-photon (2P) uncaging, two-photon sodium imaging, two-photon
calcium imaging, asynchronous release, reciprocal synapse, recurrent inhibition

INTRODUCTION

In the vertebrate olfactory bulb (OB), the lateral dendrites of the principal mitral and tufted cells
are interconnected via local GABAergic interneurons. The most abundant class of these local
neurons, the axonless granule cells (GC), mediate self- and lateral inhibitory interactions between
mitral/tufted cells via reciprocal dendrodendritic synapses that on the GC dendrite are housed in
large spines (Shepherd, 2004). These reciprocal synapses have been directly demonstrated to play
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a role in odor discrimination and learning (Abraham et al.,
2010; Gschwend et al., 2015). Moreover, they are also critically
involved in generating bulbar γ-oscillations (Rall and Shepherd,
1968; Nusser et al., 2001; Lagier et al., 2004), which are thought
to contribute to odor coding via synchronization and gating of
mitral cell output (e.g., Buonviso et al., 2003; Fukunaga et al.,
2014; Osinski and Kay, 2016).

Recordings of dendrodendritic inhibition of mitral cells have
revealed that recurrent inhibition happens as a barrage of
IPSCs (Isaacson and Strowbridge, 1998; Schoppa et al., 1998).
Within this barrage, early IPSCs will occur with a very short
latency (below 10 ms), but recurrent activity takes several
hundreds of milliseconds to subside. While this long tail of
recurrent inhibition is unlikely to directly contribute to odor
discrimination itself (Uchida and Mainen, 2003; Abraham et al.,
2004, 2010), it may well play a role in learning and memory
formation (Gschwend et al., 2015; see section “Discussion”).

The underlying asynchronous release is at least to a major
extent due to processing in GCs, since asynchronous responses
were demonstrated following flash photolysis of Ca2+ in mitral
cell lateral dendrites (Chen et al., 2000). Moreover, while
the massive release of glutamate during the commonly used
protocol for mitral cell excitation (20–50 ms depolarization
in the voltage-clamp mode) might result in activation of
slow release pathways not accessible to unitary transmission,
we have shown recently, that local, unitary-like two-photon
uncaging of glutamate (TPU) can still cause prolonged release
of GABA within a time window of up to 500 ms post uncaging
(Lage-Rupprecht et al., 2020).

As to possible mechanisms for late output, unitary EPSPs
evoked by spontaneous mitral/tufted cell input or local TPU are
mediated by both AMPA and NMDA receptors, and decaying
with a time constant <50 ms (as recorded at the GC soma,
Bywalez et al., 2015). Thus slower actions downstream of
ionotropic receptors would be required to trigger cascades
that result in asynchronous release events beyond 100 ms.
A number of global mechanisms has been proposed to promote
asynchronous release from GC spines. These include a delay of
global GC action potentials (AP) due to the prominent IA current
(Schoppa and Westbrook, 1999; Kapoor and Urban, 2006), and a
prolonged Ca2+ entry due to synaptic activation of a non-specific
cation current ICAN, possibly in coincidence with global APs (Hall
and Delaney, 2002; Egger, 2008; Stroh et al., 2012).

Since as in other synapses reciprocal release of GABA is
Ca2+-dependent (Isaacson and Strowbridge, 1998), how could
spine Ca2+ signals mediate asynchronous release? To answer this
question, we explored several potential local mechanisms that
might be involved in slow spine Ca2+ signaling and thus are
directly related to the biophysical properties of individual spines.

While the endogenous Ca2+ buffering capacity κE in GC
spines is not unusually high (∼120) and thus cannot explain
lingering Ca2+, the Ca2+ extrusion from the spine cytosol
is sluggish (rate γ ∼500 s−1 at RT), which might support
asynchronous output (Egger and Stroh, 2009).

As to postsynaptic spine Ca2+ signals upon glomerular mitral
cell stimulation (100 µM OGB-1, Egger et al., 2005), responses in
juvenile rat GC spines are robust, with an average amplitude of
∼40% 1F/F, and rise within ∼80 ms. Their decay kinetics are

slower than those of backpropagating AP-mediated transients,
with a clearly bimodal distribution of durations. While ∼2/3 of
spine signals decayed by half within ∼600 ms, the remaining 1/3
decayed very slowly, with half durations beyond 1.5 s. Identical
signal properties including the fraction of “slow spines” are
observed in response to TPU of glutamate (Bywalez et al., 2015).
This unitary postsynaptic Ca2+ entry is mainly mediated by
NMDA receptors, with additional contributions by low- and high
voltage activated Ca2+ channels and Ca2+-induced Ca2+ release
(CICR; Egger et al., 2005). Relief from the Mg2+ block is provided
via a local AP (“spine spike,” Bywalez et al., 2015), while native GC
AMPA receptors are not Ca2+-permeable (Jardemark et al., 1997;
Egger et al., 2005).

However, these previous recordings of synaptic fluorescence
transients were all performed with the Ca2+ indicator dye OGB-
1 (100 µM, Kd = 200 nM). Therefore transients are substantially
buffered and do not reflect true kinetics of Ca2+ signals (Egger
and Stroh, 2009), even though their observed decay times seem
to fit well with the time scale of asynchronous release. Thus
here we asked whether synaptic signals are indeed slow, also in
comparison to AP-mediated transients, by using a low-affinity
Ca2+ dye.

Moreover, we had observed earlier on that the triggering of
long-lasting depolarizations in the wake of synaptically evoked
GC APs required both NMDA receptor activation and opening of
voltage-gated Na+ channels (Nav; observed in both juvenile rats
and adult mice) and that these long-lasting depolarizations were
carried by TRPC1/4 heteromeric channels (Egger, 2008; Stroh
et al., 2012). Since we know by now that local postsynaptic inputs
can trigger “spine spikes” within the spine head (Bywalez et al.,
2015), we hypothesized that already local synaptic signals might
involve a long-lasting cationic inward current ICAN (via TRPCs
or otherwise). To this end, we combined Na+ imaging based
on the dye SBFI (Rose et al., 1999; Ona-Jodar et al., 2017) with
TPU of glutamate.

Finally, we noticed that in spite of similar endogenous Ca2+

dynamics and similar amplitudes of spontaneous and evoked
synaptic transients in adult mouse and juvenile rat GCs (Egger
et al., 2005; unpublished observations Egger and Stroh, Egger and
Stroh, 2009; Abraham et al., 2010), postsynaptic Ca2+ signals in
adult mouse GCs were yet slower with regard to their rise time
(original data set from Abraham et al., 2010, in which kinetics
had not been analyzed quantitatively). This study had revealed a
correlation between behavioral performance in a go/no-go odor
discrimination task, and modifications of postsynaptic 1Ca2+

into the majority of GC spines via viral transfection, across
three sample groups: (1) WT mice, (2) mice with a deletion of
the GluA2 AMPAR subunit (1GluA2; increased Ca2+ entry)
which resulted in faster discrimination and thus a gain of
function, and (3) mice with a deletion of the NR1 NMDAR
subunit (1GluN1, i.e., reduced Ca2+ entry), which resulted in
slowed discrimination, i.e., a loss of function. Here we provide a
quantitative analysis of the kinetics of the respective Ca2+ signals
and the response probability and use the genetic pharmacology
provided by the viral knockdown to infer possible mechanisms
for the slow rise.

In summary, here we aim to unravel the pyhsiological time
courses of postsynaptic Ca2+ and Na+ signals in juvenile rat
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GCs in order to investigate their overlap with the previously
established time course of asynchronous release. Moreover, we
describe an additional potential source of delayed release from
adult mouse GC spines.

METHODS

Juvenile Rat Experiments: Preparation,
Electrophysiology
Sagittal OB brain slices (thickness 300 µm) were prepared
in artificial cerebrospinal fluid (ACSF, composition see below)
following procedures in accordance with the rules laid down
by the EC Council Directive (86/89/ECC) and German animal
welfare legislation. Slices were incubated a water bath at 33◦C
for 30 min and then kept at room temperature (22◦C) until
recordings were performed.

The extracellular ACSF was bubbled with carbogen and
contained (in mM): 125 NaCl, 26 NaHCO3, 1.25 NaH2PO4, 20
glucose, 2.5 KCl, 1 MgCl2, and 2 CaCl2. Whole cell current clamp
recordings were performed at room temperature (22 ◦C) and
granule cells were held near their resting potential of −80 mV.
Granule cells were filled with an internal solution containing
the following substances (in mM): 130 K-Methylsulfate, 10
HEPES, 4 MgCl2, 2 ascorbic acid, 10 phosphocreatine-di-tris-
salt, 2.5 Na2ATP, 0.4 NaGTP, and 1 mM SBFI (Na+-binding
benzofuran isophthalate, Teflabs, Austin, TX, United States and
Molecular Probes, Eugene, OR, United States) or 0.1 OGB-
6F (Ca2+ indicator, Thermo Fisher Scientific, Waltham, MA,
United States). The patch pipette resistance varied between 6
and 7 M�.

Juvenile Rat Experiments: Combined
Two-Photon Imaging and Uncaging
For Na+ imaging experiments, electrophysiology and imaging
were performed as in Ona-Jodar et al. (2017), and for Ca2+

imaging experiments as in Bywalez et al. (2015). Uncaging is
also described in detail in Bywalez et al. (2015). Imaging and
uncaging were performed on a Femto-2D-uncage microscope
(Femtonics, Budapest, Hungary). Two tunable, Verdi-pumped
Ti:Sa lasers (Chameleon Ultra I and II respectively, Coherent,
Santa Clara, CA, United States) were used in parallel. The first
laser was set either to 840 nm for excitation of OGB-6F or to
800 nm for excitation of SBFI in GC spines and dendrites, and the
second laser was set to 750 nm for uncaging of caged glutamate.
The two laser lines were directly coupled into the pathway of
the microscope with a polarization cube (PBS102, Thorlabs Inc.,
Newton, NJ, United States) and two motorized mirrors. As caged
compound we used DNI-caged glutamate (DNI; Femtonics).
DNI was used at 1 mM in a closed perfusion circuit with a total
volume of 12 ml. Caged compounds were washed in for at least
10 min before starting measurements. The uncaging laser was
switched using an electro-optical modulator (Pockels cell model
350-80, Conoptics, Danbury, CT, United States).

Na+ and Ca2+ signals were imaged in line scanning mode
with a temporal resolution of ∼1 ms. The scan position was

checked and readjusted if necessary before each measurement to
account for drift.

Adult Mouse GC Ca2+ Imaging (Data
From Abraham et al., 2010)
The experiments in adult mice are described in Abraham et al.
(2010); the new analyses presented here are based on the very
same data set. Briefly (see Abraham et al., 2010, for details),
GC-specific deletion of GluA2 AMPAR subunit and GluN1
NMDAR subunit had been achieved by viral expression of Cre
recombinase in mice with conditional alleles of GluA2 and
GluN1. To restrict the deletion to GCs we had injected rAAV
Cre only in the anterior portion with respect to the center
of the dorsal OB surface. OB slices had been prepared after
an incubation time of at least 2 weeks. GluA2- and GluN1-
depleted GCs had been identified by somatic fluorescence arising
from co-expression of Cre recombinase and Kusabira orange
(Tang et al., 2009). Mitral/tufted cells had been activated via
glomerular extracellular stimulation, and responding GC spines
had been searched for with two-photon Ca2+ imaging in GCs
patched below the stimulated glomerulus that had responded
to glomerular stimulation with a detectable EPSP (see also
Figure 3A).

Data Analysis and Statistics
Imaging data were analyzed with custom written macros in
Igor Pro (Wavemetrics, Lake Oswego, OR, United States), as
described previously (Egger et al., 2003, 2005). All imaging
signals (OGB-6, OGB-1, SBFI) were analyzed in terms of
1F/F = (F(t) − F0)/F0. Rise times were measured between 20
and 80% of the absolute maximal 1F/F amplitude, and half
durations t1/2 reflect the period from this maximal amplitude to
the half-maximal amplitude. SBFI 1F/F signals were converted
into absolute concentration changes 1[Na+]i according to the
previously established calibration on the same system: for non-
saturating signals a 10% change in fluorescence emission of SBFI
corresponds to a change of 22.3 mM in [Na+]i (Ona-Jodar et al.,
2017). The response probability is an estimate of the release
probability and was calculated as the ratio of detected responses
to the total number N of stimulations (average N = 14± 5 in WT).

Statistical comparisons were made with non-parametric
tests (Wilcoxon test for paired and Mann-Whitney test for
unpaired data sets). Comparisons between WT GC responses
and the 1GluA2 and 1GluN1 GC groups were made via
pairwise Mann-Whitney tests with Bonferroni correction.
Frequency distributions of parameters were compared with the
Kolmogorov-Smirnov test. Mean values are given± SD.

RESULTS

Time Course of Synaptic Spine Ca2+

Signals With Minimal Exogenous
Buffering
To investigate the local mechanisms underlying the
asynchronous component of reciprocal GABA release, we
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aimed to detect local postsynaptic Ca2+ signaling in GC spines
with as little exogenous buffering as possible, since sluggish
extrusion of Ca2+ might also contribute to delayed release
(Egger and Stroh, 2009). The low-affinity dye OGB-6F (Kd ≈ 8
µM, Tran et al., 2018) was used at a concentration of 100 µM,
where the kinetics of OGB-6F fluorescence transients in response
to single somatic APs (1F/F)sAP are identical to the kinetics
determined by extrapolation of measurements with varying
concentrations of OGB-1 (Kd ≈ 0.2 µM) to zero added buffer
(Egger and Stroh, 2009).

TPU of DNI with similar parameters as in Bywalez et al. (2015;
Figure 1A) evoked Ca2+ transients (1F/F)TPU in juvenile rat GC
spine heads (postnatal days PND11-19), with a mean amplitude
of 24 ± 9%, a mean rise time of 55 ± 32 ms and a mean half
duration t1/2 of 445 ± 225 ms (n = 11 spines, Figures 1B,C).
These transients were strictly localized to the spine head (mean
(1F/F)TPU amplitude in adjacent dendritic shaft 2 ± 1%, ratio
vs. spine head 0.09 ± 0.03). While t1/2 was difficult to analyze
in some of the individual spine responses because of noise, the
averaged transient yielded a t1/2 of∼550 ms, substantially slower
than the half-duration of AP-mediated transients recorded in a
subset of these spines (n = 8, t1/2 of averaged 1F/F ∼100 ms,
Figure 1B bottom). The influence of buffering on the rise time
should be less pronounced since the latter mostly reflects the
duration of Ca2+ entry into the cytoplasm. Indeed, the set of
rise times is statistically not different from a previous TPU
data set using also DNI and OGB-1 (rise time 76 ± 57 ms,
median 60 ms, n = 42, P = 0.19, Mann-Whitney test; data
from Bywalez et al., 2015).

Time Course of Synaptic Spine Na+

Signals With Minimal Added Exogenous
Buffering
Postsynaptic Na+ signals could report the activity of the Ca2+-
impermeable GC AMPARs and of spine Navs and TRPC1/4
in a more direct way than Ca2+ signals and thus yield
additional information on the state of the locally activated GC
spine. We performed two-photon Na+ imaging using SBFI at
a concentration of 1 mM. This is far below both the Na+
concentration of 15 mM in the internal solution and the apparent
KD of SBFI, so the degree of introduced buffering is negligible
(Mondragão et al., 2016; Figure 2).

The ensuing Na+ signals following TPU of glutamate at
individual spine heads with similar parameters as in the OGB-6F
experiments had a mean amplitude of−(1F/F)TPU = 4.9± 1.4%
in the spine head of juvenile rat GCs (PND 11–18). They were
localized to the spine head to some extent but mostly also
detectable in the adjacent dendritic shaft (mean amplitude ratio
dendrite/spine 0.56 ± 0.38 of spine signal; P < 0.001 vs. spine
signal amplitude; n = 13 spines in 11 GCs). Conversion of the
spine signal amplitude to absolute changes in [Na+]i (Rose et al.,
1999; Ona-Jodar et al., 2017) yielded a mean increase 1[Na+]i by
∼10 mM. The average rise time was 250 ± 130 ms and the half
duration t1/2 = 890 ± 770 ms in the spines, including frequently
observed plateau-like phases. Individual (1F/F)TPU signals in
dendritic shafts were usually too noisy for kinetic analysis.

FIGURE 1 | TPU-evoked Ca2+ entry into juvenile rat GC spines with low
exogenous buffering. Imaging of TPU-evoked Ca2+ transients within GC
spines with low exogenous buffering (100 µM OGB-6F). (A) Scheme of
experiment: whole cell recording from GC (filled with dye via pipette) and TPU
at spine head. The pipette was also used for brief current injections to evoke
somatic APs (sAP). (B) Top: two-photon scans (z-projections) of three
representative examples of individual spines filled with OBG-6F. Blue stars
denote uncaging locations. Red and gray dotted line indicate line scan
positions. Middle: respective averaged fluorescence transients (1F/F)TPU that
were collected from line scans across the spine heads above (S, red) and the
adjacent dendrite at the base of the spine neck (D, gray). Blue dashed lines
and star: time point of uncaging. Bottom: (1F/F)TPU transients averaged
across experiments (Ca2+ imaging: n = 11 spines) with the same time axis,
spine response in red and dendrite response in gray. The black trace in the
Ca2+ imaging graph represents the averaged response (1F/F)AP to a
backpropragating somatically evoked AP (recorded in n = 8 of the 11 spines).
(C) Cumulative plots of (1F/F)TPU amplitudes in dendrite and spine pairs
(highly significantly different: P < 0.001, Wilcoxon test), and of rise times and
half durations t1/2 of (1F/F)TPU within the spine heads (mostly not detectable
in the dendrites).

Frontiers in Synaptic Neuroscience | www.frontiersin.org 4 November 2020 | Volume 12 | Article 551691119

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-12-551691 November 10, 2020 Time: 15:59 # 5

Ona Jodar et al. Slow Postsynaptic Spine Signals

FIGURE 2 | TPU-evoked Na+ entry into juvenile rat GC spines. Imaging of
TPU-evoked Na+ transients within GC spines with low exogenous buffering
(1 mM SBFI). Experimental setup as in Figure 1A. (A) See also Figure 1B.
Top: two-photon z-stacks of three representative examples of individual
spines filled with SBFI. Blue stars denote uncaging locations. Red and gray
dotted line indicate line scan positions for the leftmost spine. Middle:
respective averaged fluorescence transients (1F/F)TPU within the above
spines (S, red) and within the adjacent dendrite (at the base of the spine neck,
D, gray). Bottom: (1F/F)TPU transients averaged across experiments (n = 13
spines) with the same time axis, spine response in red and dendrite response
in gray. Note the similar time course of the dendritic response. Black trace:
extrapolated response (1F/F)AP to a single backpropragating somatically
evoked AP (from mean response to 20 APs at 50 Hz, see (B) Amplitude
(1F/F)AP ≈ –0.4%, t1/2 ≈ 1.7 s). (B) Cumulative plots. Left panel: (1F/F)TPU

amplitudes in dendrite and spine pairs (highly significantly different, P < 0.001,
Wilcoxon test) and (1F/F)50Hz amplitudes in response to a 50 Hz train of 20
APs in a subset of the same spine heads (n = 9). Right axis: changes in [Na+]i
concentration (calibration from Ona-Jodar et al., 2017). Right panel: half

(Continued)

FIGURE 2 | Continued
durations t1/2 of (1F/F)TPU within the spine heads (t1/2 could not be
measured in most dendritic transients because of noise). (C) (1F/F)TPU spine
amplitudes vs. distance of the spine to the soma and spine neck length
(means 99 ± 35 µm and 5.9 ± 3.3 µm respectively, n = 12). Dashed lines:
linear fit. No significant correlations.

As for TPU-evoked Ca2+ transients (Bywalez et al., 2015),
there were no significant correlations between spine (1F/F)TPU
amplitudes and distance to soma or spine neck length
(Figure 2C), and also no correlation between the amplitude ratio
of spine/dendrite and spine neck length (not shown).

Again, we averaged data across all spine/dendrite pairs
(Figure 2A bottom). The averaged spine signal showed an initial
plateau-like phase of ∼600 ms, and the averaged dendrite signal
mirrored the kinetics of the spine signal, which is expected
because of the fast diffusion of Na+ into the dendrite (Mondragão
et al., 2016). Still, these TPU-evoked Na+ signals are very slow in
view of the overall fast diffusion of Na+ and also compared to
recent data from synaptic Na+ signals in hippocampal pyramidal
neuron spines (their t1/2 ∼20 ms; Miyazaki and Ross, 2017), and
therefore are best explained by a persistent influx of Na+ (see
section “Discussion”). The TPU-evoked spine Na+ signals are
also very large as compared to the Na+ influx induced by single
backpropagating APs. The latter was on the order of 0.4 mM (as
extrapolated from train stimulation of a subset of the same spines
with 20 APs at 50 Hz: (1F/F)50Hz =−7.9± 3.1% n = 9, Figure 2B;
see Figure 5 in Ona-Jodar et al. (2017) for train responses).

From these experiments we conclude that the time course
of asynchronous components of GABA release triggered by
unitary activation (Lage-Rupprecht et al., 2020) matches well
with substantial and prolonged elevation of postsynaptic Na+
and Ca2+ concentrations in the GC spine. Late release therefore
might result from local processing following unitary inputs to the
reciprocal spine (see section “Discussion”).

Postsynaptic GC Spine Ca2+ Signals in
Adult Mice
As shown above, both postsynaptic Ca2+ and Na+ signaling in
juvenile rat GC spines is likely to persist for several 100 ms.
Moreover, we noticed that in spite of similar endogenous Ca2+

dynamics (with regard to both buffering capacity and extrusion:
Egger and Stroh, 2009), postsynaptic spine Ca2+ transients in
adult mice evolved yet more sluggishly. Here we analyzed the
kinetics and response probability of postsynaptic GC spine Ca2+

signals in response to glomerular stimulation from an earlier data
set that was recorded with two-photon fluorescence imaging in
acute bulb slices from WT animals or from animals with partial
GC GluN1 or GluA2 deletions via viral transfection (PND 36–66;
dye 100 µM OGB-1; Abraham et al., 2010).

Postsynaptic Ca2+ transients in WT adult mouse GC spines
were also strictly localized to spine heads and occurred with
a rather low probability upon glomerular stimulation, even
though compound EPSPs were readily recorded at the soma (see
Figure 3B), rendering the set of recorded individual responses
rather small (estimated response probability Pr 0.10 ± 0.06,
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FIGURE 3 | Postsynaptic responses in adult WT, 1GluA2 and 1GluN1 GC spines. (A) Left: Scheme of experiment (modified from Abraham et al., 2010, their
Figure 2). Electrical glomerular stimulation and whole-cell recording of the resulting compound EPSP from a GC, including two-photon imaging of a responding
spine and its adjacent dendritic shaft. Genetically modified GCs (1GluA2 and 1GluN1) were identified by the expression of the fluorescent construct
Kusabira-Orange. Middle: scan of a WT spine and dendrite. Right: line scans through the spine and dendrite during consecutive glomerular stimulations. Only one
response occurred (3rd trace), that shows a slowly evolving Ca2+ transient confined to the spine head. (B) Single responses from other spines, with each trace
imaged in a different spine. Same scales for 1F/F and time as in (A). Top transients with their associated compound EPSP recordings. Left (red): WT GCs. Middle
(blue): 1GluN1 GCs. Right (green): 1GluA2 GCs. Note the larger size and yet slower evolution compared to WT and 1GluN1.

n = 13 spines; Figures 3A, 4A–C, see section “Methods”). While
some responses rose rather quickly (e.g., top left response in
Figure 3B, distribution in Figures 4B,C), in most cases the peak
amplitude of these (1F/F)syn signals occurred several 100 ms
later (average time to peak (TTP) 420 ± 440 ms, beginning
with 20 ms, n = 14 events; 2 events with peak beyond scan
time of 1,000 ms; if these are included with the end of scan as
peak time: TTPmin = 540 ± 510 ms). TTP was uncorrelated to
peak amplitude (r = 0.32, P = 0.11, n = 14). Such slowly rising
signals were never observed in the adjacent dendrite. We also
recorded responses to single backpropagating APs (1F/F)sAP in

9 of the 13 spines, with mean rise times of 15 ± 4 ms (see also
Stroh et al., 2012).

This slow rise was unrelated to Ca2+ entry via NMDARs,
since similarly slow signals occurred in 1GluN1 GC spines
with reduced Ca2+ entry (Figures 3B, 4A–C; 1GluN1 TTP
580 ± 260 ms, beginning with 200 ms, n = 13 events; 4
events with peak beyond scan, TTPmin = 740 ± 350 ms; no
significant difference to WT TTPmin: Kolmogorov-Smirnov test
P = 0.09). The probability to observe such events in 1GluN1
GCs (Pr = 0.18 ± 0.15, n = 7 spines) was also not significantly
different from WT.
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FIGURE 4 | Cumulative analyses of responses in adult mouse WT, 1GluA2
and 1GluN1 GCs. (A) Estimated likelihood of observing a (1F/F)syn response
upon glomerular stimulation (“response probability,” calculated as number of
responses divided by number of stimulations). Pairwise comparison
(Mann-Whitney test) and Bonferroni: Pr WT vs. 1GluA2: P = 0.0018, 1GluA2
vs. 1GluN1: P = 0.42, WT vs. 1GluN1: P = 0.51. (B) Frequency distribution
of (1F/F)syn response amplitudes for the three GC groups. WT is different from

(Continued)

FIGURE 4 | Continued
1GluA2, but not from 1GluN1 (P < 0.001 and P = 0.16,
Kolmogorov-Smirnov). (C) Distributions of (1F/F)syn response time to peak for
the three GC groups. The rightmost bar shows the responses where the peak
might not yet have been reached within the scanning time window (up to
1,200 ms post stimulation). (D) Frequency distribution of (1F/F)syn response
time to peak for the three GC groups, with peaks possibly beyond scan
window set to 1,200 ms (minimal time to peak). WT is different from 1GluA2,
but not from 1GluN1 (P = 0.02 and P = 0.09, Kolmogorov-Smirnov test).

Additional Ca2+ entry due to GluA2 deletion, however,
resulted in larger 1F/Fs that rose even more slowly than in
WT spines (Figures 3B, 4A–C; 1GluA2 TTP 680 ± 250 ms,
beginning with 400 ms, n = 7 events; 13 events with peak
beyond scan; all events: TTPmin = 960 ± 270 ms: Kolmogorov-
Smirnov test P < 0.02 vs. WT). The probability of such events
was significantly higher than in WT (Pr = 0.24 ± 0.13, n = 8
spines, P = 0.006), possibly due to their improved detectability
because of larger 1F/F amplitudes. Such a slow evolution in
postsynaptic Ca2+ should also be reflected in the strength and
time course of reciprocal GABA release. Indeed, it was shown
previously in recordings of mitral cell hyperpolarizing potentials
following a train of 20 APs at 50 Hz (a stimulation that efficiently
activates reciprocal release from GCs; Figure 4 in Abraham
et al., 2010), that 1GluA2 resulted in a significantly stronger
and almost two times longer mitral cell recurrent inhibition
compared to WT. The relevant time scales match our time to
peak data including the late peaks of (1F/F)syn reported above
(1GluA2: half duration t1/2 ∼1,150 ms; WT: t1/2 ∼600 ms).
Conversely, 1GluN1 did not exert a significant influence on
the duration of recurrent inhibition and only a mild reduction
on its amplitude, in line with the lack of a significant effect on
TTP of (1F/F)syn described above (Supplementary Information
in Abraham et al., 2010).

DISCUSSION

Relation Between Ca2+ and Na+

Transients in the GC Spine Head and
Asynchronous Release
Asynchronous release—i.e., release that happens later than
the fast coupling of HVA presynaptic Ca2+ currents to
the release machinery (e.g., Kaeser and Regehr, 2014)—is a
phenomenon known from many central synapses. It is often
observed at repetitively stimulated synapses (Wen et al., 2013),
which would also hold true for the classical dendrodendritic
inhibition protocol, where voltage-clamped mitral cells are being
depolarized for 20–50 ms and thus ongoing release of glutamate
from mitral cells is likely to happen over dozens of ms and
subsequent asynchronous release of GABA has been documented
by many groups (see section “Introduction”). Thus it is at first
surprising that local, unitary-like stimulation of GC spines by
TPU would suffice to elicit asynchronous release, which we have
recently documented (Lage-Rupprecht et al., 2020). However,
the temporal extent of this asynchronous release was shorter
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than in the classical dendrodendritic inhibition experiments
(maximal extent of ∼500 ms vs. >1 s) and therefore there
might be additional mechanisms involved whenever GCs are
activated more strongly.

The NMDAR-mediated Ca2+ current into juvenile rat GC
spines is expected to recede within less than 200 ms (e.g.,
Hestrin et al., 1990; Egger et al., 2005). It is thus on its own
unlikely to mediate substantial asynchronous release far beyond
the first 100 ms, even though the slow extrusion of Ca2+ from
the cytoplasm may contribute to delayed release (Egger and
Stroh, 2009). To further unravel signaling downstream of the
NMDAR and Nav activation during the local spine spike, we
investigated the time course of postsynaptic Na+ and Ca2+

elevations with minimal exogenous buffering. Both ion species
showed prolonged elevations for durations well compatible with
asynchronous output.

Previously, somatic AP-mediated and postsynaptic Ca2+

transients recorded with 100 µM OGB-1 were observed to
decay with roughly equal half durations of 600 ms (except for
the subpopulation of “slow spines” featuring transients with
t1/2 > 1.5 s, which made up one third; Egger et al., 2005;
Bywalez et al., 2015). Whereas here TPU-evoked transients were
always substantially longer than AP-evoked transients in the same
spine, on the order of 500 vs. 100 ms, dissociating physiological
postsynaptic Ca2+ dynamics from exogenous buffer effects.
Interestingly, “slow spines” were not observed here, also not in an
additional set of n = 12 spine responses that was excluded from
the analysis because of inadvertently longer uncaging intervals.
This observation might be explained by the existence of a Ca2+-
dependent extrusion mechanism, that is activated only by high
levels of [Ca2+]i which are buffered away in the presence of
100 µM OGB-1 (such as Ca2+-ATPases, Na+/Ca2+ exchangers
or mitochondrial Ca2+ uniporters, e.g., Sabatini et al., 2002;
Chamberland et al., 2019).

In particular, there was a substantial and long-lasting
postsynaptic elevation of Na+. This detected 1[Na+]i is ∼20-
fold higher than what could be extrapolated for a single
backpropagating GC AP from responses to train stimulation
(∼10 vs. ∼0.4 mM, see Figure 2A). Thus there must be
substantial postsynaptic Na+ entry on top of local Nav activation,
in line with earlier reports of Na+ signals in response to
suprathreshold synaptic stimulation in hippocampal pyramidal
neurons (Rose and Konnerth, 2001). In GC spines, the average
time course of 1[Na+]i showed a plateau-like phase of >500 ms,
very much unlike recent observations of single synaptic Na+
transients in spines of hippocampal pyramidal neurons which
decayed within 20 ms—but were of a similar magnitude (∼5 mM;
Miyazaki and Ross, 2017). While the slow decay of the GC spine
1[Na+]i might be explained to some extent by the diffusive
barrier provided by the high neck resistance (predicted as≥1 G�,
Bywalez et al., 2015), the origin of the [Na+]i plateau requires a
persistent Na+ entry that outlasts AMPAR/NMDAR activation.
It thus might indeed be related to extended local TRPC1/4
activation downstream of NMDAR activation, since there was no
global plateau current in 1GluN1 GCs (Stroh et al., 2012).

Alternatively or in addition, the [Na+]i plateau might
correspond to a local UP state, i.e., a local plateau potential [which

are known to occur in dendrites of e.g., prefrontal pyramidal
cells or striatal spiny neurons (Milojkovic et al., 2005; Plotkin
et al., 2011)] in the GC spine which could cause TRPC1/4
activation and thus ongoing local influx of Ca2+ sufficient to
trigger recurrent release. This influx should also happen close to
the release machinery, since buffering of GC Ca2+ by EGTA had
no effect on asynchronous release (Isaacson, 2001). Such local UP
states or plateau potentials might not be evident in GC somatic
membrane potential recordings due to substantial filtering by the
large spine neck resistance, even though preliminary simulations
of UP states in GC spines show that such plateaus would undergo
considerably less filtering that spine spikes because of their
slow kinetics (Aghvami and Egger, unpublished observations).
So far, evidence for plateau-like states within GC spines could
not be gathered from our somatic current clamp recordings;
spine recordings with advanced voltage-sensitive dyes would be
required to further elucidate this issue. Increased [Na+]i within
the observed regime might also provide positive feedback to
NMDARs via an upregulation of NMDAR Ca2+ currents by the
Src kinase (Yu et al., 1997; Yu and Salter, 1998) and thus cause
persistent Ca2+ and Na+ entry. Further experiments are required
to unravel such interactions.

The large size of 1[Na+]i amplitudes in the adjacent dendrite
is unexpected, since Na+ diffusion from the spine into the
dendrite should result in a substantial drop in concentration (e.g.,
Miyazaki and Ross, 2017) and GC spine necks are particularly
long (∼6 µm in our sample, Figure 2C). Possible explanations
for this observation include the large volume of GC spine heads
(similar radius as the dendrite, Egger and Stroh, 2009), weak
Na+ extrusion from the spine head and neck, or that the source
of the synaptically triggered persistent Na+ entry mechanism
postulated above is present and activated also within the dendritic
shaft. In any case, dendritic Nav channels (e.g., Egger et al.,
2003; Nunes and Kuner, 2018) are unlikely to contribute to
this signal since we have shown previously that the postsynaptic
spine depolarization undergoes strong attenuation and thus
both dendritic Nav and Cav channels will not become activated
(Bywalez et al., 2015)—unless several spines receive coincident
inputs (Müller and Egger, 2020).

Postsynaptic Ca2+ Signals in Adult
Mouse vs. Juvenile Rat
Endogenous Ca2+ buffering and extrusion, postsynaptic 1Ca2+

amplitudes and synaptic AP-evoked Ca2+ signals and long-
lasting depolarizations are similar in adult mouse GCs as in
juvenile rat GCs (Egger et al., 2005; Egger, 2008; Egger and
Stroh, 2009; Abraham et al., 2010; Stroh et al., 2012). However,
a more detailed analysis of the synaptic responses showed also
two striking differences. First, we observed a strongly reduced
release probability Pr (0.1 vs. 0.5). This effect might be due to
maturation of the bulbar network, since in rats the strength
of dendrodendritic inhibition was reported to decline steeply
between PND15 and PND20 (Dietz et al., 2011). While this Pr
value is no more than an estimate due to the small number of
recorded responses and substantial noise in some experiments,
we observed similar values also for recordings from 1GluN1
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and 1GluA2 GCs, with the slight increase for 1GluA2 possibly
explained by the improved detectability of signals in these cells.

Second, yet more strikingly, we observed a broad variability
in signal onset and rise. In all three types of GCs, there was a
subset of signals with an apparently delayed onset and a very
slow evolution within hundreds of milliseconds up to seconds.
These features were unchanged between WT and 1GluN1, so
NMDARs are not required to generate such responses. Rather,
the 1GluA2 GCs showed an increased fraction of such slow
signals, indicating that Ca2+-permeable AMPARs can also feed
into this mechanism. This effect could be mediated perhaps
by enhancing postsynaptic Ca2+ induced Ca2+ release (CICR)
that we have previously shown to also occur in rat GC spines
(Egger et al., 2005). Such a Ca2+-dependent mechanism might
also be supported by slow extrusion (Egger and Stroh, 2009).
Together with the current observations these data are consistent
with voltage-gated Ca2+ channels or Ca2+-permeable AMPARs
triggering CICR, rather than NMDARs, as was also observed in
other neuron types (e.g., Chávez et al., 2006; Plotkin et al., 2013).
In any case, the respective mechanism is also likely to undergo
developmental upregulation since a delayed and extended
postsynaptic Ca2+ rise was not observed in young rat GC spines.
In adult mice, somatic GC Ca2+ responses to odorants were also
reported to show a high variability with regard to onset and rise
(Wienisch and Murthy, 2016).

Intriguingly, apparently slowly rising signals in GC spines
may also be of presynaptic origin, e.g., due to late firing of
principal neurons in response to glomerular stimulation (Kapoor
and Urban, 2006; Gire et al., 2012; Giridhar and Urban, 2012).
In our experiments, this source might also contribute in the
wake of glomerular stimulation; a correlation with late EPSPs
is difficult to test because of the high spontaneous activity and
low number of responses in our recordings. However, such
delayed presynaptic activity is probably not a main source of
slowly rising signals in our data set, since an enhancement of
presynaptic signal contributions specifically in 1GluA2 GCs
appears rather unlikely.

As already implied by this possibility of delayed presynaptic
inputs, slow signals in OB networks are not restricted to
GC-mediated recurrent inhibition; representations of olfactory
stimuli in general are known to evolve over long time scales
of hundreds to thousands of ms (Friedrich and Laurent, 2001;
Uchida and Mainen, 2003; Abraham et al., 2004, 2010; Rinberg
et al., 2006; Gschwend et al., 2015). Aside from the original notion
that these time scales are required for decorrelation of principal
neuron activity, persistent representations might also be involved
in the formation of odor after-images (Patterson et al., 2013).

With regard to further functions of slow signals, they
are at first glance unlikely to play a direct role during
odor discrimination or background segregation, since these
discriminations usually occur within considerably less than
500 ms, even for difficult mixtures and/or many components
(Abraham et al., 2004, 2010; Kepecs et al., 2005; Rokni et al.,
2014; Bhattacharjee et al., 2019). Rather, slow signals may be
involved in learning and plasticity, also during learning of
the mixture discrimination task (Abraham et al., 2004, 2010;
Gschwend et al., 2015).

Aberrant slow signals due to pathological changes (extended
or reduced asynchronous release) would thus be expected to
disrupt plasticity induction. Indeed, several pathologies such
as Alzheimer’s disease have been associated with enhanced
asynchronous release (reviewed in Kaeser and Regehr, 2014),
for example at the neuromuscular junction, and interestingly
also for fast-spiking interneurons in epileptic foci in both
human and rat (Jiang et al., 2012). However, so far no loss
of function has been observed for the 1GluA2 modification.
Pathological or other modulations of asynchronous release
from granule cells might also influence both slow and fast
network oscillations, i.e., the respiration coupled θ and
probably more importantly γ rhythm that GCs have been
associated with (e.g., Fukunaga et al., 2014). Such interactions
between asynchronous release and rhythmic activity have been
demonstrated in other GABAergic interneurons, including
hippocampal cholecystokinin-positive basket interneurons
that are crucially involved in generation of the hippocampal
theta rhythm (e.g., Hefft and Jonas, 2005), and in cortical
parvalbumin-positive GABAergic neurons that power γ

oscillations (e.g., Traub et al., 1998). Interestingly, increased
asynchronous release of GABA might reduce the ability of
these PV+ neurons to sustain γ and has been proposed as
one possible mechanism for uncoupling in schizophrenia
(Volman et al., 2011).

In conclusion, we find that several mechanisms such as
delayed and slowly evolving excitation, slow removal of Ca2+

and perhaps extended local postsynaptic depolarization as
indicated by the persistent elevation of Na+ may feed into
asynchronous GC spine output. Since on the other hand there
is also a fast, synchronous component of reciprocal release
(Halabisky et al., 2000; Lage-Rupprecht et al., 2020), GC
spines are obviously capable of parallel processing on multiple
time scales, a property that appears to be further refined
with maturation.
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There are growing indications for the involvement of calcium stores in the plastic
properties of neurons and particularly in dendritic spines of central neurons. The store-
operated calcium entry (SOCE) channels are assumed to be activated by the calcium
sensor stromal interaction molecule (STIM) which leads to activation of its associated
Orai channel. There are two STIM species, and the differential role of the two in SOCE is
not entirely clear. In the present study, we were able to distinguish between transfected
STIM1, which is more mobile primarily in young neurons, and STIM2 which is less
mobile and more prominent in older neurons in culture. STIM1 mobility is associated with
spontaneous calcium sparks, local transient rise in cytosolic [Ca2+]i, and in the formation
and elongation of dendritic filopodia/spines. In contrast, STIM2 is associated with older
neurons, where it is mobile and moves into dendritic spines primarily when cytosolic
[Ca2+]i levels are reduced, apparently to activate resident Orai channels. These results
highlight a role for STIM1 in the regulation of [Ca2+]i fluctuations associated with the
formation of dendritic spines or filopodia in the developing neuron, whereas STIM2 is
associated with the maintenance of calcium entry into stores in the adult neuron.

Keywords: dendritic spines, filopodia, store operated channels, STIM, hippocampal culture, cytosolic calcium,
calcium stores

INTRODUCTION

Calcium stores assume a critical role in the handling of cytosolic calcium concentration ([Ca2+]i)
in neurons and non-neuronal cells alike (Verkhratsky, 2005; Zalk et al., 2007). The main
intracellular calcium-accumulating organelle is the endoplasmic reticulum (ER). Release of
calcium from ER is important for cases, where the influx of calcium ions from the extracellular
space is not sufficient to raise [Ca2+]i, to levels needed to activate calcium-dependent protein
phosphorylation, or in cases where there are no sufficient calcium channels on the plasma
membrane such as in juvenile neurons. Depletion of calcium from the ER stores is sensed
by stromal interaction molecule (STIM). It clusters near the depleted store, relocates to the
plasma membrane, where it interacts with Orai1 voltage-independent calcium channel, to
allow calcium influx into the stores, to refill them (Bogeski et al., 2012; Segal and Korkotian,
2014; Kraft, 2015). The interaction of stores/STIM/Orai complex was studied extensively in
non-neuronal cells, and its malfunction has been implicated in immunological diseases (Feske
et al., 2006). Compared to the vast literature on STIM/Orai functions in non-excitable cells,
much less is known about their role in central neurons. STIM and Orai are localized in brain
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tissue (Skibinska-Kijek et al., 2009; Segal and Korkotian,
2016), and STIM1/Orai1 can be converted from a dispersed
to a punctate form upon depletion of calcium stores with
thapsigargin (Klejman et al., 2009). They are important in the
regulation of growth cone motility (Mitchell et al., 2012), in
the regulation of voltage-gated calcium channels (Park et al.,
2010), and in detrimental effects of chronic epilepsy (Steinbeck
et al., 2011) and oxidative stress (Henke et al., 2013). Earlier
work ascribed a role for store-operated calcium entry (SOCE)
also in synaptic plasticity, in that SOCE antagonists reduce
long-term potentiation in hippocampal neurons (Baba et al.,
2003). The recent association of septins (Tada et al., 2007; Sharma
et al., 2013) with SOCE is intriguing indeed, as septins have
been found in dendritic spines of central neurons (Xie et al.,
2007) and may provide a link between dendritic spines and
calcium stores. Another peptide that regulates the activity of
STIM1 is NEUROD2 (Guner et al., 2017) which is found in
cortical neurons and attests to the importance of STIM1 in
the regulation of stored calcium. In earlier studies, we explored
the role of Orai1 in dendritic spine growth and plasticity
(Korkotian et al., 2017; Tshuva et al., 2017) to suggest that
Orai1 is critically involved in intracellular calcium regulation,
specifically in dendritic spines. The present study focuses on
STIMs. There are two species of STIM in central neurons,
STIM1 and STIM2, and their possible differential roles in calcium
stores are not entirely clear. While studies associate STIM1 with
Orai1 (e.g.,Skibinska-Kijek et al., 2009; Pavez et al., 2019),
there are indications that STIM2 is the dominant species in
hippocampal neurons (Sun et al., 2014; Zhang et al., 2015).
We were able to detect both STIM1&2 in cultured neurons
(Korkotian et al., 2017), but possibly in different neuronal
compartments and/or developmental stages of the neurons. In
the present study, we focus on the dynamics of both STIMs
concerning intracellular calcium regulation. Our results indicate
that unlike STIM2, STIM1 predominates in young cells; it is
highly mobile within dendrites and has a potential role in causing
an influx of calcium through apparent calcium sparks (Ross,
2015) and in the formation and growth of filopodia, as suggested
before for growth cones (Mitchell et al., 2012; Pavez et al., 2019).
STIM2, on the other hand, is active in the more mature neurons,
where it is mobilized in response to a reduction of ambient
[Ca2+]i and moves into dendritic spines.

MATERIALS AND METHODS

Cultures
Animal handling was as per the guidelines of the Institutional
Animal Care and Use Committee of the Weizmann Institute and
with the Israeli National guidelines on animal care. Cultures were
prepared as detailed elsewhere (Korkotian et al., 2017). Briefly,
E18–19 rat embryos were removed from pregnant decapitated
mother’s womb under sterile conditions. The hippocampi were
dissected free and placed in a chilled (4◦C), oxygenated Leibovitz
L15 medium (Gibco) enriched with 30 mM glucose and
gentamicin (Sigma, 20 µg/ml), and mechanically dissociated.
About 105 cells in 1 ml medium were plated on 13 mm circular

glass coverslips in each well of a 24 well plate. Cells were left to
grow in the incubator at 37◦C, 5% CO2.

Neurons were transfected at 6–7 days in vitro (DIV) with
EBFP2 or EGFP (to image cell morphology), and STIM1-
mCherry or STIM2-YFP using lipofectamine 2000 and were used
for imaging at 10–20 DIV.

Immunostaining
Cover glasses bearing transfected primary hippocampal cells
were washed briefly with a standard extracellular solution.
Cultures were then fixed with 4% paraformaldehyde in 0.1 M
phosphate-buffered saline (PBS, pH 7.4) for 20 min, and washed
thereafter with PBS thoroughly. Cultures were incubated for 1 h
with 10% normal horse serum (NHS) in 0.1% Triton X-100
containing PBS and subsequently incubated for 24 h at 4◦C with
the specific antibodies. Anti STIM1 (Santa Cruz, rabbit IgG,
1:200) and anti STIM2 (goat polyclonal IgG, Santa Cruz, 1:200)
were combined in different testing conditions. Cultures were
incubated for 1 h with Alexa 568-labeled or Alexa 633-labeled
anti-goat or anti-mouse secondary antibody (Molecular Probes,
Eugene, OR, USA; 1:200, in PBS). Coverslips were rinsed,
transferred onto glass slides, and mounted for visualization
on a Zeiss upright LSM 880 (which allows simultaneous
visualization of four fluorophores) with an anti-fading mounting
medium. In all cases, secondary and tertiary dendritic segments
were visualized. It should be noted that although STIM1
(Figures 1A,D) and STIM2 (Figures 1B,E) share some structural
homology, they were physically located in distinctly different
cellular compartments, indicating that their antibodies express
low cross-reactivity (Figures 1C,F). Confocal image stacks
were used for 3D reconstructions using Zeiss software. Figures
were prepared using Photoshop CS4 graphics software (Adobe,
San Jose, CA, USA).

Live Cell Imaging
Cultures were placed in the imaging chamber, on the stage
of the confocal microscope using a 40× water immersion
objective (1.0 NA) and imaged at a rate of 10–20 frames/s. No
photo-bleaching was detected under these conditions. Standard
recording medium contained (in mM); NaCl 129, KCl 4, MgCl2
1, CaCl2 2, glucose 10, HEPES 10, pH was adjusted to 7.4 with
NaOH and osmolality to 320 mOsm with sucrose. Cultures were
incubated with Fluo-2AM or Calcium Orange AM (CO; 2 µM,
Invitrogen) for 1 h at room temperature to image variations in
[Ca2+]i resulting from spontaneous network activity or changes
associated with STIM1 or STIM2. Imaging of cell morphology
(blue, imaged at 405 nm), calcium variations (488 nm or 543 nm),
and STIM1/2 (514/543 nm) were made with the appropriate
wavelengths. Images were taken in the fast scan mode of the
Zeiss 880 confocal microscope, using a two-track setting, in
which first the 488 nm illumination was applied alone, and
then a combination of 405 and 543 nm was used. This setting
minimizes the cross-talk between different dyes and still allows
the fast scan necessary for calcium imaging. Pinhole size was
adjusted to about 2 µm. All measurements were conducted
with identical laser parameters for all groups (e.g., intensity,
optical section, duration of exposure, and spatial resolution).
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FIGURE 1 | Colocalization of transfected stromal interaction molecule 1 (STIM1) or STIM2 with native STIMs identified by immunocytochemistry. Cells were
transfected at 7 days in vitro (DIV) and fixed in PFA at 10 DIV. Secondary antibodies were Cy2 anti-rabbit and Cy5 anti-goat. Lasers and channels were distributed as
follows: BFP (cell morphology marker) 405 nm (blue), Cy2 (STIM1, anti-rabbit) 458 nm, STIM2 + YFP 514 nm, STIM1 + mCherry 543 nm, Cy5 (STIM2, anti-goat)
633 nm. Overall, in the figure, STIM1 is shown in red and STIM2 in green. 3D-reconstructed Z-stacks, slow, high-resolution imaging mode, separate imaging tracks,
and the GASP detector of Zeiss 880 were used for best dye/staining separation. Partial overlap of the transfected species with the immunocytochemically detected
species was clear for STIM1 (A,D, respectively) and was different from those of STIM2 (B,E). It should be noted that some transfected STIM1&2 puncta (A) were not
detected in the immunostaining for STIM1&2 (D), probably because the antibody detects fewer puncta in the fixed tissue, unlike the transfected species that is
imaged in-toto. This can be seen in the merged images (C,F).

The immunostained cells were carefully examined and all cases
of overlapping of two or more cells were discarded. Only
well-identified cells and their segments were analyzed. In each
randomly selected segment of 50 µm in length, all present
protrusions were identified and counted (without preselection).
They were expected to be fewer in the younger segments than in
the older ones. The analysis was carried out in optical sections
with a thickness of 0.8 µm. The total number of fragments
with protrusions was taken as 100%. Then the similar short
areas without any processes were distinguished. We tried to
keep their number equal to the number of fragments with
processes. This was also taken as 100%. After that, each
of the dendritic fragments (with or without a process), was
carefully examined for the presence of STIM1 or STIM2 puncta.
The number of positive cases was expressed as a percentage
of the total. The reliability of the assay was ensured by

randomly selected cells/segments, careful optical sectioning, and
high-quality immunostaining.

Statistical Analysis
Fluorescent intensity was measured using ImageJ (NIH, USA)
and the MATLAB (R2010b, USA)-based line-scan acquisition
program. Measurements were made in a double-blind procedure
(in some cases even with three independent observers)
to assure unbiased observations. Dendritic protrusions were
categorized either as spines, consisting of a clear head,
usually larger than 0.5 µm in diameter and a short neck, or
filopodia, long protrusions which are devoid of a discernable
head. Dendritic spines that were used for calcium imaging
were identified in the BFP-transfected neurons and analyzed
independently of the measurements of calcium transients in
these same spines. Statistical comparisons were made using
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FIGURE 2 | Immunohistochemical localization of STIM1&2 in cultured hippocampal neurons with and without extracellular calcium. (A,B) Sample dendrites were
taken from 10- to 20-day-old cultures and stained for STIM1(red) and STIM2 (blue) in cells transfected with EGFP (green) to visualize morphology in the presence and
absence of extracellular calcium. It is apparent that the 10-day-old culture contains more STIM1 than STIM2 puncta, and the opposite is seen in the 20-day-old
neuron. Under the calcium-free condition, STIM2 flows into protrusions in young and, especially, old culture. (C) Bar graphs quantification of the results illustrated on
the left. The difference between STIM1 and 2 in 10 DIV in both conditions is highly significant (control conditions: n = 10 dendrites from five cells for each group,
ANOVA p < 0.0001; in calcium-free medium: n = 10 dendrites from five cells for each group, ANOVA p < 0.0001). (D) Bar graphs quantification of the results
illustrated on the right. The difference between STIM1 and 2 in 20 DIV in both conditions is highly significant (control conditions: n = 10 dendrites from five cells for
each group, ANOVA p < 0.0002; in calcium-free medium: n = 10 dendrites from five cells for each group, ANOVA p < 0.0001). *Significant, 0.05 > p > 0.01; **very
significant, 0.01 > p > 0.001; ***highly significant, p < 0.001.

t-tests or ANOVA, as the case requires, using MATLAB and
KaleidaGraph software.

RESULTS

Since others and we have identified both STIM1 and STIM2 in
hippocampal neurons, we explored the possibility that they
are located at different neuronal compartments or possibly
that they are expressed at different developmental ages and
geared for different functions. Indeed, there was a striking

age-dependent difference in presence of STIM1&2 in dendritic
protrusions (filopodia and spines), such that STIM1 was more
prevalent in the 10 days in vitro cells (10 DIV), compared to
STIM2 (Figure 2), and the other way around for the 20 DIV
neurons. This indicates that STIM1 may have a role in neuronal
development and synapse formation, unlike STIM2, which may
function in the maintenance and regulation of store-operated
currents in the adult neurons.

To further explore the role of STIM1 in the formation of
dendritic protrusions, we time-lapse imaged at high-resolution
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FIGURE 3 | Averaged STIM 1&2 fluorescence in protrusion, base, and shaft dendrites, in normal medium (2 mM Ca) and 15 min after incubation with a calcium-free
medium. (A) STIM1 (red) and 2 (green) fluorescence in cell incubated with and without calcium, 10 DIV. (B) Bar graphs: averaged fluorescence minus background for
in each group, 10 DIV. The difference between STIM1 and 2 in the base in both conditions and the difference between STIM2 with and without calcium in protrusion
is highly significant (n = 10 dendrites from six cells for each group, ANOVA p < 0.001). (C) STIM1 (red) and 2 (green) fluorescence in a medium with and without
calcium, 20 DIV. (D) Bar graphs: averaged fluorescence minus background for in each group, 20 DIV. The difference between STIM1 and 2 in the base in both
conditions is not significant, but the difference between STIM2 with and without calcium in protrusion is highly significant (n = 8 dendrites from four cells for each
group, ANOVA p < 0.001). (E) An example of the moving of STIM1/2 puncta in a protrusion (spine) in medium with and without calcium and after the return of
calcium back to normal. White arrows mark protrusions in which the influx of STIM2 in a calcium-free medium is most noticeable (A,C, right panels). (F) STIM1 and
STIM2 fluorescence at the base with protrusions (filopodia or spines) with background subtracted, at 10 DIV, 15, and 20 DIV. DIV 10: 34 protrusions; DIV 15: 30; DIV
20: 35 protrusions. (G) An example fluorescence calculation of STIM1/2 puncta at the base with protrusions (spine) for (F). *Significant, 0.05 > p > 0.01; ***highly
significant, p < 0.001; n.s., not significant, p ≥ 0.05.

dendrites of cultured neurons at 10 and 20 DIV (Figure 2). At
a younger age, the dendrites are motile and new protrusions,
spines, and filopodia emerge and disappear. Comparing two
time-points, with and without Ca2+ (after 15 min) of the same
dendrites, we found that new filopodia at 10 DIV, are endowed
with STIM1 puncta (Figures 2A,C). This was not the case for
dendritic spines, which are much less motile compared with
filopodia, and are less associated with STIM1 in the more
mature neurons (Figures 2B,D). The age-dependent difference
between STIM1 and 2 was seen clearly in the live tissue, not

subject to fixation (Figure 3), clearly indicating that this disparity
is genuine and that only STIM2 responds to a reduction in
ambient [Ca2+]o.

The association of STIM1 with the morphological changes
in the host neuron was studied using time-lapse imaging of
dendritic segments in the presence of STIM1 puncta (Figure 4).
The young neurons are far more dynamic than the older
ones, and new filopodia and spines can be formed and
eliminated within 15 min of imaging. In the intermediate
aged neurons (15 DIV) both filopodia and novel spines can
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FIGURE 4 | New protrusions are associated with STIM1. (A1) Puncta are shown at two time-points; t = 0 and (A2) t = 15 min. Top images are EGFP (green, for
morphology) and STIM1-mCherry (red) merged. Bottom panels show the same fields with EGFP dimmed. Scale bar = 2 µm. (B) The overall ratio of
STIM1-containing protrusions in 10, 15, and 20 DIV is shown in absolute values. The total number of protrusions per standard field (filopodia and spine-like
structures) are shown for all three ages (n = 40 fields for each age). (C) The normalized proportion of STIM1-positive protrusions as a percent of the total number of
protrusions per field. (D) The appearance of new protrusions, associated with STIM1 puncta for DIV 10, 15, and 20 in the standard field per 30 min is summarized.
**Very significant, 0.01 > p > 0.001; ***highly significant, p < 0.001.

be formed within 15 min of observations, and far fewer
protrusions are seen in the 20 DIV cells. In all cases, the
majority of novel protrusions are associated with the presence of
STIM1 puncta.

In earlier experiments, we found that STIM1 puncta are
mobile along the dendrites, and occasionally enter dendritic
spines and filopodia. We now explored the possible association
of STIM1 mobility with local fluctuation of ambient [Ca2+]i.
To examine this, we followed STIM1 puncta using time-lapse
photography to find that they move along dendrites at a slow
rate (Figure 5A). Simultaneous measurement of ambient [Ca2+]i
clearly indicates that passage of STIM1 puncta in the field of view
is associated with a transient local rise of [Ca2+]i. This local rise
follows by 5–10 s the entry of STIM1 puncta into the field of
view (Figures 5B1–3). Such local rise of [Ca2+]i is different from
that produced by a large synchronized, back-propagating action-

potential or a transient local synaptic spike (Figures 5G,H) which
has a fast rise time, less than 0.5 s to peak and fast decay, but is not
related to STIM1 motility. This change is local and is not seen in
regions adjacent to the traveling STIM puncta (Figures 5C–F).
The smaller the size of the STIM1 puncta, the more motile it
is (Figure 5I).

To clarify the distinction between local and generalize calcium
transients even further, and to examine the role of synaptic
activity and network-related formation of dendritic spines and
filopodia, we compared STIM-associated calcium transients in
control and tetrodotoxin (TTX)-treated cultures, where network
activity is aborted. Surprisingly, there were a significantly larger
number of STIM1-associated calcium transients, as well as the
formation of short-lived filopodia in presence of TTX compared
to control (Figure 6). The morphological results, showing
that TTX triggers elongation of spines are similar to previous
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FIGURE 5 | Motility of STIM1 puncta along a dendrite and their association with a transient rise of [Ca2+]i. (A) Three images of a dendritic segment containing one
stable STIM1 puncta, and a mobile one moving from left to right. (B) Fluo2 sensor shows calcium transients. Panels (B1–3) show calcium transient in the area,
marked with an arrowhead. The current location of the mobile STIM1 punctum is marked with a red contour. The second red contour corresponds to the stable
STIM1 punctum. (C) When punctum is present at the red location on the right a calcium transient can be detected. (D) In an adjacent location, neither puncta nor
calcium transient is seen. Averaged data, n = 10 regions from different cells and different cultures. Three time points are taken: right before the entrance of puncta
into the selected region (before) in the presence of puncta within the region of interest (during) and right after the puncta left the region (after). Simultaneously,
measurements from a randomly selected nearby region were made (nearby). STIM1 for these time points (E, red). Nearby region (E, gray). Calcium for these time
points (F, dark green). Calcium measurements from a nearby region (F, light green). (G) Time course of change in [Ca2+]i fluorescence at the STIM1 puncta (top,
green) and the STIM1 fluorescence (red, low trace) of 10 dendrites. Note that STIM1 fluorescence precedes the rise of [Ca2+]i and is sustained after the calcium
change subsided. (H) A fast synapse-evoked [Ca2+]i rise that is not associated with a change in STIM fluorescence. Note the much faster time course of change in
the synaptic event compared to the change seen above. (I) Movement rates (µm/50 s of three sizes of STIM1 puncta (large: >2 µm, medium: 1–2 µm and small: <1
µm), at three age groups, 10, 15 and 20 DIV. Small puncta move faster than medium and large ones at all age groups (p < 0.05). The faster movement rate is
observed at 15 DIV compared to 10 and 20 DIVs for both medium and small-sized STIM1 puncta (medium: n = 27, 19 and 17 for 10, 15 and 20 DIV, respectively,
F = 3.58, p < 0.05; small: n = 27, 14 and 8, F = 3.02, p < 0.05). *Significant, 0.05 > p > 0.01; **very significant, 0.01 > p > 0.001; n.s., not significant, p ≥ 0.05.

observations on the acute effects of TTX on the formation of
spinules (Verbich et al., 2016).

A direct comparison between STIMs relations to ambient
[Ca2+]i variations at different ages was made for both STIM1 and
STIM2 (Figure 7). In all cases, comparisons were made
with adjacent regions on the dendrites, not endowed with
a STIM2 puncta (Figure 7D). There was no correlation
between movements of STIM2 puncta along the dendrite
and changes in ambient [Ca2+]i (Figure 7C), unlike the
case with STIM1 (Figure 7G). In general, STIM2 puncta

have much lower motility than STIM1 puncta (Figure 7H),
or are generally stable (84% of all STIM2 puncta are
stable, n = 30; representative puncta from six cells, DIV
20). During the formation of new filopodia at DIV 10,
STIM2 puncta were not associated with newly formed
protrusions (Figure 7J).

Finally, since in earlier studies we and others have proposed
that STIM2 is the store calcium sensor, we now compared the
response of STIM1 and STIM2 to a reduction in ambient calcium,
which has been shown to cause depletion of store calcium. Under
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FIGURE 6 | Effects of tetrodotoxin (TTX) on STIM1-associated calcium
transients and the formation of nascent filopodia. (A) Sample illustration of a
dendrite at four time-points, 10 s apart, from top to bottom, showing calcium
transients (green), associated with STIM1 puncta (red) in EBFP-transfected
neuron (blue), recorded in TTX. Some calcium transients in the dendrite are
associated with filopodia outgrowth (arrowheads). (B) The number of calcium
transients during 5 min per standard segment is measured in control and TTX
(n = 20 fields, seven cells for each). (C) Averaged duration of events
(n = 40 events, 20 fields for each) scale = secs. (D) Averaged amplitude of
events (n = 40 events, 20 fields for each). (E) All related to filopodia
outgrowth: new filopodia per 30 min per standard segment, associated with
STIM1 puncta and calcium transients (n = 40 fields, seven cells for each). (F)
Percent of new filopodia associated with STIM1, of total new filopodia per
standard field (n = 40 fields). (G) Averaged persistence of new filopodia in
time (seconds; n = 55 protrusions for each). *Significant, 0.05 > p > 0.01;
***highly significant, p < 0.001; n.s., not significant, p ≥ 0.05.

these conditions, we expect to detect the movement of STIM
molecules to regions in the cytosol across from membranous
Orai1. Strikingly, while STIM1 puncta did not change position

across 15min of calcium deprivation (Figure 3), STIM2 appeared
to move significantly into filopodia/spines (Figures 3A,C, right
panels). Hence, it is likely that this movement is associated with
the triggering of calcium influx following its deprivation.

Finally, the nature of the changes in calcium concentration in
relation to STIM1 movement was studied by careful localization
of the fluorescent puncta with local calcium variations in the
same and adjacent regions of the dendrite (Figure 8). Strikingly,
the entry of STIM to the region of interest was accompanied by an
increase in spontaneous calcium bursts, akin to those described
before as calcium sparks (Ross, 2015). These events were larger
than random noise and were seen only in presence of STIM
puncta in the region of interest. While the present results do
not indicate the mechanism by which STIM1 causes a calcium
spark, previous studies suggested such mechanisms (Ross, 2015;
Dittmer et al., 2017), and further experiments are required to
clarify this possibility in our cultured neurons.

These studies indicate that STIM1, but not STIM2, is
associated with local dynamics of [Ca2+]i and the formation
of novel filopodia. Since filopodia are found predominantly
in young neurons, whereas they are converted or replaced by
stable spines in older neurons, we compared STIM1- associated
filopodia and mature dendritic spines in 1- and 2-week-old
cultures (Figure 3). As predicted, STIM1 was associated with
filopodia but less with spines in the young cultures, but this
distinction was not seen in the older neurons, where STIM2 plays
a role in calcium influx, primarily in calcium- starved neurons.
This indicates that STIM1 may have a pivotal role in the
formation of filopodia in the young cells. This is a logical
extension of the assumption that STIM1 may be important
especially when there are sparse synaptic connections and little
ambient fluctuations of [Ca2+]i that is produced in mature
spines by afferent activity. In contrast, STIM2 is assumed to
underlie the mechanism that is responsible for the influx of
calcium when the stored calcium is low, especially in the
mature neurons.

DISCUSSION

STIM1&2 have been shown to play an important role in the
regulation of SOCE channels in neuronal and non-neuronal
cells. In peripheral (e.g., muscle) cells that are not endowed
with a rich diversity of voltage and ligand-gated calcium
channels, the ability to regulate [Ca2+]i, and in parallel, [Ca2+]
in ER stores is dependent on SOCE channels and the role
of voltage-insensitive calcium channel Orai1 is rather critical.
The regulation of voltage/ligand-insensitive channels is pretty
complicated and demands the presence of a sensor for the
estimation of the possible depletion of the calcium stores, and
a message to activate the Orai1 channels. This is subserved
by the STIM proteins, which in turn, are regulated by septins
(Xie et al., 2007; Palty et al., 2012). In neurons, there are
two main STIM proteins, STIM1&2, and it was debated which
is the dominant form of STIM and what cellular function is
it associated with. Our current results suggest that STIM1 is
prevalent in young cells where it is associated with calcium influx
and formation of filopodia, whereas STIM2 is associated with
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FIGURE 7 | STIM2-YFP puncta movement in relation to [Ca2+]i transients. (A) Sample illustration of stable and mobile STIM2-YFP (green) puncta over 500 s, DIV
10. Cell morphology marked with EBFP (blue). Overall number of motile/stable puncta per segments of 50 µm: DIV 10: 0.4 ± 0.2/3.3 ± 0.4 (nine cells,
n = 14 segments); DIV 15: 0.5 ± 0.4/3.4 ± 0.4 (six cells, n = 13 segments); DIV 20: 0.9 ± 0.3/4.3 ± 0.2 (six cells, n = 10 segments). (B) Same dendritic segment
with Calcium Orange (CO) fluorescence (red). Two regions are marked with yellow and white circles: with punctum and nearby regions, respectively. Panels (B1–3)
show the region marked with arrowhead before, during, and after the entrance of the STIM2 punctum (yellow contour). Stable punctum contour is shown on the left.
(C) Corresponding graph demonstrating the change in STIM2 (red) and CO (green) fluorescence over time inside the marked region. (D) A nearby region without
STIM2 and the corresponding traces. (E) Averaged mobile STIM2 fluorescence before, during, and after the entrance into the region of interest (left, red columns)
and in the nearby region (gray). All for DIV 10. n = 6 paired region, five cells. (F) CO fluorescence for same times and regions as in (E). (G) Sample STIM1 puncta
fluorescence over time inside the marked region for comparison vs. STIM2: a calcium transient can be detected (Fluo-2, green trace). (H) Averaged rate of motility
per 50 s, DIV 15, regardless of size puncta, STIM1: 5.9 µm ± 0.8, n = 27 representative motile puncta from nine cells; STIM2: 0.9 µm ± 0.1, n = 20 representative
motile puncta from eight cells. Note that the motility of STIM2 puncta is much lower that of STIM1, difference highly significant, t = 6.39, p < 0.001. (I) Example of a
cell at 10 DIV, co-transfected with STIM1 (red) and STIM2 (green). EBFP for cell morphology (blue). (J) Example of filopodia spontaneous outgrowth at DIV 10, over
1,000 s in STIM2 transfected neuron (green). Note the lack of association of the growth with STIM2. **Very significant, 0.01 > p > 0.001; ***highly significant,
p < 0.001; n.s., not significant, p ≥ 0.05.

the more mature neuron, and is associated with SOCE, following
calcium starvation.

Our previous results associated STIM2 with Orai1 in the
mature cultured hippocampal neurons (Korkotian et al., 2017).
We were also able to link Orai1 with synaptic plasticity (Tshuva
et al., 2017). Assuming that our current results also involve
the functioning of Orai1 channels, these results indicate that

the STIM1/2-Orai1 coupling is likely to be involved in the
early stages of neuronal development and the formation of
functional networks.

STIM1 and STIM2 are very similar single transmembrane
proteins, and both are calcium-sensors. In the current studies, we
indicate that they do not share the same morphological location
within the neurons and possibly their functions. This assertion

Frontiers in Synaptic Neuroscience | www.frontiersin.org 9 January 2021 | Volume 12 | Article 573714135

https://www.frontiersin.org/journals/synaptic-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


Kushnireva et al. STIMs Regulate Different Calcium Functions

FIGURE 8 | Motility of STIM1 punctum is correlated with local calcium sparks. (A) Movement of a STIM1 punctum from region 1 to region 2 (top left, as in Figure 6)
and by comparison to an adjacent region, where no STIM1 puncta are detected (top right). Below, calcium fluctuations in the corresponding region 1 and nearby
quiet region, and calcium fluctuation in region 2 to where the STIM1 punctum moved. (B) Averaged fluorescence of STIM1 and corresponding Fluo2 fluorescence in
the two positions where STIM1 was detected. (C) Expanded traces taken from region#1 in the presence (left) and absence (right) of STIM1 punctum. Two lines are
drawn at 2 SD from the mean, and deviations of the calcium fluorescence line above the regions are marked with green arrows. (D) Average fluorescence of
STIM1 and Ca2+ level in regions of stable puncta and nearby region in 10 s; the number of Ca2+ bursts in 20 s, n = 9 cells, DIV 15. *Significant, 0.05 > p > 0.01;
***highly significant, p < 0.001; n.s., not significant, p ≥ 0.05.

is confirmed by comparing the immunolocalization of the two
proteins (e.g., Figure 1), as well as their transfected species. The
overlap between the transfected STIMs and their native species
indicates that the respective transfected STIMs assume the same
functions as the native ones, justifying their use for the analysis
of the native STIMs.

We (Fishbein and Segal, 2007) and others (Verbich et al.,
2016) have shown that synaptic activity is crucial for the
maintenance and stability of neuronal morphology, such that
blockade of activity causes the disappearance of dendritic spines
and formation and elongation of filopodia. In the present
study, we explored this further to find that blockade of activity
using TTX can cause STIM-associated increase in spontaneous

calcium transients and elongation of nascent filopodia. These
observations highlight the role of synapse-independent transient
calcium events triggered by STIM1 that are implicit in the
functional maturation of dendritic filopodia, akin to what
has been described in growth cones (Mitchell et al., 2012;
Pavez et al., 2019).

The current results propose that STIM1 is more effective in
young cells, that it is more effective in non-active neurons, and
that it is associated with filopodia, the immature organelle, more
than with dendritic spines, the more stable appendages of the
dendrite of a pyramidal neuron. STIM1 puncta are more mobile,
and when they move along dendrites, they are associated with the
formation of local calcium transients. This is in sharp contrast
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with STIM2, which appear later in life, are less punctate, and
are much less mobile. Thus, the two STIM species are likely
to be associated with different functions in the developing and
mature neurons, although both are linked to the Orai channel.
Thus, two molecules of the same family can be distributed in
different cellular compartments, and assume similar roles at
different ages of the parent neuron. A hint to such disparity in
age/function is in our recent publication (Korkotian et al., 2017)
on STIM1/2/Orai localization; when cytosolic calcium is reduced
in adult cultured neurons, STIM2 has a much higher tendency
to become associated with Orai channels than STIM1. Taken
together with our current results, these observations indicate that
STIM2 may have a dynamic role, as suggested before, to sense a
reduction in store-calcium and move to the plasma membrane
to activate Orai to allow an influx of calcium into the store. In
contrast, STIM1 may be less tuned to changes in store-calcium
but will allow calcium influx in relation to the formation of novel
filopodia, as suggested for growth cones (Pavez et al., 2019). The
contribution of each molecule species to the ongoing [Ca2+]i
regulation needs further exploration.

The comparison between [Ca2+]i evoked by synaptic activity
and by apparent activation of the STIM1/Orai coupling is
interesting indeed. The synaptically-evoked rise in [Ca2+]i is
rather large, but rise time and decay are much faster than
STIM1 associated [Ca2+]i rise. Both types of changes are
estimated by the same high-affinity calcium sensor, Fluo-2AM,
and so the difference in kinetics can be attributed to a different
affinity of the sensor. The slower kinetics of the STIM1-evoked
[Ca2+]i reflects the lower magnitude of change, and the need to
accumulate a significant amount of calcium to allow activation
of calcium-dependent kinases, which will lead eventually to
synaptic growth and plasticity.

The functional importance of the STIM/Orai complex
has been studied in relation to its possible involvement in
neurodegenerative Alzheimer’s disease (AD). Both STIM2 (Sun
et al., 2014; Zhang et al., 2015) and STIM1 (Zeiger et al.,
2013) have been implicated in the regulation of amyloid-beta
peptide, which has been shown to accumulate in AD (Zeiger
et al., 2013), and have been shown to regulate the formation

of dendritic spines in a mouse model of AD (Sun et al.,
2014; Zhang et al., 2015). Since our results indicate that
the two STIM species can reside side by side, at different
ages and cellular locations, possibly a deficient STIM1 peptide
may alter properties of SOCE channels, and consequently
their involvement in the regulation of calcium stores in AD.
However, our studies are conducted in very young neurons,
compared to the human case and the mouse model, and so
the proposal that STIMs are involved in the generation of AD
needs further experimentation to explore this link further and
to propose channels for the restoration of calcium deficiency in
this disease.
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