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Editorial on the Research Topic

Principles and Challenges of Fundamental Methods in Veterinary Epidemiology

and Economics

The discipline of veterinary epidemiology focuses on the investigation of the dynamics, frequency,
and determinants of diseases in populations of veterinary interest. Epidemiological methods are
continuously changing, as new tools and techniques become available, often borrowed from
other disciplines and adapted to veterinary science objectives. Therefore, there is a need for
epidemiologists to become acquainted with both existing and emerging methods to take advantage
of all available approaches to support the prevention and control of disease in animal populations.

Internationally recognised epidemiologists have been invited to contribute to this Research
Topic with articles that cover existing and emerging areas of epidemiological research with a
focus on their use in veterinary research. Whilst some methods presented here have been used for
decades, others have evolved relatively recently. To promote their use by the broad community of
veterinary epidemiologists worldwide, the articles have been written to introduce methodologies to
researchers who are relatively new to the respective topic. The principles, advantages, challenges
and limitations, as well as perspectives on how these methods will evolve given their use in a
veterinary epidemiology context, are discussed in each article, so that they can be used as guidelines
for application. To support the practical use of the methods presented in the articles, code and
example data have been provided where possible.

Articles have been grouped into three sections: (1) assessing the literature, collecting data, and
measuring disease, (2) identifying epidemiological associations and exploring disease patterns, and
(3) modelling disease and estimating its economic impact.

Methods to assess the literature, collect data, and measure the impact of disease are fundamental
aspects of veterinary epidemiology and economics. Six articles are allocated to this area in this
Research Topic. Sargeant and O’Connor provided an overview on scoping review, systematic
reviews, and meta-analysis, and their application in veterinary science. They highlight that these
methods are becoming increasingly popular for both researchers and practitioners; understanding
the distinction between review types is important to be fit for purpose. For example, whilst
scoping reviews might map the broad knowledge around an area of veterinary science, a
systematic review might be more useful to identify literature relevant to a more specific area.
Finally, meta-analyses quantitatively combine the results from multiple studies that have been
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identified by systematic reviews. Hu et al. describe a type of meta-
analysis, the Bayesian network meta-analysis, in more detail and
illustrate the procedures and stepwise workflow, including a
description of how to informatively present the results in ranking
plots and treatment risk posterior distribution plots. Brennan et
al. present another approach for systematic evidence synthesis:
Critically Appraised Topics (CATs). This method uses the same
principles as a systematic review, but is aimed at addressing
a clinically-based question from a veterinary professional to
support evidence-based clinical practice. The authors illustrate
five steps of CATs based on an example, and emphasise the
clinical relevance and practicalities. Stevenson provides a guide to
a fundamental concept in epidemiology: sample size estimation.
Justification of the number of subjects enrolled into a study
and how this has been calculated are a core requirement of any
epidemiological study, to demonstrate sufficient power whilst
balancing resources such as time and sampling cost. Animals are
typically aggregated into groups leading to a lack of independence
of observations, and approaches are discussed to overcome this
issue. The article by Degeling and Rock presents principles of
qualitative research for One Health projects. They highlight the
potential of collaborative projects between qualitative researchers
and veterinary epidemiologists by emphasizing how qualitative
research can contribute to better interpretation of findings in
different cultural, economic, historical, and social contexts. As
such, qualitative methods support epidemiological researchers
to develop policy so that it can be implemented with a
more politically and socio-culturally meaningful approach.
Several methods, such as interviews, participant observations
and working with groups are presented, as well as useful
ways to analyze such data. Alders et al. contribute an article
on participatory epidemiology (PE) in veterinary science, a
method that has evolved to embrace knowledge, experience, and
motivations of relevant stakeholders, such as animal caretakers
and owners, for identification and assessment of animal disease
problems. The review article describes the evolution of PE,
its philosophy and principles for effective application, and the
importance of data triangulation and gender- and minority-
sensitive approaches.

Identifying epidemiological associations and exploring spatial
and temporal disease patterns are key domains for veterinary
epidemiology and economics. Five articles were collated in
this section. Kratzer et al. introduce the readers to Bayesian
network (BN) modelling, described as a flexible analytical
framework for complex epidemiological datasets. In veterinary
science, we are often confronted with datasets containing
interdependent variables, which challenge classical uni- and
multi-variable regression models used for risk factor analyses.
BN modelling is an approach which aims to overcome these
issues, and untangle direct and indirect relationships between
variables. BN modelling is described and applied using a
stepwise approach to a veterinary dataset, and results are
compared to a classical regression approach. Kanankege et
al. illustrate an overview of spatiotemporal visualisation and
analytical tools (SATs) in population-level eco-epidemiological
research, and present them in a framework for choosing the
appropriate method for a specific research question and dataset.

Following a stepwise process based on six research questions,
researchers are directed to select a suitable SAT, belonging
to one of four categories: (1) visualisation and descriptive
analysis, (2) spatial or spatiotemporal dependence and pattern
recognition, and (3) spatial smoothing and interpolation and (4)
geographic correlation studies for testing inferences in spatial
dependent datasets. Escobar presents an article on ecological
niche modelling. He highlights the increasing importance of
distributional ecology in the field of epidemiology, since the
biotic interactions between pathogens and hosts are crucial
for infectious disease diversity, distribution and maintenance.
Development of interdisciplinary research methods that bring
together ecology and epidemiology, such as ecological niche
modelling, will improve predictions for infectious disease
abundance. Ward et al. present and discuss methods used
to analyse time-series data in veterinary science, focusing on
ARIMA (Autoregressive Integrated Moving Average) models.
Time-series datasets are relatively common in animal disease
monitoring and surveillance systems, but can also originate
from animal production or welfare datasets that are increasingly
available in modern animal production systems. Although
many datasets in veterinary science could be analyzed using
this method, it was found to be relatively rarely used
in this field. The stepwise instructions and code provide
veterinary epidemiologists with foundation skills in this method.
Alkhamis et al. introduced the use of phylodynamic methods
as a recently evolved method for emerging and endemic
animal viral disease surveillance. Phylodynamic methods offer
the possibility to integrate spatio-temporal epidemiology and
evolutionary dynamics into one analysis framework by using
single Bayesian statistical techniques on the phylogeny of
viruses in populations. The practical steps required to perform
phylodynamic analyses (sequence preparation, preliminary
phylogenetic analysis, selecting and running phylodynamic
models, and visualisation of the model outcomes) are presented,
and the robustness of different models is tested. Challenges for
integrating phylodynamic methods in routine animal disease
surveillance activities are also discussed.

The use of infectious disease modelling has been increasing
over previous decades and nowadays comprises diverse
methodologies. Three articles describe different methods, and
a fourth focuses on the estimation of the economic impact of
infectious diseases. Brzoska et al. present a relatively new method
called stochastic block modelling (SBM) to unravel complex
networks such as those existing in animal trade. SBM splits
such networks into smaller units of nodes (for example, farms)
that show similar network properties. The method was shown
to perform better for informing trade restrictions to control
diseases, compared to the more established community detection
method or trade restrictions based on geographical boundaries.
Kinsley et al. also illustrate novel network methodologies,
namely multilayer and multiplex networks. Multilayer networks
account for different modes of spread of pathogens between
hosts, and therefore, consider multiple layers of contacts
resulting in multiplex networks. Also, different types of hosts
can harbor the same pathogens within one ecosystem, which
can be illustrated by interconnected multilayer networks. In
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this article, these techniques are reviewed, and applied to
an example to demonstrate how these models can capture
disease dynamics in complex host-pathogen systems. Kirkeby
et al. present an introduction to mechanistic modelling of
disease transmission, focusing on individual-based models
that allow inclusion of heterogeneity between individual
epidemiological units. The article illustrates and describes
important steps before, during and after model programming.
Model verification, validation, convergence analysis, and
sensitivity analysis are described and discussed, and examples
provided for each of these steps. Gethmann et al. present
gross margin analysis (GMA) to estimate the economic impact
of an infectious disease outbreak. They implement GMA
within the Excel add-in @Risk (Palisade), an easy-to-use,
commercial tool for stochastic simulations. Within their @Risk
model, direct costs (for example, production losses, animal
deaths, veterinary treatment) and indirect costs (for example,
surveillance, measures for animal export, disease control,
vector monitoring, and administration) can be individually
entered. Such tools can therefore be suitable for economic
impact estimation, thus using GMA for broad applications in
veterinary economic.

In summary, this Research Topic provides an overview of
existing, emergent and novel methods with applications in

veterinary epidemiology. We expect that this contribution will
provide the veterinary epidemiology community with resources
to improve their knowledge on existing and novel methods, thus
supporting the prevention, surveillance and control of diseases
that impact both human and animal health.
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Evidence-based decision making is a hallmark of effective veterinary clinical practice.

Scoping reviews, systematic reviews, and meta-analyses all are methods intended to

provide transparent and replicable ways of summarizing a body of research to address

an important clinical or public health issue. As these methods increasingly are being used

by researchers and read by practitioners, it is important to understand the distinction

between these techniques and to understand what research questions they can, and

cannot, address. This review provides an overview of scoping reviews, systematic

reviews, and meta-analysis, including a discussion of the method and uses. A sample

dataset and coding to conduct a simple meta-analysis in the statistical program R also

are provided. Scoping reviews are a descriptive approach, designed to chart the literature

around a particular topic. The approach involves an extensive literature search, following

by a structured mapping, or charting, of the literature. The results of scoping reviews can

help to inform future research by identifying gaps in the existing literature and also can

be used to identify areas where there may be a sufficient depth of literature to warrant

a systematic review. Systematic reviews are intended to address a specific question

by identifying and summarizing all of the available research that has addressed the

review question. Questions types that can be addressed by a systematic review include

prevalence/incidence questions, and questions related to etiology, intervention efficacy,

and diagnostic test accuracy. The systematic review process follows structured steps

with multiple reviewers working in parallel to reduce the potential for bias. An extensive

literature search is undertaken and, for each relevant study identified by the search, a

formal extraction of data, including the effect size, and assessment of the risk of bias

is performed. The results from multiple studies can be combined using meta-analysis.

Meta-analysis provides a summary effect size, and allows heterogeneity of effect among

studies to be quantified and explored. These evidence synthesis approaches can

provide scientific input to evidence-based clinical decision-making for veterinarians and

regulatory bodies, and also can be useful for identifying gaps in the literature to enhance

the efficiency of future research in a topic area.

Keywords: evidence synthesis, scoping reviews, systematic reviews, meta-analysis, veterinary
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BACKGROUND

Evidence-based decision-making is a hallmark of veterinary
clinical practice and veterinary public health. Evidence-based
veterinary medicine has evolved from principles of evidence-
based medicine developed in the human healthcare literature.
The evidence-based medicine approach integrates patient values,
clinical expertise, and scientific evidence to make decisions
about the clinical care of patients (1, 2). Within this approach,
scientific evidence is derived from the results of research studies.
However, clinical trials may differ in their inclusion criteria and
recruitment, and trials are conducted on a sample of the target
population; therefore, the results of a single study represent a
random result from a distribution of possible trial results (3, 4).
Additionally, there is empirical evidence that the first study on
a given topic will have the largest effect size, with diminishing or
contradictory effect sizes reported in subsequent studies (3, 5). As
a consequence of these concepts, decision-makers should use the
body of evidence rather than a single study result, as the unit of
concern for making evidence-based decisions. However, it is time
consuming for veterinarians and others involved in veterinary
decision-making to identify, acquire, appraise, and apply the
available literature on a given topic. For instance, a simple search
in PubMed using the search string cattle AND (BRD or “bovine
respiratory disease”) AND (vaccine or vaccination) resulted in
the identification of 286 potentially relevant articles (search
conducted Jan 10th 2020). Thus, it is essential both to replicate
research and to have a means of combining (synthesizing) the
results of multiple studies addressing the same research question.

Evidence synthesis refers to the combination of results from
multiple sources. There is a plethora of methodologies for
undertaking evidence synthesis for various types of information
or types of synthesis questions (6). This paper focuses on two
common evidence synthesis tools used in veterinary medicine:
scoping reviews and systematic reviews. Meta-analysis, the
statistical summarization of results from multiple studies, is
the analytical component of a systematic review which can be
undertaken when there is a sufficient body of literature identified
in the review. Both scoping reviews and systematic reviews are
methods to synthesize existing literature by following a series of
structured and documented steps, and usingmethods intended to
reduce the risk of bias. However, the two types of reviews answer
different research questions. Scoping reviews are a descriptive
study design, intended to chart or map the available literature on
a given topic. By contrast, systematic reviews answer a specific
question, often related to clinical decision-making, with the ideal
end product being a summarized effect or effect size across
multiple studies or an exploration of sources of heterogeneity
(differences among studies in the effect or effect size).

METHODS

Scoping Reviews
Scoping reviews are used to describe the available literature on
a topic (often referred to as charting or mapping). The specific
objectives of a scoping review might be to describe the volume
and nature of the existing literature in a topic area, to determine

the feasibility of conducting a systematic review for a specific
review question within a topic area, or to identify gaps in the body
of literature on a topic (7, 8). The approach was first described by
Arksey and O’Malley (7) and further advanced by Levac et al. (8)
and Peters et al. (9). The methodology of scoping reviews follows
a series of steps as follows (7): 1. Identifying the question, 2.
Identifying the studies, 3. Selecting studies relevant to the review
question from the results of the search, 4. Charting the data, 5.
Collating, summarizing, and reporting the findings and 6. An
optional consultationwith relevant stakeholders. Scoping reviews
start with an a priori protocol which describes the proposed
methodology for each step. A protocol allows for transparency
as to which decisions were made a priori or during the process of
the review itself. Further details on each step of a scoping review
are as follows:

1) Identifying the question
The research question for a scoping review is often broad in
nature, and is based on the specific objectives of the review.
At a minimum, the review question defines the content area
and scope of the review. Generally, a scoping review question
will define one or two aspects that delineate the scope of the
review. Perhaps the easiest approach to understand this is to
compare the approach to identifying the review question to
the type of question that would be appropriate for a systematic
review. Systematic reviews usually are written very precisely
to reflect specific key elements of a review question; for
intervention questions, these are the population, intervention,
comparison, and outcome (see systematic review question
types, below, for further detail on key elements). Because a
scoping review is describing the literature, rather extracting
the study result, a scoping review about an intervention might
seek to map this body of literature by defining only the
population and the outcome of interest in the scoping review
question. For example, while a systematic review, might
ask “What the effect of BRD vaccination compared to no
vaccination on the incidence of respiratory disease in feedlot
cattle,” a scoping review might ask, “What interventions have
been investigated for the reduction of respiratory disease in
feedlot cattle?” In this example, the scoping review has defined
the population and outcome, and then will map the literature
about the interventions and comparators. Scoping reviews
in veterinary medicine have involved a range of species and
topic areas, including scoping reviews of the indicators and
methods of measurement that have been used to evaluate the
impact of populationmanagement interventions for dogs (10),
non-antibiotic interventions in cattle to mitigate antibiotic
resistance of enteric pathogens (11), and indications for
acupuncture in companion animals (12).

2) Identifying the studies
The process of searching the literature for relevant studies is
the same for scoping and systematic reviews. The intention
for a scoping review is to describe the totality of literature
on a subject. Thus, the aim is to maximize the sensitivity
of the search for identifying relevant literature. Search terms
are created to address the key components of the research
question, such as the population of interest and the topics
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area. These search terms are then combined using Boolean
operators and applied to multiple electronic databases as well
as other sources such as websites or theses portals (the “gray
literature”). The specifics of creating and applying search
strategies are consistent with those used in systematic reviews,
and so this topic will be more completely covered in later
sections of this article.

3) Selecting relevant studies
The process of selecting relevant studies is the same for
scoping and systematic reviews. Maximizing the sensitivity
of the search generally results in a loss of specificity; many
non-relevant citations may be captured. Thus, the aim of
this step is to identify and remove from the review citations
that are not relevant to the scoping review question. This is
done by creating a small number (generally one to three) of
“screening questions” that can be applied quickly to the titles
and abstracts of each citation to allow the identification of
citations that are not relevant. The questions often pertain
to the population and outcome or topic area of interest. For
instance, if the aim of the scoping review is to describe the
literature on interventions to prevent respiratory vaccines in
swine, the questions might ask whether the citation describes
swine as the population of interest, and whether the citation
describes the outcome of interest i.e., interventions to prevent
respiratory disease. After screening titles and abstracts, full
texts are acquired for potentially relevant citations and the
screening questions are applied again to the full articles.
To reduce the potential for selection bias in the identification
of relevant literature, it is standard practice for relevance
screening to be undertaken in duplicate by two reviewers
working independently, with any disagreements resolved by
consensus. A recent study comparing duplicate screening to
limited dual review (only some of the citations screened by
two reviewers) reported that up to 9.1% (title and abstract
screening) and up to 11.9% (full text screening) of relevant
articles were inadvertently excluded when two reviewers
were not used (13). However, when the number of citations
identified by the search is very large, screening can be
undertaken by a single reviewer, with a second reviewer
evaluating the studies which were identified as not relevant
by the first reviewer. Currently, screening for relevant studies
based on the title and abstract is usually conducted by human
resources, however machine learning approaches are available
to assist in this process, and it is envisioned this process will be
fully automated soon.

4) Charting the data
This is a step where there are substantial differences between a
scoping review and a systematic review. The differences relate
to the level of detail extracted and the focus; because they are
descriptive, scoping reviews usually do not extract the results
of a study and rarely assess the risk of bias in a study (14).
For a scoping review, describing the data involves extracting
relevant information from each of the articles that have been
identified as relevant to the review. The actual information
that is collected will depend on the intent of the review as
described in the protocol, but often include characteristics
of the study (such as location and year), more detailed

description of the population (species, stage of production for
livestock animals), and the outcomes (potentially including
conceptual outcomes, operational outcomes, and outcome
measurements such as incidence, prevalence, relative risk
or others). Data also may be collected on the aim of each
study (e.g., laboratory testing, diagnostic test development,
hypothesis testing) and the study design. For example, for
a scoping review to address the review question “What
interventions have been investigated for the prevention of
respiratory disease in swine?”, information could be extracted
about the population (e.g., stage of production) and possibly
further details on the outcome (e.g., identification of specific
respiratory pathogens via nasal swaps vs. categorization of
lung lesions at slaughter as different operational outcomes for
the conceptual outcome of “respiratory disease”), although the
broad descriptions of the population and outcomes of interest
were already defined in the review question. It is likely that
more detail would be extracted related to the interventions
and comparators used, because the intent of the review was
to explore that aspect of the topic. Data extraction might
also include information on the type of study design, if the
objective was to identify possible interventions for which there
was sufficient data to conduct a systematic review.
Data extraction is usually conducted in duplicate by two
independent reviewers using a standardized form developed
prior to starting the study, although this form may evolve
over the conduct of a scoping review. Disagreements between
reviewers are resolved by consensus or with input from a
third reviewer.

5) Collating, summarizing, and reporting the results
This step also is different from a systematic review, and does
not include a meta-analysis. In this step, for a scoping review,
the information extracted from each relevant article is collated
and presented to the reader. This can be done using tables,
figures, and text. The presentation of the information should
match the objectives of the scoping study, but may include
a description of the type of literature available, changes in
the volume or type of literature on the topic over time, or
summaries of interventions and outcomes by study design to
identify areas where theremay be a sufficient body of literature
to conduct a systematic review. The PRISMA Extension
for Scoping Reviews (PRISMA-ScR) provides guidelines for
appropriate reporting of scoping studies (15).

6) Stakeholder consultation
The sixth step, which is optional, is to include stakeholder
consultation. This may occur at multiple stages of the
scoping review (e.g., question formulation, identification of
literature, creation of data extraction tools, interpretation
of results). As an example, if the scoping review question
involved a consideration of management practices at dry-off
in cattle, the researchers may consider including a group of
dairy veterinarians or producers when discussing the scope
of the review, the search terms, and the search strategy.
This could help to ensure that all relevant practices are
included and that the search terms include both common
and potentially less common synonyms for the various
management options.
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Although this brief summary provides an overview of the
steps as they are generally undertaken for scoping reviews,
there is a lack of consistency in the terminology and
the specific approaches used in studies referred to in the
literature as “scoping studies”. Colloquially, the process
of describing the literature is often called mapping or
charting the literature. However, those terms are not well-
defined. For example, the American Speech-language-hearing
Association seems to equate the term “Evidence Map”
with a systematic review (https://www.asha.org/Evidence-
Maps/), while the Campbell Collaboration seems to equate
the term more closely with a scoping review, describing
evidence maps as a “systematic and visual presentations
of the availability of rigorous evidence for a particular
policy domain” (https://campbellcollaboration.org/evidence-
gap-maps.html). There are two published “scoping reviews
of scoping reviews” which provide details on how this
methodology has been applied in the literature (14, 16) and
a discussion of the issue is available by Colquhoun et al. (17).
It is likely that the approach to scoping reviews will be further
defined and refined over time.

Systematic Reviews
Systematic reviews are intended to summarize the literature to
address a specific question. Thus, a systematic review can be seen
as an approach to compiling the results from multiple studies
addressing the same research question. Detailed descriptions of
the methodology as developed for human healthcare questions
are available from a number of international consortiums,
including the Cochrane Collaboration (18) and the Centre
for Reviews and Dissemination (19). A detailed discussion of
systematic reviews specific to veterinary medicine is available in a
special issue of the journal “Zoonoses and Public Health” (20–25).

As with scoping reviews, the systematic review process follows
specific steps. The planned approach for each of the steps is
first described in a protocol, which should be completed prior
to starting the actual review. Any deviations from the protocol
should be acknowledged and justified in the final systematic
review report or publication. This transparency allows the reader
to understand which decisions were made after the review
progress began and reduces the risk of biases, including outcome
selection bias (26). Protocols may be published prior to starting
the review on websites such as PROSPERO (https://www.crd.
york.ac.uk/prospero/) or SYREAF (www.SYREAF.org), posted to
University repositories, or submitted as supplementary materials
with systematic review publications.

The steps of a systematic review are outlined and briefly
discussed, below:

1. Define the review question

Systematic reviews can be used to address a variety of
questions, but not all questions that a veterinarian might
wish to have answered can be addressed by a systematic
review. Generally, questions where the answer could be
expressed as a list are not appropriate for a systematic review
(for example: “What vaccines are available for respiratory

pathogens in swine?”, or “What treatments are used in the
management of FUS in cats?”), although these might be
appropriate as scoping review questions. Questions that can
be addressed with systematic reviews are those that could
be answered with a primary research study (18, 27) where
the study results estimate a parameter from a sampling
distribution. To illustrate using the example of vaccines for
respiratory pathogens in swine, the answer to the previously
posed question “What vaccines are available?” would be a
list of options. However, a related question might be “Does
vaccination with Mycoplasma hyopneumoniae vaccines at
weaning reduce the incidence of respiratory illness during the
nursery stage?” For this question, the answer would be an
effect size (risk ratio or odds ratio) and an associated measure
of variation. Continuing the idea of combining results from
multiple studies addressing the same research question, we
would expect different studies to provide different estimates
from an underlying sampling distribution and the goal often
is to summarize the effects, report the average effect size,
the observed variation in effect, and factors associated with
variation in the average effect size. Some meta-analyses
have different underlying assumptions and goals; for a more
detailed discussion, see Rice et al. (28).
In veterinary medicine, systematic review questions generally
fall into one of four question types: descriptive questions,
intervention questions, exposure or etiology questions, or
diagnostic test accuracy evaluations. Each of these question
types include “key elements,” which should be defined when
developing a systematic review question (27).

i Descriptive questions. Systematic reviews may be used to
estimate parameters from a single group (effects), such
as estimating incidence or prevalence of a condition, or
other single group effects such as means or proportions.
The key elements that need to be defined for these
types of review questions are the population (P) and
the outcome(s) (O). Examples of systematic reviews of
descriptive questions include estimating the prevalence
of Giardia in dogs and cats (29), the prevalence of
Campylobacter in household pets and in petting zoos (30),
and the prevalence of Salmonella in healthy cattle (31).
Sometimes, the outcome of interest may be measured at
multiple levels of organization, such as the herd level
prevalence and the individual level prevalence of a disease
or condition of interest, and possibly a sub-animal unit
such as the quarter level in dairy cattle. These technically
are different review questions; however, for efficacy, they
may be combined into the same workflow process if it is
expected that, by and large, the same group of manuscripts
will provide the data for both outcomes. For instance,
suppose that the review question of interest is “What is the
prevalence of intramammary infection with Staphylococcus
aureus in dairy cattle?” Studies addressing this question
might estimate prevalence at the individual quarter level,
at the cow level, and at the herd level (perhaps by sampling
bulk milk or by defining a cut-point of positive samples
necessary to assess a herd as positive). It would not be
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sensible to combine results of studies estimating prevalence
at these different levels. However, if the results at all
levels were of interest to the review team, it might be
efficient to conduct a single search of the literature for
studies estimating the prevalence of S. aureus in dairy
cattle without specifying a level in the search terms. In this
way, studies estimating prevalence at all levels would be
identified, and information on the level of the study could
be collected during data extraction and used to conduct
separate analyses for each level.

ii Intervention questions. A common reason for conducting
systematic reviews in veterinary medicine is to synthesize
the literature evaluating the efficacy of an intervention. The
key elements of this type of question are the population (P),
intervention (I), comparison group (C), and outcome(s)
(O); thus, review questions for interventions are often
referred to by the acronym PICO (or PICOS, if the
study design also is identified as a component of
the review question). Examples of systematic reviews
addressing intervention questions include the efficacy of
porcine Circovirus type 2 vaccines in piglets (32), surgical
treatments for cranial cruciate ligament disease in dogs
(33), and veterinary homeopathy (34). Intervention studies
usually report a metric of intervention effect compared
across groups such as an odds ratio, hazard ratio, risk
ratio, mean difference, or standardized mean difference.
As with descriptive questions, some reviews may have
multiple outcomes of interest for the same question, and
these can be combined into a single review workflow. For
instance, a review of the efficacy of vaccines for respiratory
disease in calves may include both an outcome related to
clinical disease (e.g., the relative risk of treatment with
an antibiotic) and a production outcome (e.g., the mean
difference in average daily gain between treatment groups).

iii Exposure questions. Systematic reviews also can be used
to address questions related to etiology or exposures
(including dose-response), with the key elements for
these types of questions being the population (P),
exposure (E), comparison (C), and outcome(s) (O).
Examples of exposure review questions include risk
factors for Salmonella in laying hens (35) and risk
factors associated with transmission of Mycobacterium
avium subsp. paratuberculosis to dairy calves (36).
Exposure studies usually report a metric of intervention
effect compared across groups such as an odds ratio,
hazard ratio, risk ratio, mean difference, or standardized
mean difference.

iv Diagnostic test accuracy questions. Systematic reviews may
be used to synthesis the available literature to determine
diagnostic test accuracy. The key elements of this type
of review question are the population (P), index test (I),
and target condition (T). Recent examples of diagnostic
test accuracy systematic review include reviews to estimate
the diagnostic accuracy for detecting bovine respiratory
disease in feedlot cattle (37) and to compare diagnostic
tests for reproductive tract infections and inflammation in
dairy cows (38). Diagnostic test accuracy review questions

TABLE 1 | Example of a simple search strategy that could be used to identify

studies evaluating the efficacy of probiotics to reduce or prevent diarrhea in horses

using Medline via PubMed.

Search Query Items found

#1 Horse or horses or pony or ponies or donkey or

donkey or equine

98,264

#2 Probiotic or probiotics or yeast or lactobacillus or

“lactic acid bacteria” or bifidobacteria or

Saccharomyces or “Bacillus subtilis”

367,665

#3 Diarrhea or enteric or gastrointestinal or GI or scours 532,459

#4 #1 and #2 and #3 60

often report metrics of test performance such as sensitivity
and specificity or likelihood ratios.

2. Conduct a comprehensive search for studies

As with literature searches for scoping reviews, the aim is to
identify all of the available literature on the topic. Once the
systematic review question has been defined, a list of search
terms is created using some or all of the PICO elements (for
intervention questions), including their synonyms or other
related words. The words are then combined using Boolean
operators such as “AND,” “OR,” or “NOT” to create search
strings (39). Filters can be applied to limit the search by year
of publication, language of publication, publication type, or
study design. Search strings are then applied using a search
strategy to identify potentially relevant studies. Searching the
veterinary literature can be challenging, in that search filters
used in human healthcare literature searches are lacking for
veterinary medicine and reporting of key features in titles and
abstracts may be poor (40).
A simple example of a search string as applied in Medline
via Pubmed is provided for the review question “What is the
efficacy of probiotics compared to no treatment for reducing
or preventing diarrhea in horses” (Table 1). Key words are
included for the population (horse), intervention (probiotics)
and the outcome (diarrhea). Within each of these key element
concepts, search terms are linked with “OR,” meaning that
eligible citations need only include one of these words to be
identified by the search. The key element concepts are linked
with “AND,” meaning that the citations need to include at
least one word in each of the key concept blocks. In this
example, we have included plural forms and words; however,
different databases will have symbols which allow truncation
of words, as well as other features to enhance the search
process. Additionally, this example is quite simplistic; key
words may have been missed, and the actual syntax of the
search string will differ between databases. Because of the
complexity of literature searching, and the importance of
identifying all of the relevant literature, including a library
scientist on the review team to assist with the development of
the search string and the application of the search strategy can
be extremely helpful.
Searches should be designed to capture both journal articles
indexed in electronic databases and other types of research
reports such as theses, government reports, and conference
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proceedings (referred to as the “gray literature”). It is
recommended that the search include multiple databases.
The electronic databases that are appropriate for systematic
reviews in veterinary medicine may differ from those in
human healthcare. Grindlay et al. (41) evaluated available
electronic databases for coverage of veterinary journals
and found that the highest journal coverage was for
the Scopus database and the Cambridge Agricultural and
Biological Abstracts Index. Searching the gray literature can
be challenging, and the assistance of a library scientist
is recommended. A recent discussion of gray literature
searching, including a list of resources for searching the gray
literature, is provided by Paez (42). The usefulness of available
resources for searching the gray literature specifically to
identify veterinary research has not been evaluated. Another
approach (not mutually exclusive) is to search the reference
list of recent review articles or of articles identified as relevant
to the review.
Once the searches have been conducted, the citations
identified by the search are uploaded into a reference
management software. Because of overlap in journal coverage
between databases, there will likely be duplication citations
identified by the search. Most reference management software
will have an internal program that can be used to identify and
remove duplicate records.

3. Select relevant studies from the search

Systematic literature searches, as with scoping review searches,
are designed to maximize the sensitivity in identifying the
literature of relevance to the review questions. However, this
means that the specificity is often low. Thus, citations must
be screened to ensure that they meet eligibility criteria for the
review. The process of eligibility (or “relevance”) screening
follows the same procedures as was described previously for
a scoping review.

4. Collect data from relevant studies

Information of relevance to the review question is extracted
from each study. This includes information at the study level
such as year of publication, months, and years when the study
was undertaken, study design (if multiple study designs are
eligible), and geographic region. Information on the study
population and, for PICO questions, the intervention and
comparison groups may be collected for two reasons; they
provide the necessary context for the reader to interpret the
results, and they may be evaluated as possible explanations
for any differences identified among the included studies.
Determining a priori what information on the population and
the intervention groups is of interest can be challenging, and
it is helpful to have someone with content expertise on the
review team to assist with these decisions. As with all aspects
of a systematic review, these decisions should be made during
the protocol development stage.
Information related to the results of the study (or, for
intervention studies, each comparison) also needs to be
extracted. This includes the characteristics of the outcomes
(e.g., the case definition, the method of assessing the outcome)
and the result; generally, the sample size and effect in each
group or the effect size, sample size, and a measure of

variability. It is common for studies in the veterinary sciences
to report a large number of outcomes; in clinical trials in
small companion animal populations, the mean number of
outcomes per trial was 10.8 and ranged from 1 to 30 (43),
and in clinical trials in livestock, the mean number and range
of outcomes was 8.5 and 1–41, respectively (44). Therefore,
during the protocol development stage, the investigators need
to decide which outcomes to use, and how many to include.
Although there is no set rule, the selected outcomes should
be those of relevance to decision-making and could pertain to
possible harms as well as benefits. Including too few outcomes
may not provide the decision-maker with enough information
to make an evidence-based decision; but including too
many outcomes is time intensive and may lead to a lack
of focus in the review. The Grading of Recommendations,
Assessment, Development and Evaluation (GRADE) working
groups recommends including up to seven critical outcomes
in their summary of findings tables for interpreting the quality
of evidence from a systematic review (45).
To reduce the potential for misclassification, data extraction
should be conducted by two reviewers working independently
with disagreements resolved by consensus, or by a single
reviewer with a second reviewer validating the information
extracted by comparing to the full text report, or a single
reviewer after a period of duplicate extraction with verification
of consistency.

5. Assess risk of bias in relevant studies

Assessing the risk of bias in the primary studies that are
included in a systematic review allows for a consideration
of bias in the interpretation of the results, and is a step
not normally included in scoping reviews. At this stage of
the review, it is not appropriate to remove studies from
a review based on the risk of bias, unless one or more
trial design features are included a priori in the eligibility
criteria (for instance, eligible study designs were defined as
trials with random allocation to treatment groups). However,
understanding the potential for bias helps to interpret the
quality of the evidence produced by a review, and factors
related to risk of bias may be explored in a meta-regression
or sub-group meta-analysis as possible reasons for differences
in results among included trials.
The actual criteria used in assessing bias will differ by study
design. Validated tools for assessing risk of bias are available
for different study designs (see: https://www.riskofbias.info/).
A commonly used instrument for assessing the risk of bias in
clinical trials is the Cochrane Risk-of-Bias 2.0 tool (46). In this
tool, the risk of bias is assessed in five domains using signaling
questions to assist the reviewer in determining a judgement
for each domain. The signaling questions within each domain
are answered as yes, probably yes, no, probably no, or no
information. These signaling questions have been designed
to make the judgement about risk of bias more consistent
and reproducible (46). For each domain, an algorithm is
then applied using the answers to the signaling question to
determine whether the risk of bias for that domain is high,
some concerns, or low. The domains relate to the risk of
bias arising from the randomization process, the risk of bias
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due to deviations from the intended interventions, the risk
of bias due to missing outcome data, the risk of bias due to
the measurement of the outcome, and the risk of bias in the
selection of the reported result. An overall risk of bias for the
trial can then be assessed as low, some concerns or high. Some
modifications to the tool may be necessary for evaluating trials
conducted in some livestock populations. For instance, when
assessing the risk of bias in trials in swine populations, Moura
et al. (47) did not include allocation concealment in their
algorithm, because the authors felt that this was unlikely to
be an essential design feature for populations where all eligible
pens were allocated to groups, with no reason for any a priori
preference as to treatment group.
Other tools are available for assessing the risk of bias for
observational studies. The ROBINS-I tool was developed
for assessing the risk of bias in non-randomized studies
of interventions (48). Robins-I is designed for exposures
that could be randomly allocated “based on a hypothetical
pragmatic randomized trial.” Such a “target” trial need not be
feasible or ethical: for example, it could compare individuals
who were and were not assigned to start smoking. For some
exposures, such as sex, age, region, or production stage,
this hypothetical trial concept is not applicable; therefore,
Robins-I is easiest to use when the intervention could
actually theoretically be randomly allocated. Robins-I also uses
signaling questions to aid the reviewer in the assessment of
risk of bias, but across seven domains of relevance to non-
randomized studies (48). The domains of bias assessed at
the pre-intervention stage are bias due to confounding and
bias due to selection of participants into the study, at the
intervention stage the potential for bias due to classification
of the intervention is assessed, and at the post-intervention
stages the domains assessed are bias due to deviations from
intended interventions, bias due to missing data, bias in
measurement of outcomes, and bias in the selection of the
reported results. As with the Cochrane Risk-of-Bias 2.0 tool,
an overall risk of bias determination is made based on the
risk of bias across the seven domains. Other tools are available
for assessing the risk of bias in observational studies, such
as the Newcastle-Ottawa quality assessment scale (49) and
the RTI item bank (50). For systematic reviews of descriptive
questions, a modification of the Quality Assessment of
Diagnostic Accuracy Studies 2 (QUADAS-2) tool has been
proposed for assessing the risk of bias of primary descriptive
studies (51). For exposure that cannot be randomized, risk of
bias tools still require validation.

6. Synthesize the results
Systematic reviews may include a qualitative synthesis or a
quantitative synthesis of the results of the primary studies
that were included in the review. If the studies are too
disparate to justify combining then to a common result, it
is still of value to present the results of the eligible studies
qualitatively using tables and text. Meta-analysis provides
a weighted average of the results of the individual studies
(18). For intervention (PICO) questions, the results of a
study are a comparison of two groups. These comparative
measures are often referred to in a non-specific manner

as effect sizes, a terminology that arises from clinical trials
where, due to random allocation, the difference in groups is
interfered as the effect of the intervention. The term effect
size refers to any measure used to compare two groups.
Common measures are the odds ratio, risk ratio, mean
differences, and correlation. It is also possible to conduct a
meta-analysis on diagnostic test evaluations. The measures
used in these studies differ from group comparisons and
include sensitivity, specificity, correlation, and the ROC curve.
The results of several descriptive studies can also be combined
as a weighted average. Common measures summarized across
multiple descriptive studies include prevalence or incidence or
dose response.
The common components of a meta-analysis are the
calculation of a summary effect or effect size, an evaluation
of the heterogeneity of results (differences in the effect or
effect size among studies), a visual presentation of these
results using a forest plot, and an evaluation of the potential
for small study effects (“publication bias”). Each of these is
described briefly below using hypothetical data examining the
odds ratio for “clinical cure” (measured as a binary variable)
associated with a new intervention compared to the existing
standard of care. An example dataset and R-code to calculate
the various components of the example meta-analysis is
included as Appendix 1 in the Supplementary Material.
The interested reader can find additional details on the
methodology underlying meta-analysis in Higgins and Green
(18), CRD (19), and O’Connor et al. (25). We present the
results using odds ratios as the outcome measure, which were
calculated from arm-level data. Sometimes data are present
in a study as a comparative measure, such as unadjusted or
adjusted odds ratios, as opposed to arm level data. If the meta-
analysis contains studies with both arm level and adjusted
odds ratio, it will be necessary to convert the arm level data
to the odds ratio scale because it is not possible to convert an
adjusted odds ratio back to arm level data. For a meta-analysis,
the data from all included studies need to be in the same form
i.e., either all arm level data or all odds ratios with a measure
of variability.
Meta-analysis of binary data from two groups is usually
conducted on the log odds scale (i.e., the difference in the
log odds). The software package recognizes if the data are
arm level or contrast level and conducts this conversion.
After the analysis is complete, the data are usually converted
back to the odds ratio and sometimes back to the risk ratio
using the expit formula (inverse of the logit function). The
presentation of risk ratio results based on back transformation
of log(odds) is quite different from direct meta-analysis of the
log(risk ratio) which is less common because the risk ratio
has mathematical constraints that can create bias in the meta-
analysis [see Bakbergenuly et al. (52)] for a discussion of this
topic. Although meta-analysis of binary data from two groups
is usually conducted using the odds ratio as the metric, the
issue of non-collapsibility remains in meta-analysis as it does
with primary research [see Rothman et al. (53) for a discussion
of this topic in the primary research and Bakbergenuly et al.
(52) for a discussion of this topic in meta-analysis].
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The first step of a meta-analysis is to calculate a weighted
average of the effect size and then convert that, if necessary,
back to a scale of interest. In our example, the meta-analysis
calculates the average weighted log odds ratio and then
converts that to a summary odds ratio. A meta-analysis can
either calculate the weighted mean effect size using a fixed
effect(s) approach [where it is assumed that the true effect size
is a single common value or several single effects (28)] or using
a random effects approach (where it is assumed that the true
effect size follows a distribution). A random effects approach is
usually consideredmost appropriate in the situation where the
observed studies are considered to be a representative sample
of the population. The fixed effect(s) approach is appropriate
if the goal is to make inference conditional on the observed
studies (54). Further, if the difference in effects observed in
studies are not regarded as random, then a fixed effect(s)
approach to analysis may be suitable. Rice et al. (28) also
discusses the two underlying data generating mechanisms that
can be used to make inference from a fixed effect(s) approach.
The first is that there is a single true effect and sampling error
causes observed differences in the estimates. This approach is
discussed in detail by Borenstein et al. (55), and is referred
to as the fixed effect (note singular) approach. However, Rice
et al. (28) have recently proposed referring to this as a common
effect model (54). The second hypothesized data generating
mechanism under the fixed effect(s) approach is that the
studies are estimating different effects, i.e., the variation is
due to different effects and is not random. This is referred
to by Rice et al. (28) as a fixed effects (note plural) approach.
There has been debate over the relative merits of fixed(s) and
random-effects approaches to meta-analysis and there is no
consensus as to which approach is appropriate and under what
circumstances (28).
With a fixed effect approach, studies are frequently weighted
based on the inverse of their variance; thus, larger studies tend
to contribute more to the summary effect size than smaller
studies (55). Another approach to fixed effects meta-analysis
is the Mantel-Haenszel, which is used when data are sparse
and requires a different weighting approach based on the
summary statistics and in particular uses a weighted odds
ratio rather than a log odds. The Peto method of fixed effect
meta-analysis, also called the one-step method, uses the log
odds ratio and a variant of the inverse variance weighting
approach (55). For the random effects approach, both the
within study variance and the between study variance are
considered in the weighting. The method of DerSimonian and
Laird (56) is a commonly usedmethod to estimate the between
and within study variance because it is the default approach
in many software packages. However, there are alternative
approaches to estimation that are may be better and are
available in many packages (57). In the meta-analysis section
of the Cochrane Handbook (58), it has been proposed that
the approaches by Hartung and Knapp (59) and Sidik and
Jonkman (60) should be used if available to review authors as
the confidence intervals are correctly adjusted to account for
the uncertainty associated with the estimation of the between
study variance.

The results of a meta-analysis often are displayed using a
forest plot (Figure 1). In this plot, the results of each study are
shown both numerically (columns on the right of the figure)
and graphically. In the figure, the results of each comparison
are shown by a box (representing the point estimate of
the effect size) and by a horizontal line (representing the
95% confidence intervals). On the right of the graph, the
weighting of each comparison to the final summary effect
size is shown. At the bottom of the plot, the summary
effect size is shown numerically (point estimate and 95%
confidence intervals) and graphically, using a diamond, with
the center of the diamond representing the point estimate
and the horizontal ends of the diamond representing the
95% confidence intervals on the estimated mean summary
effect size. In the example dataset, and using a random effects
approach, the summary odds ratio was 1.58 (95% confidence
intervals: 1.01, 2.48). As with primary research, the confidence
interval relates to uncertainty around the average effect of
the distribution and does not describe the variation in the
underlying distribution of the “random effect.” Tau squared is
the between study variance and the square root of tau squared,
tau, is the estimate of the standard deviation across the studies.
If it is of interest to describe to the reader the distribution
of the studies (i.e., how much study effects vary) this can
be reported by using a prediction interval. The prediction
interval incorporates two levels of variation, the standard error
of the estimated weighted mean of the distribution and the
estimate of between study variance Tau squared (61).
Visually assessing the forest plot in Figure 1, it is apparent
that not all of the individual studies observed the same results;
in some of the studies, it appeared that the new treatment
was better and in some worse, and for some of the studies
the 95% confidence intervals included the null value (odds
ratio of 1) whereas in other studies it did not. There are
two common measures used to quantify heterogeneity in the
results of a meta-analysis. The first of these is Cochran’s
Q statistic and corresponding Chi-square based test which
evaluates the homogeneity of the effect size of the studies
(62). While informative, the Cochrans Q test tends to be of
low power, as the number of studies included in most meta-
analyses is quite low. The second measure is I2 which tells
us the relationship between the two sources of variation that
we expect in a meta-analysis—the variation of true effects and
the variation due to sampling error (62). As such, I2 describes
the percentage of total variation across studies that is due to
heterogeneity in effects rather than chance. I2 is frequently
reported as describing how much the effects vary. However,
I2 is a proportion rather than an absolute value. If the I2

percentage is small, this implies that if all the sampling error
was removed, the true effects would not differ greatly i.e.,
consistent true effects. If the I2 percentage is large, this implies
that if all the sampling error was removed, the true effects
would differ greatly among studies i.e., more variation due to
true effects (62). Guidelines are available to interpret I2; values
of 0–40% are likely unimportant, 30–60% represents moderate
heterogeneity, 50–90% represents substantial heterogeneity,
and 75–100% represents considerable heterogeneity (18).
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FIGURE 1 | Forest plot of a meta-analysis conducted using arm-level data to estimate odds ratios from 14 hypothetical trials comparing a new treatment to a

standard treatment.

In the example meta-analysis, the I2 shows that 86% of
the variability in the individual study results were due to
heterogeneity, rather than chance. Thus, quantifying the
summary effect size might not be useful for this example,
and exploration of factors that contribute to the heterogeneity
might enable better understand the effect size and factors
impacting the effect size.
Beyond sampling error, heterogeneity may be related to
clinical (contextual) or methodological factors. Clinical
heterogeneity results from variability in the population,
intervention, or outcome, whereas methodological
heterogeneity results from variability in study design or
risk of bias among studies (18). Techniques are available
to explore possible sources of heterogeneity. Subgroup
meta-analysis can be used to explore suspected sources of
heterogeneity by dividing the primary studies into subgroups
based on the characteristic that is thought to be a source of
heterogeneity (18). These potential sources of heterogeneity
may be clinical or methodological. In the working example,
a subgroup meta-analysis was conducted based on whether
or not the study employed random allocation of study
subjects to treatment group (Figure 2). In this figure,
we can view the meta-analysis (and resulting evaluations
of heterogeneity) separately for trials that used random
allocation to treatment group (the lower forest plot) and
those that did not (the upper forest plot). In this hypothetical
example, we see that the results differ; the meta-analysis
of non-randomized trials showed a large beneficial effect
of the new treatment vs. the standard treatment (summary
OR = 4.79, 95% CI = 2.87, 7.99), although the I2 value was
still high at 63%. However, for the randomized studies, the
point estimate of the summary OR suggests no benefit (1.04)
and the 95% confidence interval is quite precise (0.81–1.30)
suggesting that there is no evidence, on average, of benefit
to the new treatment. In the meta-analyses of randomized

studies, the I2 value indicates that heterogeneity was
not a concern.
Another approach to exploring heterogeneity is meta-
regression. Meta-regression is a weighted regression of the
results of the individual studies (the unit of concern) on
the variables of interest, which often are possible sources of
heterogeneity. As with meta-analysis, the weighting generally
is the inverse variance of each study’s result. Details on how to
conduct univariable or multivariable meta-regression can be
found elsewhere (18, 25).
Publication bias is a potential concern whenever research
results are considered in decision-making. Publication bias
occurs because studies showing preferred results are more
likely to be published or are published faster (63). We use the
term “preferred result” rather than positive or negative result,
as these terms can be misleading and have multiple meanings.
For example, for an outcome such as mean difference, the
results can be positive or negative, but depending upon the
outcome, a negative or positive mean difference might be
preferred. Another use of the term positive or negative might
be to confer inference; for example, a vaccine a product
intended to present a specific disease that has an OR greater
than one compared to an untreated control has a “positive”
result in absolute terms. If the outcome was mortality, a
“positive” OR would not be the preferred outcome. However,
if the outcome was the probability of sero-converting to the
disease agent of interest, then an OR of greater than one would
be the preferred outcome.
There is empirical evidence that many research studies in
the veterinary sciences are not published in the peer-review
literature; a study of conference proceedings abstracts for
swine and cattle vaccine trials found that <10% of the studies
were subsequently published (64), and interventions related
to on-farm and abattoir food safety reported that less than half
of the research was published in the peer-reviewed literature
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FIGURE 2 | Sub-group meta-analysis to compare the results of randomized (1) vs. non-randomized (0) trials using arm-level data to estimate odds ratios from 14

hypothetical trials comparing a new treatment to a standard treatment.

within 4 years (65). Small study effects, one explanation for
which is publication bias, can be assessed using a funnel
plot, which plots the effect size from individual studies on
the x-axis and some measure of variability (inverse variance,
standard error, inverse of the standard error, or sample size)
on the y-axis (63, 66, 67). The resulting figure is called a
funnel plot because the precision of an effect size increases
as the sample size increases. Thus, it would be expected that
smaller studies would have a wider range of estimates and
larger studies a smaller range of estimates, leading to a funnel
shaped plot in the absence of publication bias. Publication
bias will result in an asymmetric shape, with smaller non-
significant publications not represented, although it should
be noted that there are reasons other than publication bias
that may result in a non-symmetric funnel (67). An example
might be if both challenge studies and natural disease exposure
trials are included in the same review; challenge studies tend
to be smaller and also tend to report a larger effect size (68).
This is an example of a source of heterogeneity whereby
small studies may have a different effect compared to larger
studies. Funnel plots represent a visual approach to detecting
publication bias, although it may be difficult to accurately
assess whether publication bias is present or not based on
a visual appraisal (69). There are statistical tests available
to formally evaluate asymmetry in a funnel plot, the most
common being a rank correlation test and the regression
test (63, 70, 71). Other approaches to detecting publication

bias include the selection model approach. Selection models
use the weighted distribution theory to model the selection
and can be complicated, especially compared to the funnel
plot approach. A comprehensive review of this approach is
available (72). In addition to detecting publication bias, it
might be interest to quantify the effect of publication bias
on the effect size and adjust for the bias. A review of these
methods is available elsewhere (73). A funnel plot for the
example data using standard error as themeasure of variability
on the y-axis is shown in Figure 3.

7. Present the results
The results of a meta-analysis generally are presented using
text, figures, and tables. In most cases, the presentation
of results will include a table summarizing the study
characteristics, as well as tables and figures showing the
individual study results and the results of risk of bias
assessments. If a formal meta-analysis was conducted, forest
plots and funnel plots also may be shown. A summary of the
findings of a systematic review by outcome may be presented
in a “summary of findings” table (45). These tables include the
summary effect size with 95% confidence intervals, the total
number of participants and studies, an estimate of absolute
effect, and the overall quality of evidence (see below).
The methods and results of a systematic reviews should
be reported in sufficient detail that the reader can evaluate
the potential for bias. The Preferred Reporting of Items for
Systematic Reviews and Meta-analyses (PRISMA) guidelines
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FIGURE 3 | Funnel plot from 14 hypothetical trials comparing a new treatment

to a standard treatment using standard error on the y-axis and odds ratio

estimates from each included trial on the x-axis.

provide recommendations for the items of information and
the level of detail that should be included in a systematic
review report [(74, 75); www.prisma-statement.org].

8. Interpret the results
If one or moremeta-analyses are conducted, the results should
be interpreted in the context of the magnitude of effect
and the confidence in the evidence (quality of evidence).
The magnitude of effect relates to the summary effect size
and its variability. One approach to evaluating the quality
of evidence is by using the Grading of Recommendations,
Assessment, Development and Evaluation (GRADE) (76, 77).
The overall quality of evidence is determined to be high,
medium, low, or very low. The framework evaluates the
quality of evidence by considering four domains; risk of bias,
publication bias, imprecision, inconsistency, and indirectness.
If there are serious concerns in a domain, the overall quality
of evidence will be downgraded by one level; if the concerns
are very serious within a domain, the quality of evidence can
be downgraded by two levels. Reviews of randomized trials
start at the rating of “high,” whereas observational studies start
at a level of “low.” Observational studies may be upgraded,
as well as downgraded. The domains for evaluating quality
of evidence, with references to further details for each, are
as follows:

a) Risk of bias (78). In this domain, the risk of bias in the
individual studies is considered. If most of the evidence
is from studies with a high risk of bias, the reviewer may
wish to downgrade the quality of evidence. For instance,
if the majority of evidence in a review came from trials
where allocation to treatment group was not random,
the quality of evidence would be lower than a review

where the individual trials employed random allocation to
treatment group.

b) Publication bias (79). If there is strong evidence of
publication bias, to the point where the reviewer believes
that it may have impacted the review results, the quality of
evidence may be downgraded.

c) Imprecision (80). Imprecision may be a concern if the
overall sample size is less that the sample size that would
be appropriate to address the research question in a single
study, or if the confidence intervals on the summary effect
size span harm, no association, and benefit.

d) Inconsistency (81). Inconsistency is related to the
heterogeneity in the results. If there was considerable
heterogeneity in the results, but the reviewers were able
to explain the sources of that heterogeneity (for instance,
using subgroup meta-analysis), then inconsistency
may not be a concern. However, if there is substantial
unexplained heterogeneity, then the quality of evidence
may be downgraded.

e) Indirectness (82). Indirectness relates to the applicability
of the evidence to the research question. Indirectness may
relate to one or more of the PICO elements. For instance,
if the question of interest was the efficacy of a treatment in
market weight pigs, and yet most of the studies identified
evaluated the treatment at the start of the finishing period,
the evidence would be less direct.

Examples of the use of GRADE in veterinary systematic reviews
include a review of furosemide for exercise-induced pulmonary
hemorrhage in racehorses (83), a review of the of the efficacy
of whole-cell killed Tritrichomonas foetus vaccines in beef cattle
(84), and a review of on-farm interventions to reduce Salmonella
in swine (85).

FUTURE DIRECTIONS

There are a number of exciting enhancements to systematic
reviews that are recently available or are likely to be available in
the new future. These include automation of some of the steps of
a systematic review, “living systematic reviews” which evolve as
new information becomes available, and network meta-analysis,
where multiple intervention options for the same outcome can
be assessed in a single analysis which includes both direct and
indirect evidence.

Systematic reviews not only are time sensitive, but also require
a considerable input of time and resources, taking an average of
67 weeks from protocol registration to publication (86). Thus,
having mechanisms to semi-automate at least some stages of a
review using machine learning or natural language processing is
inherently appealing. Recently, the journal “Systematic Reviews”
published an editorial and three commentaries outlining the state
of automation in systematic reviews (87–90). Existing tools for
using automation in systematic reviews are available and may
be used to identify randomized controlled trials, or for eligibility
screening, data extraction, or risk of bias. However, there is a need
to validate existing tools and continue to develop the techniques.
This is a rapidly developing area in systematic reviews and it is
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likely that automation of some steps of a systematic review will
become more common over time.

Systematic reviews provide a rigorous method of synthesizing
the literature, but they represent the evidence at a static
point in time. Research is identified up until the date that
the literature search was conducted. However, it then takes
time to conduct the review and for the review to make its
way through the publication process. In human healthcare, it
has been estimated that reviews are seldom updated within 2
years of publication (91). Thus, the information available in
published systematic reviews may not represent the current
state of knowledge (92). Nonetheless, updating systematic
reviews requires time and resources, and periodic updating
does not negate the time between the conduct of a literature
search and formal publication (92). However, technological
advances, including automation, allow for the creation of living
systematic reviews (92). Unlike traditional systematic reviews,
which are in the form of written reports or publications, living
systematic reviews are dynamic on-line evidence summaries
which can be updated frequently and rapidly as new information
becomes available in the literature (92). As the technology
and approach become more common, living systematic reviews

have the potential to provide the most up to date and
rigorous summary of the evidence possible to assist veterinarians
and producers in making the most evidence-informed clinical
decisions possible.
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Riems, Germany

Background and Objectives: Germany was affected by Bluetongue virus serotype

8 (BTV-8) from 2006 to 2009 and recorded new cases since December 2018. We

assessed the economic impact of the epidemic from the first cases in 2006 until

2018. Direct costs include production losses, animal deaths, and veterinary treatment.

Indirect costs include surveillance, additional measures for animal export, disease

control (preventive vaccination and treatment with insecticides), vector monitoring,

and administration.

Methodology: To estimate the financial impact of BTV-8 on different species and

production types at the animal level, we performed a gross margin analysis (GMA) for

dairy and beef cattle, and sheep. To estimate the impact on the national level, we

used a modified framework described by Rushton et al. (1) and applied a methodology

described by Bennett (2). Both the GMA and the economic model on national level were

implemented in Excel and the Excel Add-in @Risk. The tools, which are widely applicable,

also for other diseases, are made available here.

Results: The financial impact of a BTV-8 infection at the animal level was estimated

at 119–136 Euros in dairy cattle, at 27 Euros in beef cattle, and at 74 Euros in sheep.

At the national level, the impact of the BTV-8 epidemic ranged between 157 and 203

million Euros (mean 180 million Euros). This figure consisted of 132 (73%) and 48 (27%)

million Euros for indirect and direct costs. Indirect costs included 89 million Euros (67%)

for vaccination, 18 million Euros (14%) for insecticide treatment, 15 million Euros (11%)

for diagnostic testing of animals dispatched for trade, 8 million Euros (6%) for monitoring

and surveillance, and 3 million Euros (2%) for administration. The highest costs were

induced by a compulsory vaccination campaign in 2008 (51 million Euros; 28% of the

total costs) and the disease impact on cattle in 2007 (30 million Euros; 17%).

Discussion: We compare the outcome of our study with economic analyses of

Bluetongue disease in other countries, and discuss the suitability of GMA and the

developed tools for a wider application in veterinary economics.

Keywords: Bluetongue disease, cattle, sheep, economy, gross margin analysis, disease control, costs
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INTRODUCTION

Bluetongue (BT) is a non-contagious infectious disease of
domestic and wild ruminants caused by the BT virus (BTV),
which belongs to the genus Orbivirus within the family
Reoviridae. The virus is transmitted by biting midges of the genus
Culicoides. At least 27 BTV serotypes have so far been detected
worldwide (3). All ruminants are susceptible, although clinically
apparent disease is most often reported in sheep. During the
BTV-8 epidemic in 2006–2010 in Germany, clinical symptoms
were observed in both, cattle and sheep. The most frequently
reported signs were fever, weight loss, apathy, erosions of the
oral mucosa, salivation, dysphagia, oedema of the head and lips,
lameness, reduced milk yield and abortions (4–7). Effects on
animal production in sheep and cattle for different BT serotypes
and settings have been reviewed by Rushton and Lyons (8).

In August 2006, BTV-8 emerged for the first time almost
simultaneously in Belgium, France, Germany, and the
Netherlands (6, 9, 10). The disease hit an immunologically
naïve and thus highly susceptible population. In Germany,
the disease was first detected in late August 2006 (11). By the
end of 2006, a total of 890 BTV-8 cases had been recorded
in four German federal states and reported to the German
Animal Disease Notification System (https://tsn.fli.de; public site
TSIS: https://tsis.fli.de).

To determine the distribution and spread of BTV-8, the
European Commission issued instructions for monitoring and
surveillance in the member states of the European Union
(SANCO/10581/2006 Rev 4). These included serological surveys
and testing sentinel animals for antibodies to detect potential
new cases as early as possible in 2007. Based on this working
document, the European Commission regulation (EC) No
1266/2007 was launched, which established harmonized disease
control measures, including preventive vaccination, a sentinel
program, vector monitoring and monitoring in wild ruminants.

The following measures were initiated in Germany (Figure 1):
(i) a cross-sectional study (February to April 2007) within
the 150 km restriction zone to assess the prevalence of BTV-8
infections in cattle and sheep (12); (ii) a sentinel program to
detect the re-occurrence of BT, during which∼150 animals from
10 to 15 farms were monthly tested for antibodies to BTV-8 in
each federal state; (iii) wildlife monitoring (2007 until today);
(iv) vector monitoring to obtain information on the distribution
and seasonal activity of potential BTV-8 vectors. Further disease

FIGURE 1 | Timeline of official monitoring, surveillance, and control measures regarding BTV-8 in Germany.

control measures included the improvement of biosafety at the
farm level, treatment of animals and stables with insecticides, and
the testing of animals dispatched for trade.

Despite these measures BTV-8 re-occurred in May 2007. The
disease spread over wide parts of Germany and affected more
than 20,000 farms, causing the death of animals and substantial
production losses, especially in sheep (11, 13–16).

As soon as commercial vaccines against BTV-8 had become
available, they were tested for safety and efficacy (17, 18).
Germany then initiated a country-wide mandatory vaccination
campaign for cattle, sheep and goats, which started in May
2008. During 2008 and 2009, the number of outbreaks decreased
sharply. Especially in the affected regions, farmers perceived
vaccination positively. They realized that it prevented output
losses and allowed trade and animal movements without
restrictions. However, when vaccination became voluntary in
2010, farmers’ willingness to vaccinate against BTV-8 was
estimated at only 43% for cattle and 34% for sheep (19).
Nevertheless, the BTV-8 epidemic subsided, so that Germany was
declared officially free from BTV on 15 February 2012.

In August 2015, BTV-8 re-emerged in France (20) and in
2017 also in Switzerland (21). Compared to the strain that had
circulated from 2006 to 2009, the current BTV-8 strain seemed to
be less virulent, although the genome of the virus had remained
stable (22, 23). In November 2017, a second BTV-serotype (BTV-
4) was introduced to France (24). In view of the situation in
the neighboring countries, the German federal state of Baden-
Wuerttemberg encouraged farmers to vaccinate cattle, sheep
and goats against both, BTV-8 and BTV-4, also by providing
financial support. However, vaccination is not mandatory, and
since the costs have to be borne mainly by farmers, the vaccine
coverage was only about 25% by the end of 2018 (25). On
12 December 2018, two BTV-8-positive cattle were detected
in Baden-Wuerttemberg as part of routine BTV surveillance
(animals were tested by PCR and serological tests on December
6th; the test results were confirmed by the national reference
laboratory; the outbreaks were recorded in the German animal
disease notification system on 12th December 2018). The animals
were clinically healthy. Again, monitoring was intensified and
consigned animals could only be moved from this region to areas
not under restriction, if the animals had been vaccinated against
BTV-8 or tested for BTwith a negative result (according to Article
8 of Commission Regulation (EC) No 1266/2007 serological or
agent identification test).
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FIGURE 2 | Impact of Bluetongue disease on cattle and sheep.

There are∼11.8 million cattle in Germany (thereof about 40%
dairy) and 1.6 million sheep (as of Mai 2019, Federal statistical
office; https://www.destatis.de/). Livestock farming is the main
source of income in agriculture in the country (26). Especially
in the light of the re-emergence of BTV-8 and a potential future
introduction of other BTV serotypes, namely BTV-4, disease
contingency plans are evaluated, also from an economic point
of view.

The purpose of this study was to carry out an ex-post
economic impact analysis for BTV-8 in Germany for the years
2006–2018. The aim is to provide stakeholders and decision
makers with a transparent evaluation of the potential benefits of
preventing and controlling a vector-borne disease in livestock.
The tools developed for the assessments and calculations are
made available with this publication, so that they can be applied
to other diseases and scenarios.

MATERIALS AND METHODS

To calculate direct losses on the animal level, we used a gross
margin analysis (GMA). To estimate the economic impact of
BT on the national level, we applied a modified framework
previously described by Rushton et al. (1, 27) (Figure 2) and a
standardized method described by Bennett (2). The method can
be adapted to BT as described elsewhere (28). Both, the GMA and
the economic model run at the national level were implemented
in a stochastic-deterministic spreadsheet in Excel version 2019
(Microsoft R© GmbH, Unterschleißheim, Germany) and @Risk
7.0.0 (Palisade Corporation, Newfield, NY, USA). @RISK is an
add-in toMicrosoft Excel that allows analyzing risks usingMonte
Carlo simulation (https://www.palisade.com/). The spreadsheets
for both, the GMA and the economic model, as well as user
manuals, are provided in Supplementary Material.

The national average of herd performance as well as
epidemiological and economic data were collected from Eurostat
(https://ec.europa.eu/eurostat), the official German animal
disease notification system (TierSeuchenNachrichten-System,
https://tsn.fli.de/; public site: https://tsis.fli.de), the Federal
statistical office (Statistisches Bundesamt, https://www.destatis.
de/), the Identification and Information System for Animals
(Herkunftssicherungs- und Informationssystem für Tiere, https://
www.hi-tier.de/), and the Federal Office for Agriculture and
Food (Bundesanstalt für Landwirtschaft und Ernährung, https://
www.ble.de/). Other input parameters were obtained from the
Bavarian State Agency for Agriculture (Bayerische Landesanstalt
für Landwirtschaft, https://www.stmelf.bayern.de/idb/default.
html), the German Association for Technology and Structures
in Agriculture (Kuratorium für Technik und Bauwesen in der
Landwirtschaft e.V., https://www.ktbl.de/), the animal health
services of the federal states (Tiergesundheitsdienste), and
the animal disease compensation funds of the federal states
(Tierseuchenkassen). Values for the surveillance costs were
obtained from reports of the federal states to the German Federal
Ministry for Food and Agriculture and the annual applications
of the Federal Ministry to the European Commission for
co-financing animal disease control and surveillance (https://
ec.europa.eu/food/funding/animal-health/national-veterinary-
programmes_en). Parameters with fluctuation (e.g., milk yield,
milk price) were resampled from known values with 10,000
iterations. Details are given in Supplementary Tables S1–S3. All
monetary values are expressed in Euros.

Economic Impact at the Animal Level
Direct costs at the animal level, i.e., production losses due
to clinical illness (dCpy), were estimated by calculating the
difference between the gross margin (GM) of a healthy animal
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and the GM of a clinically ill animal. The GM was calculated
per year (2006–2018) separately for dairy cattle (GMDy), beef
cattle (GMFy), and sheep (GMSy). Since infected calves and
heifers were rarely reported to show clinical signs, we focused
on adult animals. The GMA was performed according to
standard procedures (https://www.stmelf.bayern.de/idb/default.
html). To calculate the impact of BTV-8 at the animal level, we
included the value of lost animal production with the disease-
related intervention costs. Details of the GMA are provided in
Supplementary Tables S1A (GMDy), S1B (GMFy), S1C (GMSy).
For example, GMDy was calculated as follows:

GMDy = (Rmiy + Rany + Rmay)− (VCry + VCfey + VCcry

+ VCvy + VCway + VCinsy + VCmacy + VClaby + VCmisy)

i.e., including the revenues (R) for selling milk (Rmiy), animals
(Rany), and manure (Rmay), and the variable costs (VC) for
restocking (VCry), feed (VCfey), calf rearing (VCcry), veterinary
treatment (VCvy), water/electricity (VCway), insemination
(VCinsy), machines (VCmacy), hired labor (VClaby) and
miscelaneous (VCmisy).

For dairy cattle, parameters influenced by BTV-8 are
associated with reduced fertility (prolonged calving interval
due to abortion and stillbirth), lower milk yield, and costs
for restocking (assuming the goal of maintaining the herd
size constant despite increased mortality of calves and cows
as the reference). In beef cattle, the main impact of BTV-
8 was due to a drop in feed intake during the first days of
disease, resulting in reduced daily weight gain and thus in a
prolonged fattening period (assuming the goal of reaching the
usual slaughter weight as the reference). For sheep, losses were
mainly attributed to reduced revenues for selling animals (due
to reduced slaughter weight) and the need to purchase new ewes
(increased replacement rate resulting from death of ewes and
lamb losses). In all animal species, the disease increased the costs
for veterinary treatment. Details on the influence of BTV-8 on the
GM are provided in Supplementary Tables S2A–C.

Economic Impact on National Level
The results of the GMA were extrapolated from the animal
level to the national population level separately for each
species (cattle, sheep), production type (dairy, meat), and year
(2006–2018). Details on the economic model are provided in
Supplementary Table S3. The economic impact (net total costs)
at the national level (CBT) includes direct (DCy) and indirect
costs (ICy) and was calculated as follows:

CBT =

2018∑

y = 2006

DCy + ICy

Direct Costs
Direct costs at the national level per year (DCy) include
production losses due to clinical illness (DCcy) and the value of
the animals that succumbed to the disease (DCdy):

DCy = DCcy + DCdy

Production losses
To estimate the production losses caused by clinical illness
(DCDcy, DCFcy, DCScy), we multiplied the number of animals
that had developed clinical signs with the average direct costs
per animal (dCDy, dCFy, dCSy), which had previously been
calculated in the GMA (which also included the veterinary
costs). The number of animals that developed clinical signs were
estimated by multiplying the number of newly infected cattle
(nCiy) and sheep (nSiy) with the estimated morbidity for cattle
(rcc) and sheep (rsc), and in case of cattle, with the proportion of
dairy (pd) or beef (pf) cattle in the total cattle population.

DCDcy = nCiy ∗ rcc ∗ pd/100 ∗ dCpy

DCFcy = nCiy ∗ rcc ∗ pf /100 ∗dCpy

DCScy = nSiy ∗ rsc ∗ dCpy

For cattle (rcc), morbidity was estimated to range between 5 and
15%, and for sheep (rsc), between 15 and 25%. The number
of newly infected cattle and sheep per year were estimated
as follows:

nCiy =
Isy

100
∗ nczy

nSiy =
Isy

100
∗ nszy

where Isy is the yearly incidence per species (cattle, sheep),
and nczy and nszy the number of cattle and sheep in the
restriction zones.

To estimate Isy for the year 2006, we used the results of a cross-
sectional study performed in early 2007 (12). Since this study
had revealed an underreporting of outbreaks (affected farms),
we assumed that the relation between the numbers of officially
reported outbreaks (Py) and Isy remained constant over the years.
Isy was therefore estimated as follows:

Isy =
I2006

P2006
∗ Py

To estimate the numbers of newly infected cattle (nCiy) and
sheep (nSiy), we multiplied the number of cattle (nczy) or sheep
(nszy) in the restriction zones with the respective incidence.
Regarding the number of animals in the restriction zones, we
used the numbers of cattle and sheep kept in the BT-affected
federal states for the year 2006, and the whole German cattle
population for the years 2007–2011. Since 2012, no restriction
zones for BT had remained.

Animal losses
To estimate the value of animals that succumbed to disease
(DCd), the number of dead animals was multiplied with the
compensation paid by the animal disease compensation fund for
cattle (vcy) and sheep (vsy). The numbers of dead cattle (nCdy) or
sheep (nSdy), respectively, were estimated based on data provided
by the animal disease compensation funds and animal health
services for the year 2007, assuming that the relation between
newly infected (nCiy, nSiy) and dead animals (nCdy, nSdy) in
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2007 (mean case-fatality ratio) remained constant throughout the
years. Compensation includes the common value of the animals
and for cattle also the disposal costs.

Indirect Costs
Indirect costs at the national level per year (ICy) include the
costs for all legal provisions successively implemented to control
BTV-8, including surveillance (ICSy), measures for animal
export (ICEy), treatment with insecticides (ICIy), vaccination
(ICVy), vector monitoring (ICMy) and administration time for
establishing restriction zones and reporting (ICAy):

ICy = ICSy + ICEy + ICIy + ICVy + ICMy + ICAy

Surveillance
The costs for BT surveillance according to SANCO/10581/2006
Rev 4 and Commission Regulation (EC) No 1266/2007 (ICSy)
include the costs for the cross-sectional study performed in
winter 2007, the sentinel program (early detection) performed
in early 2007, and the BT monitoring for disease detection
performed between 2007 and 2018. For cattle, sheep and
goats, respectively, the costs for BT monitoring were calculated
as follows:

ICSy = nfsy ∗ (ctf + cpf )+ nssy ∗ csas + nELI ∗ cELI

+nPCR ∗ cPCR

where nfsy is the number of tested farms, ctf and cpf the travel
and personnel costs per tested farm, nssy and csas the number
of samples and sampling costs per species, nELI and nPCR the
number of samples tested by enzyme-linked immunosorbent
assay (ELISA) or polymerase chain reaction (PCR), and cELI and
cPCR the respective costs for testing.

The numbers of tested farms and animals, as well as the costs
for sampling and laboratory analysis were retrieved from the
national applications for co-financing (Commission Decisions
2007/20/EC, 2008/655/EC, 2009/883/EC, 2010/712/EU,
2011/807/EU, 2012/282/EU, 2012/761/EU, 2013/722/EU,
2014/925/EU, 2014/288/EU, 2015/2444/EU, and 2016/969/EU).
These documents are published at https://ec.europa.eu/food/
funding/animal-health/national-veterinary-programmes_en.

Travel costs for official veterinarians (ctf) were estimated
as follows:

ctf = k ∗ d ∗ 2

where k is the fee per km and d the average distance between the
veterinary office and a farm.

Personnel costs for official veterinarians (cpf) were estimated
as follows:

cpf = tsf ∗ cph

where tsf is the time spent on the farm and cph the average
personnel costs of an official veterinarian per hour.

Measures for animal export
Following Commission Regulation (EC)No 1266/2007, Germany
was between 2006 and 2008 requested to confirm that all animals
intended for movement to BT-free EU member states or export
to third countries were negative either in a BT-specific ELISA or
by PCR. These additional costs for movement or export testing
(ICEy) had to be borne by the farmers and were estimated
as follows:

ICEy = (ncey ∗ pey ∗ cety)+ (nsey ∗ pey ∗ cety)

where ncey and nsey are the numbers of cattle and sheep exported
per year, pey the proportion of animals that were exported to
BT-free countries and had therefore to be tested, and cety the
test costs per animal. The costs caused by animal movements
within the country were not taken into account, since almost all
regions of Germany were part of a single restriction zone from
2007 until 2012.

Insecticide treatment
The costs for treatment with insecticides (ICIy) were calculated
as follows:

ICIy = (nczy ∗ ciy + ncfzy ∗ cify) ∗picy + (nisf y ∗ sf

∗ ciy)+ (nisf y ∗ cify)

where nczy is the number of cattle in restriction zones, ciy
the costs for insecticides, ncfzy the number of cattle farms
in restriction zones, cify the personnel costs per treated farm,
picy the proportion of cattle (animals and farms) treated with
insecticides, nisfy the number of infected sheep farms and sf the
mean number of sheep per farm.

Vaccination
Depending on the animal species and the vaccine, two or three
injections were required for a complete basic immunization.
After that, the animals had to be re-vaccinated once a year.
To calculate vaccination costs at the animal level for cattle
(ICVcy) and sheep (ICVsy), we accounted for the costs per
vaccinated animal and the costs per vaccinated farm. The costs
per vaccinated animal were estimated by multiplying the number
of vaccinations (cattle nvdcy or sheep nvsy) with the sum of the
costs for the vaccine (cattle cvcd or sheep cvsd) and vaccination
per immunization dose (cattle cvacd or sheep cvasd). Since
vaccines had to be applied by a veterinarian, vaccination costs
at the farm level include the numbers of vaccinated farms (cattle
nvcfy or sheep nvsfy) and the herd fee charged by the veterinarian
(cattle ccf or sheep csf) according to the following equations:

ICVcy = nvdcy ∗ (cvcd + cvacd) + (nvcfy ∗ ccf )

ICVsy = nvsy ∗ (cvsd + cvasd) + (nvsfy ∗ csf )

Vector monitoring
The costs for vector monitoring (ICMy) account for the costs
for vector traps and data loggers (cvmty), trap management
(cvmmy), and entomological tests (cvme):

ICMy = nvt
y
∗ (cvmty + cvmmy)+ nvmey ∗ cvmey
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where nvty are the number of vector traps, and nvmey the
number of entomological tests.

Administration
The administration costs include the costs for epidemiological
investigations (farm visits), for the establishment of restriction
zones and the time required for reporting. Personnel and travel
costs for farm visits of official veterinarians were also taken into
account, so that calculations were performed according to the
following equation:

ICAy = tP
y
∗ d ∗ k ∗ 2+ (tf ∗ ph)

where tPy ist the prevalence of BT (total number of affected cattle
and sheep farms per year), d the average distance between the
veterinary office and the affected farm, k the fee charged per
driven km, tf the average time spent per farm, and ph the average
personnel costs for an official veterinarian per working hour.

Sensitivity Analysis
We analyzed the effect of the input variables where we entered
a distribution on the output mean (sensitivity analysis). The
sensitivity analysis was performed in @Risk 7.0.0 (Palisade) with
a one-at-a-time method (29, 30), where each variable is analyzed
separately. The sensitivity analysis was carried out as follows
(https://kb.palisade.com/index.php?pg=kb.page&id=248): (1) all
iterations are ranked by ascending values of the input; (2) the
ranked iterations are attributed to 10 bins (in this case with 10,000
iterations, each bin contains 1000 values); (3) the mean of the
output values of each bin is computed; (4) 10 output means from
the bins are compared. The lowest output mean gets the number
at the left edge; the highest of the 10 output means receives the
number at the right edge.

Finally, the results of the sensitivity analysis were assessed
qualitatively using a tornado plot, which shows how the mean
of the model varies over the range of each input variable.

RESULTS

Economic Impact on Animal Level
For the dairy sector, direct costs ranged between 119 and
136 Euros per infected animal, depending on the milk price
(Table 1). Most of the costs resulted from the need to
restock (99 Euros/animal), veterinary treatment (26 Euros)
and production losses (24 and 18 Euros less output for milk
and calf sales, respectively). In the beef sector, direct costs
amounted to 27 Euros per animal on average. They were
mainly attributable to the prolonged fattening period. For
sheep, direct costs were estimated at 74 Euros per animal
on average. They were mainly due to reduced revenues
for lamb sales (59 Euro per infected ewe) and veterinary
treatment, especially after abortions (10 Euros/animal) (data
not shown).

Economic Impact on National Level
The net total costs of the BTV-8 epidemic in Germany, including
prevention and control measures over the last 13 years (2006–
2018), ranged between 157 and 203 million Euros (mean 180.4

TABLE 1 | Direct costs of a BTV-8 infection per animal, with minimum, mean,

maximum, 5 and 95% percentiles in million Euros.

Gross margin Minimum Mean Maximum 5% 95%

Dairy 2006 78 122 515 92 173

Dairy 2007 78 129 928 94 194

Dairy 2008 90 136 614 102 198

Dairy 2009 79 119 391 91 164

Beef (2006–2009) 14 27 40 22 33

Sheep (2006–2009) 42 74 104 60 88

TABLE 2 | Minimum, maximum and mean net costs (in million Euros) of BTV-8 in

Germany from 2006 to 2018) with 5% and 95% percentiles.

Cost factor Minimum Mean Maximum 5% 95%

Net total costs 157.002 180.406 202.995 169.915 191.056

Total direct costs 37.091 48.313 60.842 42.403 54.554

Direct costs cattle 27.756 37.449 50.226 31.797 43.372

Direct costs sheep 7.482 10.864 14.893 8.802 12.965

Total indirect costs 115.836 132.092 149.548 123.500 140.840

Vaccination cattle 64.148 74.497 85.153 67.521 81.543

Vaccination sheep 12.996 14.064 15.187 13.450 14.682

Insecticide treatment cattle 12.518 16.894 21.176 14.476 19.269

Insecticide treatment sheep 805 1.078 1.349 926 1.233

Export measures cattle 7.153 12.263 20.769 8.773 17.047

Export measures sheep 1.782 2.627 3.431 2.183 3.069

Monitoring and surveillance 7.562 7.882 8.225 7.700 8.070

Administration 1.755 2.788 3.917 2.171 3.421

Totals and subtotals are indicated by gray shading.

million Euros, standard deviation 6 million) (Table 2). This
figure includes on average 132.1 (73%)million Euros indirect and
48.3 (27%) million Euros direct costs.

Mean indirect costs included 106.5 million Euros for disease
control measures (vaccination and insecticide treatment, 59% of
the net total costs), 14.9 million Euros for additional measures
relating to export (12.3 million only for cattle), 7.9 million Euros
for BT monitoring and surveillance (including 1.2 million Euros
for vector monitoring in 2007 and 2008), and 2.8 million Euros
for administration. Disease control measures consisted of 88.6
million Euros for vaccination (74 and 14 million Euros for cattle
and sheep, respectively) and 18.0 million Euros for treatment
with insecticides (16.9 and 1.1 million Euros for cattle and sheep)
(see Tables 2, 3).

Mean direct costs mainly arose in the cattle sector (37.4
million Euros, 21% of the net total costs) (Table 2). In the
sheep sector, they amounted to 10.9 million Euros (6%). Direct
costs were highest in 2007, when they reached 39.8 million
Euros (29.7 million in cattle, 10.1 million in sheep) (Table 3). In
2007, the animal compensation funds paid for 10,240 cattle and
33,233 sheep that prematurely died due to BTV-8 infection. This
corresponds to a mortality ratio of 0.081 for cattle and 1.4 for
sheep. The compensation paid per animal was 1,500–1,900 Euros
for cattle and 120–170 Euros for sheep, including rendering costs.
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TABLE 3 | Mean net total costs of BTV-8 in Germany per year from 2006 to 2018 (in million Euros).

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

Net total costs 9.250 59.105 66.810 27.022 10.441 5.910 1.453 0.177 0.076 0.162 2.358 2.192 1.528

Total direct costs 1.863 39.765 6.664 0.022 0 0 0 0 0 0 0 0 0

Direct costs cattle 1.461 29.661 6.308 0.020 0 0 0 0 0 0 0 0 0

Direct costs sheep 0.402 10.105 0.356 0.002 0 0 0 0 0 0 0 0 0

Total indirect costs 7.387 19.339 60.146 27.001 10.441 5.910 1.453 0.177 0.076 0.162 2.358 2.192 1.528

Insecticide treatment cattle 2.893 7.959 2.063 1.021 1.002 0.982 0.974 0 0 0 0 0 0

Insecticide treatment sheep 0.040 1.002 0.035 0 0 0 0 0 0 0 0 0 0

Vaccination cattle 0 0 44.530 17.284 7.916 4.429 0.305 0.031 0.001 0.001 1.462 1.691 1.199

Vaccination sheep 0 0 6.777 5.549 1.358 0.344 0.032 0.003 0 0 0.740 0.386 0.209

Export measures 3.500 5.047 3.929 2.415 0 0 0 0 0 0 0 0 0

Administration 0.190 2.273 0.324 0.001 0 0 0 0 0 0 0 0 0

Monitoring and surveillance 0.765 3.058 2.488 0.730 0.165 0.155 0.142 0.143 0.075 0.161 0.156 0.115 0.119

Totals and subtotals are indicated by gray shading.

FIGURE 3 | Boxplots of the net total costs of BTV-8 in Germany (in million Euros) with mean values, 25%–75% (box) and 5%–95% percentiles.

This corresponds to total compensation payments of 17.3 and 4.2
million Euros for cattle and sheep in Germany.

The yearly costs were highest in 2008 and 2007, with 66.8
(37% of net total costs) and 59.1million (32%) Euros, respectively
(Table 3 and Figure 3). After peaking in 2008, they gradually
dropped from 27.0 million (2009) to 74 thousand Euros (2014).
In 2015, they started to increase again and reached 1.5 million
Euros in 2018 (Table 3 and Figure 4).

In 2007, the total costs were mainly attributable to direct
costs caused by BTV-8 infections. In 2008, total costs accrued
mainly from vaccination (51.3 million Euros, thereof 44.5 million

Euros for cattle, 25% of the total costs) (Table 3). In 2009
and 2010, vaccination of cattle cost 17.3 and 7.9 million Euros
(10% and 5%), respectively. Since 2010, the costs for voluntary
vaccination had to be borne by the farmers, so that the number of
vaccinations decreased and in 2014–2015, almost the entire costs
consisted of the expenditures for monitoring and surveillance.
Since 2015, financial incentives were used in the south-west of
Germany (mainly Baden-Wuerttemberg) to motivate farmers to
participate in voluntary vaccination, so that the vaccination costs
started to increase. Since 2016, again almost all investments went
into vaccinating cattle (Figure 4).
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FIGURE 4 | Net total costs of BTV-8 in Germany per year from 2006 to 2018 per cost factor (mean costs by cost factors).

FIGURE 5 | Tornado plot for the ten most relevant cost factors of BTV-8 in Germany from 2006 to 2018. The red and the blue bars show the change in the means,

when changing the single parameter.

Between 2012 and 2018, no animal trade restrictions were
in place, but monitoring and surveillance were still carried out.
These measures caused costs of about 150 thousand Euros in
2013–2015. In 2015, monitoring and surveillance costs increased
due to the voluntary vaccination program (Table 3 and Figure 4).

Sensitivity analysis showed that the proportion of infected
animals that develop clinical signs and the impact on milk
yield were strongly related to the veterinary treatment costs

and production losses. The costs per vaccination dose had the
strongest impact on the indirect costs (Figure 5).

DISCUSSION

When BTV-8 emerged in Germany in 2006, no validated
contingency plans were available, because the disease had never
before occurred in the country and came completely unexpected.
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Within a short time, BTV-8 had a substantial impact on
animal health in the affected livestock species and far-reaching
consequences on animal trade, causing severe economic losses.
According to our calculations, direct costs amounted to 40
million Euros within a single year (2007). While the direct costs
were mainly borne by the farmers, the main proportion of the
costs (vaccination) had to be covered by the animal disease
compensation funds of the German federal states, and were
co-financed by the European Union in 2008 and 2009.

To capture the full impact of BTV-8, we chose a study
period of 13 years, starting in 2006, when BTV-8 first emerged
in Germany, and ending in 2018, 6 years after the disease-
free status was re-gained. Yet, since 2018, a new voluntary
vaccination campaign is in place in western and southern regions
of Germany, due the evolving BT-situation in neighboring
countries, in particular Belgium, France and Switzerland.

Our study supports the view that the measures taken in
reaction to a disease sometimes have a greater financial impact
than the production losses caused by the disease itself (8). With
74 million Euros, the compulsory vaccination campaign in 2008–
2009 was the largest cost factor throughout the study period. On
the other hand, it was successful in eradicating a disease that
caused not only economic damage, but also substantial suffering
in infected animals.

After the initial introduction of BTV-8 in 2006, the last
outbreak occurred in Germany in November 2009 and the
country re-gained the official BT-free status 26 months later, in
February 2012. Possibly, the numbers of new infections and thus
the direct costs might have decreased anyway due to immunity
after natural infection, even without vaccination. Yet, we still
regard compulsory vaccination as economically beneficial, as
it substantially contributed to reducing virus circulation and
eventually to eradicating the disease within a short period
(31). Therefore, in certain epidemiological situations, financial
support should be provided to farmers who are willing to
vaccinate their animals as a measure to prevent clinical BT and
to reduce the size of the susceptible population, which may help
to limit the spread of the disease at least to some extent.

To assess the costs of BTV-8 at the animal level, we used the
GMA because it is widely used by farmers and can be easily
adapted to assess the economic impact both, at the animal and
farm level, for any disease with clinical symptoms.

Uncertainty regarding some input parameters limited the
accuracy of our estimates. A number of key input parameters
for the GMA had to be derived from expert opinion. Due to
the large variation in BTV-8-associated morbidity, mortality and
the severity of clinical disease, as well as large price differences
for milk and vaccination (performed by both private and official
veterinarians) between different regions, farms and years, our
estimations were highly variable. Therefore, our model might
have under- or overestimated the total costs. A sensitivity analysis
identified the parameters that had the highest impact on the
model outcome (e.g., morbidity, disease effects on cattle and
sheep; Figure 4).

Not only animal and farm-related variables, but also official
data were sometimes difficult to parametrize. For example, the
annual reports to the European Commission underwent several

changes, e.g., regarding measures eligible for co-financing or
maximum financial contribution limits for testing, and they do
not display the data every year in the same format. For example
in 2009, costs for sheep and goats could not be differentiated, so
missing data had to be estimated by interpolating the values from
the previous and following years.

Moreover, we could not address all factors that might have
had an economic effect on BT and its control. For example,
we could not include the costs or returns from investing in
biosecurity due to lack of information. We could also not include
the time, farmers spent on handling diseased animals, which
could have been invested in other productive activities, because
this time is not known and could not be reliably estimated.
Moreover, BT caused significant animal welfare problems, which
were not included in our study, as animal welfare does not
generate profit in terms of money and animal welfare problems
are difficult to translate into monetary losses. Although Germany
is highly dependent on international trade in animals and animal
products, losses due to trade restrictions were only included
as far as the additional testing for BT is concerned that had
to be performed according to EU legislation. Further effects,
for example trade partners’ possible reactions to the country
losing its BT-free status were not included, because the respective
costs were not known and could not be reliably estimated.
Moreover, we did not include additional expenditures caused
by trade restrictions within Germany between August 2006 and
September 2007, since the 20 and 150 km restriction zones
changed frequently in short intervals (days or weeks). The fact
that these parameters were not included in the calculation may
have led to an underestimation of costs in 2006 and 2007. Despite
these limitations, our results indicate that Germany has benefited
from re-gaining its BT-free status within a short time and that the
country is likely to benefit again from vaccination in the event of
a new BT epidemic.

The economic impact of the BTV-8 epidemic has so far been
assessed for Switzerland (32) and the Netherlands (NL) (16, 33).
The cost-effectiveness of various possible surveillance systems for
BT in Switzerland has also been evaluated (34) and an economic
evaluation of the vector monitoring programmes in Austria and
Switzerland has been conducted (35). These studies had different
underlying questions and aims and therefore differed in the
applied methods. All approaches have their specific advantages
and disadvantages, but, overall, the variability in the methods
used in the studies make it difficult to compare the outcomes.
In addition, the epidemiological situation in Austria, Switzerland
and Germany was not comparable, especially regarding farm
structure, number of affected farms and animals, and control
strategies, although the legislation in the field of animal health is
similar in these countries as they are EU member states (Austria
and Germany) or apply EU legislation (Switzerland).

Livestock production and the epidemiological situation
regarding BT in Germany is most likely comparable to the
conditions in the Netherlands. The Netherlands and Germany
are part of the Common Market of the European Union.
Landscape structures on both sides of the border between the two
countries are similar. The epidemiological situation regarding
Bluetongue disease was comparable, as the BTV-8 epidemic
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started in the border area between Belgium, Germany and the
Netherlands in 2006 and spread rapidly in the entire region,
reaching a high prevalence in the affected area of these countries
(13). Farmers tend to keepmore cattle per farm in the Netherland
[159.9 cattle compared to 101.7 cattle in Germany (36)], while
the predominant cattle breeds are similar in both countries.
The main affected regions in Germany after 2006 were in the
Northeast (North Rhine-Westphalia, Lower Saxony). Farm sizes
and structures in this area of Germany are more similar to those
in Belgium and the Netherlands as compared to the south of
Germany, in particular Bavaria and Baden-Wuerttemberg.

Nonetheless, our cost estimations are relatively low as
compared to the Dutch figures, especially when considering that
the number of cattle in Germany is about three times higher than
in the Netherlands. For 2006, we estimated a financial impact of
about 9 million Euros, compared to 28–32 million Euros in the
Netherlands (16, 33). In 2007, we estimated costs of about 59
million Euros, compared to 49 million Euros (33) and 164–175
million Euros (16), which is at least in part due to the differences
in the applied methods. For Switzerland, the total BTV-8 disease
costs including cantonal response measures have been estimated
at 12.2 and 3.6 million Euros for 2008 and 2009 (32). Again,
our estimations seem to be comparatively low (6.9 million and
21.000 Euros in 2008 and 2009), especially when considering that
the number of cattle in Germany is about eight times higher
than in Switzerland. Based on the data of the German animal
compensation funds, we estimated the mortality ratio at the
population level at 0.081. This is slightly lower than the estimate
for mortality used by Häsler et al. (32). A study by the Scottish
Governmentmodeled the economic impact of different incursion
scenarios and estimated the direct costs of BT, including reduced
milk production, weight loss, mortality, veterinary treatment and
testing at £ 30 million per year (37).

Themain difference between our analysis and previous studies
conducted for other countries consists in the estimation of the
direct costs (production losses and veterinary treatment), which
was relatively low (119–136 Euros per animal) in our assessment.
In contrast to the study of Velthuis et al. (16), we estimated
higher milk losses, but lower veterinary treatment costs and a
lower morbidity. In the Dutch study, BTV-8 was assumed to
decrease milk production by 5.4 kg/day for a period of 10.5 days,
which resulted in a total decrease in milk production of 56 kg per
infected cow (16). Another study from the Netherlands assumed
the milk production in a BTV-8 infected cow to decrease by 51 to
52 kg, which corresponds to 0.3 to 0.9% of the annual production
(38). In a further study, the losses for the reduction in milk
production in the Netherlands were estimated to range between
3 and 94 (average 48) Euros per cow (39). A study that analyzed
data of the BTV-8 epidemic in France for 2007 found that cows
lost a mean of 1.2–3.4% (111–249 kg) of their total annual milk
yield (40). This was higher than the losses estimated in our study,
where we assumed a reduction in milk yield of about 100 kg per
infected cow.

Regarding morbidity, Velthuis et al. (16) estimated 5% on the
total population level and 88% for infected animals. By contrast,
we estimated the number of infected (i.e., antibody-positive)
cattle at about 1.29% on the national level (6.6% in the affected
region) based on the results of a cross-sectional study conducted

in 2007 (12). Assuming that only 5–15% of the infected animals
show clinical signs, the morbidity on the population level was
estimated at 0.66% (0.33–0.99%). If we had taken the Dutch
morbidity figures, the direct costs for cattle in Germany would
have reached 11–71 million Euros in 2006 or 13–308 million
Euros in 2007. In our model, we originally used a morbidity value
that is lower than the one in the model for the Netherlands. For
comparison, we also recalculated our model using the morbidity
rates mentioned in the publication on the Dutch data. In contrast
to the Dutch studies, we did not include the costs for indoor-
housing, which had the highest impact for sheep and goats in the
Netherlands in 2006 (18 million Euros) (16, 33). Indoor housing
was hardly practiced in Germany, although it was recommended
or even required by veterinary authorities for some time early
after the introduction of BTV-8 in 2006 while it was clear that
indoor housing is not an effective control measure as the main
Palearctic Culicoides vectors for BTV-8 (C. obsoletus and pulicaris
complex) were found to occur also indoors (41, 42).

Regarding mortality, cow mortality ratios of 1.2, 1.3, and 1.4
for the age categories <3 days, 3 days−1 year, and >1 year,
respectively have been reported in the BTV-8 epidemic in the
Netherlands for 2007 (43). In our study, we assumed mortality
ratios of 0.02 in adult cows and 0.03 in calves.

Regarding fertility, infected cows were five timesmore likely to
return to service (RTS) within 56 days after the first insemination
compared to non-infected cows in Dutch herds (44). The
difference in time between the first and the last insemination
was 101.6 days. Comparing exposed and non-exposed farms in
France, RTS increased by 8–21% (45). In another study, the same
authors reported an average effect of BTV-8 exposure with a
6.7% increase in RTS and 1.9% increase in short gestations (46).
Regarding sheep (47), investigated an outbreak in a flock of 355
ewes in Belgium and detected an increased ratio of 15.7% in
abortions. In addition, the authors found a reduction in fertility
from 59–75% to 30%. Since the calving interval can directly be
used in the GMA, we used this parameter (which was assumed to
be prolonged by about 80 days), instead of the RTS.

For Austria, the total net costs of the BTV-8 surveillance
and vaccination programmes 2005–2013 were estimated at
22.8 million Euros (48). In the same period, surveillance and
vaccination cost 96.6 million Euros in Germany. This sum
is relatively low, considering that the number of cattle in
Germany is about six times higher than in Austria. Regarding
vector monitoring, the costs for the period 2006–2010 have
been estimated at 1.42 million Euros for Austria and 94,000
Euros for Switzerland (35). In Germany, vector monitoring
was only performed in 2007–2008, incurring total costs of 1.2
million Euros.

In conclusion, our study shows that the BTV-8 epidemic
caused high direct costs in Germany in 2007 and high
indirect costs for the compulsory vaccination programme in
2008–2009. The measures taken in reaction to the emergence
of BT had a greater financial impact than the production
losses caused by the disease itself. It should be pointed
out, however, that vaccination proved effective with regard
to disease eradication within a short time, thus reducing
the suffering of animals and allowing international trade
without restrictions.
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The tools we developed are widely applicable for analyzing
the economic impact of livestock diseases at both, the animal
and the national level. They were implemented in widespread
software (Excel and @Risk), so that they can be easily used,
also by decision makers without programming skills. The use
of GMA for assessing the economic impact at the animal or
farm level ensures that we speak “the same language” as farmers
who are used to communicate with GMA figures, when they
analyse and discuss their economic situation. @Risk (Palisade) is
an Excel add-in that allows using distributions rather than fixed
values, i.e., stochastic modeling. Furthermore, @Risk supports
the analysis of stochastic models. It is easy to use for persons
who are familiar with Excel and is also used by other groups
for economic analysis [e.g., (49)], which may eventually make
it easier to compare results. A disadvantage is that @Risk is not
freely available and for some statistical methods, no reference is
given (e.g., sensitivity analysis).

We developed an economic model to calculate the direct and
indirect costs BTV-8 for the years 2006–2018 in Germany, a
country where BTV-8 has been successfully eradicated in the
past. The model may assist stakeholders and decision makers
in the planning of future control strategies. The results of
the model may be useful to decide on further preventive and
control measures in the current BTV-8 epidemic in Germany.
The model may also be adapted for other countries and other
vector-borne diseases.
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The One Health concept has inspired a rich vein of applied research and

scholarly reflection over the past decade, yet with little influence from qualitative

methodologists. With this overview, we describe the underpinning assumptions,

purposes, and potential pitfalls of data collection techniques and methods of data

analysis in key qualitative research methodologies. Our aim is to enhance One Health

collaborations involving qualitative researchers, veterinary epidemiologists, and veterinary

economists. There exist several distinct traditions of qualitative research, from which

we draw selectively for illustrative purposes. Notwithstanding important distinctions,

we emphasize commonalities and the potential for collaborative impact. The most

important commonality is a shared focus on contextualizing human behavior and

experience–culturally, economically, historically, and socially. We demonstrate that

in-depth attention to context can assist veterinary economists and epidemiologists in

drawing lessons from the implementation of policies and programs. In other words,

qualitative researchers can assist One Health teams in distilling insights from “success

stories,” but also from adverse events and unintended consequences. As a result,

qualitative researchers can contribute to One Health research and policy discussions

by formulating more accurate and contextually-relevant parameters for future quantitative

studies. When performed well, qualitative methodologies can help veterinary economists

and epidemiologists to develop impactful research questions, to create more accurate

and contextually-relevant parameters for quantitative studies, and to develop policy

recommendations and interventions that are attuned to the political and socio-cultural

context of their implementation. In sketching out the properties and features of

influential methodologies, we underscore the value of working with seasoned qualitative

researchers to incorporate questions about “what,” “how,” and “why” in mixed-methods

research designs.
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BACKGROUND

Over the past decade, the One Health concept has gained traction
in policy, practice, and research. Thus far, economics has proved
to be the social science with the most influence in One Health
research and related applications (1). Economic evaluations
certainly can complement epidemiological models in One Health
research. Even so, social sciences besides economics could also
play important roles. Here we are thinking about disciplines
such as anthropology, geography, philosophy, psychology, and
sociology (2). Within these social sciences, qualitative research
has deep roots; and within professional fields that focus on
human health, such as medicine, nursing, and public health,
qualitative research has become increasingly integrated (3, 4).
This article, therefore, seeks to elevate the place of qualitative
research in One Health scholarship and applications.

The goal of qualitative research is the development of
concepts which help us to understand human behavior and
social phenomena in their natural settings, giving emphasis
to the meanings, experiences, and views of those implicated
and effected (3, 5). The conditions and systems that produce
health in individuals and their populations have long been
a focus of qualitative researchers. Public health problems
(including those involving other species) are increasingly
derived from interactions between human behavior and social
and technical systems. Veterinary public health researchers,
epidemiologists and policymakers can benefit from integrating
insights from qualitative research into their understanding of
animal health, not least to improve policies and interventions
for the management of the incidence and risks of disease in
animals and the provision of related services (6, 7). Disciplines
such as sociology, geography and anthropology have made
significant contribution to our capacity to understand public
health problems, and they solutions that are both novel
and contextually-appropriate.

We have written this article with veterinary economists
and epidemiologists in mind, especially those who may wish
to collaborate with qualitative researchers. Acknowledging that
other disciplines relevant to One Health such as public
health and the environmental sciences could benefit from
greater engagement with social science methodologies, for
the purposes of this special journal issue we wish to assist
veterinary economists and epidemiologists with studies that
combine quantitative with qualitativemethodologies. Our overall
aim, therefore, is to impart foundational knowledge regarding
qualitative methodologies and applications. The references that
we cite, in addition, could provide additional guidance for readers
who wish to delve more deeply into qualitative methodologies
and their potential for research regarding One Health. To begin,
we call attention to the importance of interpretation andmeaning
in qualitative research. This emphasis leads us to compare two

popular approaches, namely framework analysis and grounded

theory. After outlining some of the key features of each, we
distinguish methodologies from methods. Then we describe
some popular methods for collecting and creating qualitative
data; these include interviews, storytelling, and texts. We provide
examples in which such data have been employed, synthesized

and interpreted to enhance veterinary findings, so that they are
better attuned to their political and socio-cultural context.

Considerable expertise and skill are required for impactful
research that combines qualitative with quantitative
methodologies. Integrating qualitative studies into larger
mixed-methods requires robust research design and processes.
Experience with and expertise in the method used is a must;
insufficient expertise and practical experience can lead to a
superficial and even harmful impacts. Because analysis begins at
the same time as data collection in most qualitative social science
research, in this article we have foregrounded a descriptive
summary of different types of data analysis over the standard
toolbox of qualitative data collection techniques found in
methods textbook. Our purpose is to highlight that robust
research processes require that the technique used for analysis
should be determined as part of the initial research design—and
not chosen as an afterthought once data collection is underway.
Of note, researchers should design their studies from the outset
with an approach to analysis in mind. By implication, veterinary
economists and epidemiologists should include qualitative
researchers from the outset if they intend to undertake a
qualitative investigation as part of a larger multi-method
study. Moreover, even as we invite our colleagues in veterinary
economics and epidemiology to consider including qualitative
researchers on their teams, we caution against superficiality.
In our experience, qualitative researchers are best positioned
to contribute when One Health projects have been designed
collaboratively, with them and with communities.

FOUNDATIONS AND SHARED

ASSUMPTIONS IN QUALITATIVE

RESEARCH METHODOLOGIES

While both qualitative and quantitative research can be used to
investigate similar topics of relevance to veterinary economics
and epidemiology, each will address a different type of question.
In relation to the use of an animal vaccine, for example,
a quantitative study could determine the proportion and
demographic characteristics of owners who give the vaccine to
their animals over a set period of time. Similarly, questionnaires
that try and capture people’s intentions can test the relative
importance of different factors thought to be important to their
decisions through the statistical analysis of responses to a series of
standardized closed questions [See (8, 9) for example]. However,
unless participants have the opportunity to respond to open
questions in their own words then the research cannot capture
novel and unanticipated information. To answer questions about
why some owners do not vaccinate their animals, a qualitative
study could explore both anticipated and unanticipated factors
that might influence people’s choices, such as their beliefs
and values. Anthropological or qualitative studies can answer
questions such as “What are X and Y? How do X and Y vary in
different circumstances, and why?” (10, 11).

Research methods are the tools or techniques used to
collect or analyse data to answer questions and to achieve
objectives. In contrast, research methodologies are accounts of
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philosophical principles and theoretical underpinnings of the
approach and methods being used in a study (12). Qualitative
researchers tend to take an interpretive, naturalistic approach
to the subject of the inquiry. The methods and methodologies
used in qualitative research accept that there are a range
of ways that we can understand and explain the world we
live in, such that the focus of inquiry is on discovering
and understanding the perspectives and experiences of those
being researched (13). Developing this understanding moves
beyond descriptive reporting. The application of theoretical
knowledge, in qualitative studies, enables specific cases to be
seen and described in more abstract terms (12). Systematically
comparing within and between different cases can yield
more detailed insights about particular contexts or practices,
as well as generalizable knowledge about specific types of
social phenomena that occur in different settings (14). As a
general but by no means absolute rule, qualitative research
methods and methodologies share some broad orientations
which include: (i) a commitment to naturalism; (ii) a focus
on understanding; and (iii) a flexible approach (3, 13). All of
these assumptions are shared with observational methods in
epidemiology (15, 16).

Naturalism is important because context influences people’s
behavior, and the beliefs and values that underpin their behavior.
As we elaborate below, ethnographic methods are perhaps most
committed to understanding how and why people behave the
way they do in “real life” because the researcher spends extended
amounts of time in the study setting, observing and partaking
in the every-day activities, periodic events, and conversations.
Having someone observe what is happening in the social world
will inevitably have some impact on what is being studied.
But this limitation can be managed through reflexive research
practices (17, 18). Being committed to understanding how real
life works in a specific place and time or setting creates valuable
information because researchers who are familiar with and
knowledgeable about how people live and the constraints and
choices they face are more likely to grasp how social context has
impacts on people’s behavior.

As an example, the anthropologist Lyle Fearnley has described
how, for duck and poultry farmers near Poyang Lake in Eastern
China, diseases that afflict their birds are not considered not
so much as a global health threat, but as a by-product of the
new agricultural systems and modes of intensive farming that
currently underpin the “family business.” Now recognized as
a key hotspot for highly pathogenic avian influenza (HPAI)
emergence, poultry farmers have set up enterprises around local
wetlands raising, slaughtering, and selling flocks of “farmed
wild birds” such as swan geese. These “farmed” wildlife go
out onto the lake each day to graze and hence they mingle
with flocks of migratory birds, which number in the millions,
potentially providing a bridge for the transfer of viruses between
wild waterfowl and domestic poultry (19). Moreover, local duck
farmers are unable to sell or transport their birds during HPAI
outbreaks, leading them try to reduce feed costs and maintain
the capital invested in their flock by free-grazing them on the
lake. Paradoxically, these practices increase the local risk of viral
transfer and spill-over (20).

Maintaining a focus on understanding the world (or the part
of it we are interested in) from the perspective of the participants
creates a critical stance from which social scientist can remain
skeptical of widely-held assumptions and received wisdom.
Qualitative research methods move beyond simply attempting
to describe social phenomena to characterizing how different
objects, processes or goals acquire meaning and significance.
The views that are most important are those of community
members, and not those of the researchers. Thus, the best line
of questioning might not be: “Why don’t farmers implement
biosecurity protocols?” but “How do farmers make decisions
about maintaining biosecurity, or not?”; and “What kind of
evidence is used to make these decisions?” These open and non-
judgemental lines of questioning start from the assumption that
people have good reasons for their beliefs and actions, and part
of the job of the researcher is to understand their priorities, their
goals, and the constraints that shape their choices and behaviors.
Qualitative researchers are not simply a reporter, taking notes
and writing down stories. As qualitative researchers, wemust also
analyse those accounts, and link the empirical findings with a
theoretical understanding of what happens during fieldwork.

For instance, in a detailed body of work the geographer Gareth
Enticott has described how farmers in the United Kingdom
rationalize expert advice and biosecurity protocols for managing
bovine tuberculosis (bTB). These farmers tend to view bTB in
their herds as locally contingent, down to luck and matters
of spatial ordering. Twenty years ago, the Department for
Environment, Food, and Rural Affairs (DEFRA) guidance for
bTB prescribed spatial separation between herds on adjacent
farms, limiting introductions of new stock, and keeping badgers
(as a suspected reservoir host of bTB) out of barns and
yards. Drawing on scientific studies, DEFRA also proposed that
reducing the size of badger populations (through culling) in
pastures was unrealistic—and likely to be counterproductive
by causing perturbations in badger territories and populations.
Evidence supporting this assessment was generally rejected by
farmers as being simplistic and impractical, because it did not
account for the practical experiences of farmers (21).

Instead, as Enticott describes, farmers generally maintained
two ways of understanding the incidence of bTB in their
herds: (1) as being predictable; and (2) as being unpredictable.
Whenever bTB emerges, this paradox allows farmers to avoid
blaming themselves, to claim a sense of stewardship over the
countryside, and to sustain a view of themselves as still being
in control (22). For farmers attempting to manage bTB in their
herds, agricultural space should not be left open to negotiation.
Space could not be ordered in the way the DEFRA guidelines
proposed, to prevent badgers moving in and out of their
farms, so the preferred solution was to limit the number of
badgers inhabiting local landscapes through culling (21, 23). At
the same time, ongoing controversy about the validity of the
scientific evidence meant that policymakers in Wales and the UK
formed partnerships with different stakeholder groups and policy
actors, which resulted in different legislative responses in these
jurisdictions (24).

Flexible research strategies, as demonstrated by Enticott’s
(21–24) work above, are often needed to complete rigorous
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qualitative studies. Careful planning remains important, but the
researchers need to adapt their plans as data is produced and
analyzed, and as policies change. Qualitative studies may involve
several interleaving and iterative research phases. Qualitative
researchers might start with a literature or scoping review
of textual sources, which then progress out into the field
to undertake periods of participant observation, individual
interviews, and information exchange and engagement with
communities and policy stakeholders.

METHODOLOGICAL APPROACHES TO

ANALYSIS IN QUALITATIVE HEALTH

RESEARCH

As noted in the introduction, in this article we have foregrounded
a descriptive summary of different types of data analysis over
the standard toolbox of qualitative data collection techniques
found in methods textbooks. We have taken this step to highlight
that in most qualitative studies, analysis begins during data
collection, so as to iteratively shape ongoing processes of inquiry.
This approach permits the refinement of research questions,
the development and testing of theoretical propositions, and
the pursuit of new insights or lines of inquiry as a study
evolves. Importantly, combining data collection and analysis
also allows researchers to look for divergence; that is, examples
of talk or events that run counter to initial expectations and
the emerging findings. Insufficient attention to identifying and
exploring the full range of alternative explanations is a common
flaw in qualitative studies undertaken by poorly-trained or
inexperienced investigators. Close examination of deviant or
negative cases is an essential step that allows further refinement
of the research questions, study design, and interpretation of
the findings. Maintaining respectful skepticism or some form of
continuous, critical and reflexive analysis of what the researcher
is seeing and being told is an essential component of rigourous
practice in qualitative research.

Interview transcripts, other texts, images and notes are the
raw data—explanations and insights are developed through
iterative rounds of interpretation (25). No matter the method
of data collection, qualitative researchers often maintain have
a separate note book or electronic document to jot down
ideas, impressions, and early interpretations (26, 27). As well
as opening up new lines of inquiry, as an understanding of the
social phenomenon being studied begins to emerge, this practice
enables qualitative researchers to remain aware of their own
positions. Self-awareness is the foundation for continuous critical
reflection about social positions and potential biases related to
various aspects of the research process (26). Where members of
a research team have in-depth knowledge and expertise in the
field being studied, the process of analysis and interpretation can
also draw on their own understanding of daily life and important
events, along the lines of an informal ethnographic study (28, 29).

In qualitative studies, researchers set out to identify
commonalities and differences within the data set, before
focusing on relationships between different parts of the data.
The overarching goal is to draw descriptive conclusions,

explanatory conclusions, or both, clustered around emergent
or pre-determined themes. Most qualitative research involves
some variant of content analysis. Veterinary economists and
epidemiologists will benefit from realizing that there exist
some key differences between commonly used approaches
in qualitative research. Each is underpinned by different
sets of assumptions about how we experience the world and
communicate meaning which shape the process of analysis
(12). In what follows, we describe different stages of analysis
commonly found in qualitative research projects. Then, for
illustrative purposes, we attend to key differences between
common inductive and deductive approaches, with reference to
Grounded Theory and Framework Analysis.

Stage 1: Transcription and Familiarization
Data collection in qualitative research typically results in an
indexed collection of textual materials (reflective notes, policy
documents, news media, etc.) and/or audio-recordings of what
people say in interviews or when interacting with each other in
a group. Audio-recorded data is usually transcribed into textual
form to aid in analysis. The first stage is for qualitative researchers
to familiarize themselves with each interview using the audio
recordings, transcripts and any contextual or reflective notes
that were recorded at the time. This process of familiarization
requires reading and re-reading the transcripts, and potentially
listening the audio-recordings. Through this labor-intensive
process, qualitative researchers begin to grasp which themes
and concepts are most likely to be important for the purposes
of interpretation, and how these preliminary insights might be
relevant to the phenomena and context being studied (30, 31).

Stage 2: Coding
After they have familiarized themselves with the data, qualitative
researchers typically review transcripts and generate a set of codes
(a label that describes a concept or analytic category). This way
of coding comprises a first step in systematically interpreting a
qualitative dataset (32). The aim of coding is to classify all of the
data so that segments can be compared systematically with other
parts of the dataset. Qualitative researchers often work alongside
one another at this stage. When two researchers independently
code a handful of transcripts—annotating them with notes—that
helps promote internal reliability (33). Qualitative researchers’
codes may be generated inductively—that is, derived gradually
from the data—or predetermined and applied deductively as a
way of approaching the data, either at the beginning or part way
through the analysis. Coding is thus an interactive and iterative
process—sometimes described as being in dialogue with the data.

Framework Analysis has gained popularity as a deductive

approach to qualitative health research. When undertaking a
deductive analysis, the codes are usually pre-defined by an
existing body of knowledge; and in framework analysis, the
codebook stems from policy-relevant questions. This analytic
strategy emerged in the United Kingdom to advance policy-
focused research, wherein the study objectives are largely
determined in advance, based on the requirements of knowledge
users (34). A set of pre-set questions facilitates a process
of deduction through constant comparison, by organizing
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qualitative data that correspond to these questions within an
organizing matrix (35). Codes can still emerge from the data
to capture unexpected themes—such that this approach to
analysis allows qualitative researchers to accommodate both
predetermined and unanticipated objectives for the research,
so long as the unanticipated objectives have relevance for
the policy issue at hand. Framework Analysis was explicitly
designed so that procedures and outcomes can be assessed by
people other than the qualitative researchers who designed and
conducted a given study. This commitment to producing data
that can be a priori organized and readily analyzed by other
researchers or policy actors limits the use of the Framework
Analysis to relatively homogenous data-sets. In a study guided
by Framework Analysis, all of the data must address similar
topics or key issues; otherwise, researchers would not be able
to apply a codebook to the dataset. For these reasons, data
collection for studies that employ Framework Analysis tend to
be more structured and directive than in qualitative research
that is inductively oriented, aimed at advancing social theory,
or both (36). Examples of Framework Analysis in veterinary
research include a study of disease management decision-making
in aquaculture in Bangladesh (37); the policy imperatives driving
poultry vaccination in Indonesia, Thailand and Vietnam (38);
and the attitudes and practices for anthrax prevention amongst
farmers in Zimbabwe (39).

Formore inductive studies, such as those based onGrounded
Theory, qualitative researchers go backwards and forwards
between recruitment of participants, fieldnotes, interview
transcripts, and the processes of conceptualization, thereby trying
to make sense of the data as it is generated or collected (40, 41).
In the process, qualitative researchers identify a set of cases
for purposes of comparison. Based on constant comparison
across cases, they develop explanatory propositions, and then
they examine additional cases to confirm, discard, and refine
these propositions.

Grounded Theory emerged from the ethnographic tradition
in American sociology, including the sociology of health, illness,
and medical knowledge. Hence studies based on Grounded
Theory aim mainly at generating insights about social life
in the first instance, as compared with providing practical
advice to guide policy and programming, as in Framework
Analysis. Impactful insights about policy and programming,
however, can certainly emerge from studies based on Grounded
Theory. Examples of Grounded Theory in veterinary research
include studies on how pastoralists make decisions about
sick chronically sick animals in Cameroon (42); the effect of
compensation on farmer attitudes to exotic disease reporting
(43); the politics of veterinarians and feed-store vendor control
of access to antibiotics in dairy farms in rural Peru (44); and
accounting for variation in people’s responses to the death of
their animal companions (45). In addition, veterinary economists
and veterinarians might wish to compare a Framework Analysis
of aquaculture in Bangladesh (37) with an inductively-based
analysis, also of aquaculture in Bangladesh (46), that resembles
Clarke’s take on Grounded Theory (41).

As illustrated by Grounded Theory, the hallmark of qualitative
research based on inductive reasoning is the gradual development

of a novel set of codes based directly on a specific project. The
analytic process usually proceeds through constant comparison,
in which each item is checked or compared with reference to
the dataset as a whole to establish analytical categories (47).
Initial coding should be open—such that an interpretive label
or category is applied to anything in the data that might be
relevant. Codes can refer to anything, for example events or
institutions, values, emotions or how a participant behaved or
how an interviewer felt during an interview.

Inductive coding must go beyond fine-grained description
to be inclusive of variation and to generate novel insights.
Qualitative researchers who rely mainly on inductive reasoning,
therefore, pay close attention to the unexpected so that the
developing analysis is challenged and alternative propositions
are considered. Anomalies need to be explained—the key
point being that categories may added at any point of the
study, even during the writing and revising process, to reflect
as many of the nuances in the data as possible (41, 48).
When qualitative researchers become immersed in the research
setting or in communities, for example, they often witness
interactions or participate in events that seem surprising. The
sense of surprise arises because first-hand participation in
the social life of a community has revealed phenomena that
depart from received wisdom, or that highlight the researchers’
unconscious biases. Rather than suppress or ignore such
surprises, qualitative researchers who privilege induction in their
studies tend to treat surprising interactions or events as keys
to understanding. Many will articulate (“crystallize”) insights
of relevance to the entire study out of an initial sense of
surprise (49).

The anthropologist Michael Agar, therefore, argued that
abduction is the analytic partner of induction in qualitative
studies. By abduction, he meant the surprises that qualitative
researchers absolutely must take “seriously as a signal of a
difference between what you know and what you need to
learn to understand and explain what just happened” (29, p.
64). Gradually, through a process of conceptual crystallization,
qualitative researchers distill key characteristics of communities
or influences on networks. At the same time, qualitative
researchers may leverage marked similarities and differences
within the dataset to generate more refined typologies, to
interrogate important concepts, or explore how categories that
manifest in the dataset relate to phenomena in social life (49).
Consequently, qualitative researchers who emphasize inductive
reasoning often need to collect or generate additional data for
purposes of comparison, especially if new or unanticipated ideas
come to the fore during the iterative process of fieldwork and
analysis. Hence a flexible approach is important not only for
qualitative researchers themselves, but also for inter-disciplinary
teams that include qualitative researchers. The more experienced
the qualitative researcher, the more a qualitative researcher
will tend to rely on abductive and inductive reasoning, which
gives rise to a greater need for flexibility than in deductively-
driven qualitative methodologies, such as Framework Analysis.
Nonetheless, qualitative researchers’ need for flexibility can
be challenging to manage in mixed-methodology research
teams (3, 50).

Frontiers in Veterinary Science | www.frontiersin.org 5 February 2020 | Volume 7 | Article 7038

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Degeling and Rock Qualitative Research for One Health

Stage 3: Abstracting the Main Findings
The outcome from the generation and application of codes
to the dataset is a taxonomy that describes and interprets
the social phenomenon of research interest. In qualitative
research based on deductive reasoning, analysts can usually
rely on a detailed codebook derived pragmatically from policy-
related debates, which they adapt and update as the project
progresses. By contrast, when coding based mainly on inductive
reasoning, qualitative researchers typically create all or most of
the codes themselves, sometimes de novo, and sometimes in
relation to previous scholarship of a theoretical nature about
social life. Experienced researchers who specialize in qualitative
methodologies vary in the extent to which their analyses revolve
around applying a detailed codebook to their datasets (49).

As qualitative researchers gain momentum and analytic
purchase on the research questions, whether through deduction
or by combining induction with abduction, they shift their
efforts toward clarification. Visual aids such as diagrams,
maps and tables may assist in depicting key codes and
insights to include and elaborate in subsequent analyses (33).
Informed by the analytical and theoretical ideas developed
during the research, qualitative researchers then invest time
in refining the emergent insights and codes, typically by
regrouping them as subcategories under broader categories (also
known as “themes”). Then they may select key themes for
further investigation. Depending on the depth and richness
of the data, the lessons learned through this process may
apply well-beyond the description of specific communities,
settings, or networks. Qualitative researchers often refer to
“transferability,” as compared with generalizability, to signal
their capacity to generate insights with implications for policy
and planning. For example, qualitative researchers may be
able to illuminate the reasons why something is happening,
to the extent of predicting how different groups might
respond to a situation, or identifying dysfunctional dynamics or
constructive disruption within policy-relevant organizations and
economic systems.

Stage 4: Interpretation of the Results
As is the case when employing quantitative research methods,
the results or findings from qualitative studies need to be
contextualized within the outcomes of previous qualitative
and quantitative research. This can include a summary of
the similarities and differences with findings of other research
studies, including reflections on the relevant socio-historical and
scientific context. For deductive studies, such as those that
employ Framework Analysis, for example, the interpretation
of the results might also include a clear set of action-guiding
or policy recommendations informed by the attitudes, beliefs
and values of participants (the people the issue effects) By
comparison, the results of more inductive studies should include
some discussion of the relationship between the results of the
current study and established theories about social life (3).Within
these efforts to describe the broader significance of the study
outcomes it is also important to describe any limitations to
the way the study was conducted or the generalisability of the
study findings.

DATA COLLECTION METHODS AND

SAMPLING CONSIDERATIONS IN

QUALITATIVE RESEARCH

The types of data that can be used in qualitative research include
what people say, what they do, and how they interact with
each other and the world around them (3, 25). Materials and
data can include observations made by the researcher and other
media through which people communicate information, such as
talking, images, symbols, and textual sources; for example, policy
documents, scholarly and gray literatures, signs, and posters
and the contents of social and news media. Key techniques
for collecting data in qualitative research include: interviews,
focus groups, and other group-oriented research and engagement
practices such as storyboarding and deliberative methods.

A key difference between quantitative and qualitative
methodologies is the way in which the study sample is
conceptualized. The aim in quantitative studies is to produce
a sample that is in some way statistically representative of the
whole population of interest. Consequently, a probability sample
is typically used. In qualitative work the sample size depends on
the study aims—what you are expecting the data to do in terms of
answering the research questions. Accordingly, most qualitative
research uses purposive sampling. This entails explicitly selecting
participants who can generate the data appropriate to meeting
the research aims and objectives; while also being able to be
identified as being “representative” to those who will use the
research. Sometimes mixed sampling strategies (involving quotas
of different types of people likely to have different perspectives)
are used to generate information-rich cases where cultural
variables are likely to be important analytically.

The most methodologically convincing criteria for ensuring
study rigor is to sample theoretically; that is, until data saturation
where no new insights are emerging and all themes, categories
and variations are fully accounted for. But this level of detail is
rarely achievable given the almost limitless amount of resources
required to truly achieve theoretical saturation (51). So, the most
practical and pragmatic answer to the question: “how many of
what types of people should make up the sample for a qualitative
research study?” is “however many of the range of different types
of people who will be credible to users of the research.”

Interviews
Interviews provide an account of an individual’s experiences,
thoughts and perspectives. Interviews can be with individuals, or
with small groups where the focus is on individual perspectives
and not interactions within the group. It is important that
interviewers try to be sensitive to the language and concepts
used by the person(s) being interviewed. The aim is to explore
in depth the topic being discussed and not, as is often
the case in poorly-designed qualitative studies conducted by
inexperienced investigators, to undertake “tick-box” exercises on
a predetermined list of possible factors. To ensure they are not
recording an inaccurate or superficial account, interviewers must
actively check they have understood the participants’ meanings,
rather than relying on their own assumptions. Interviews should
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be conducted at the convenience of the participants. Given that
the setting of an interview inevitably affects the content and what
the qualitative researcher will be able to observe and to infer,
qualitative interviews tend to take place in setting that is familiar
to the participants, such as at their workplace, home, or a nearby
public space. Overall, qualitative interviewers seek to make the
participant feel as comfortable as possible.

Interview-based studies in qualitative health research do
not sample seeking to attain statistical representativeness. That
is because statistical representativeness is not necessary when
the objective of the study is to understand social processes.
Sample sizes are determined by factors such as the depth
and duration of the interviews, and whether or not data
saturation is being reached and no new themes on insights are
emerging (52). Systematic, non-probabilistic sampling is favored
because the purpose is to identify specific groups of people
who live in circumstances or possess characteristics relevant to
the social phenomenon of research interest. This approach to
sampling can allow qualitative researchers to include a wide
range of types of people who have perspectives relevant to the
research, while also recruiting participants with access to relevant
sources of knowledge and social networks. Alternatively, as in
criterion-intensive sampling, qualitative researchers may recruit
participants who represent a narrow range of characteristics
and positions.

Qualitative researchers usually design an interview guide or
schedule that contains a list of core questions that approach
the topic of interest from different angles. Unlike the highly
structured questionnaires used in quantitative interviews, in
semi-structured interviews, most of the questions are open
ended so that the participants can respond in their own words
and their ideas can be explored in more detail. The type
of analysis being conducted should also shape the questions.
In deductively-driven studies—where at least some of the
analytic codes are predetermined as part of the study design—
the questions put to participants can be framed much more
tightly around the subject or issue of research interest. By
contrast, with inductive studies—where the analytic codes,
themes and findings of interest to the researcher emerge
through their interactions with the collected data—the qualitative
researchers’ questions need to be sufficiently broad to cover a
wide range of experiences but narrow enough to allow a focus
on exploring the participants perspectives and experiences (3).
Independent of whether the study is deductive or inductive

in orientation, semi-structured interviews need to be attuned
to the participants’ responses and perspectives. Therefore, the
order of questions can vary, as can the content and focus of
different questions as the researcher attempts to grasp what the
person being interviewed means—often using the same terms
and concept as the interviewee when adding supplementary
questions. Also, qualitative researchers should regard silences,
evasive responses, and apparent discomfort as meaningful. For
instance, participants may feel reluctant to criticize local power-
brokers directly or even obliquely.

In-depth interviews have less pre-set structure than semi-
structured interviews. In many instances, qualitative researchers
conduct in-depth interviews to explore, in detail, just one or

perhaps two issues (3). Alternatively, qualitative researchers
may conduct in-depth interviews that chart the life-course of
participants, whether as influential actors, or as “ordinary”
people whose life-stories illuminate social life (53). Ethnographic
interviews (54) combine immersion in the study setting and first-
hand interactions with participants (see section below). Usually
ethnographic interviews take place with one participant at a
time, but not always. When conducting ethnographic interviews,
qualitative researchers usually go to where the person or group
being studied does the activity that is of interest to the study and
to talk to them in this context. The idea is to follow people in their
every-day setting, while they are performing every-day activities,
asking them questions about what they are doing and why (when
necessary) along the way (55, 56). Observing people as they take
part in activities and questioning them in the settings of daily life
can draw attention to important details about the context and
their behavior. Overall, an participatory approach to interviewing
people can assist qualitative researchers in understanding how
local meanings and practices reflect and reproduce key structures
in social life (57).

Studies conducted by the authors of this paper, as well as
by others, demonstrate some of the type of knowledge that
can be gleaned from semi-structured and in-depth interviews.
For example, we have published articles on urban dog-walking
in Australia and Canada, based on interviews that all began
by asking participants about how they took care of their dogs
(58, 59). These articles followed on from a qualitative study of
how people cared for dogs and cats with diabetes, which also
involved ethnographic interviews. These interviews revealed that
the people interpreted how their pets were faring by recognizing
these animals as sentient selves (60, 61). The participants who
lived with diabetes themselves regarded their diabetic pets as
being akin to them, even as a kindred spirit in one memorable
example. Focusing on a similar line of inquiry, Vanessa Ashall
and Pru Hobson-West conducted 21 semi-structured interviews
in the UK with people who put forward their pet animals as
donors for canine and feline blood banks. Rather than being
founded purely on altruism, owners’ motivations included a
desire to display their identification of their animal as a member
of their family, while at the same time assuaging their guilt
for not volunteering themselves as donors for human blood
banks (62). Studies like these illustrate how knowledge of the
motivations, beliefs and understandings of animal owners around
specific disease conditions or types of clinical practices can
enrich epidemiological work that covers the same area, providing
context and potentially explaining human behavior, the drivers of
demand, and the choices that lay-people make about animal care
in veterinary clinical contexts.

Numerous studies involving qualitative interviews have taken
place in remote regions and resource-constrained countries. For
example, by conducting semi-structured and in-depth interviews
with people living on the edge of the Kibale National Park
in Uganda, in addition to administering questionnaires, Paige
et al. showed that local residents were highly informed about
a broad range of zoonotic diseases and risks pertinent to their
local area; and they also highlighted new potential sources
and pathways of transmission (63). Drawing on parasitological
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and epidemiological data on Taenia solinum from humans and
domestic pigs in a remote region of PDR Lao, an interview-based
project led by Kevin Bardosh showed the relationships between
alcohol, ancestral sacrifice, and the consumption of uncooked
(cyst-infected) pork were central to village life. As a result,
health communication campaigns (advocating cooking and
better hygiene, for example) had limited impacts on culturally-
embedded risk behaviors—highlighting that all interventions
need to be adapted to cultural settings (6). These citations
are examples of rigorous and impactful contributions from
qualitative researchers to the control and prevention of zoonoses
(64–67), or the effectiveness of responding organizations (68, 69).

Participant Observation
By describing daily life, common routines, and unusual events
in a community or network, participant-observation can assist
qualitative researchers in generating novel insights about
social life, and such insights can be germane to veterinary
economics and epidemiology. For example, Alex Nading’s study
of urban households in Ciduad Sandio Nicaragua showed
how biosecurity and vector control practices altered social
relationships, highlighting that people in particular socio-cultural
and geographical contexts interpret disease and disease control
measures differently (70). This study would not have been
possible without in-depth preparation and first-hand knowledge
of the local context. Nading lived within the community at the
time, and he spoke Spanish well-enough to conduct interviews
in that language and to accompany local people as they worked.
For community health workers, who were women and who
were charged with intervening directly with residents to improve
Ae aegypti control, learning about mosquito ecology and the
place of Dengue fever in colonial history was the spur for
reflection on and political engagement with their own situation.
Rather than embrace the goals of the dengue control program,
they came to identify with the female mosquitoes. In concert
with a lack of scientific rigor and an overdependence on
already overworked and strained volunteers, perceptions of lived-
connections between community workers and female mosquitos,
ultimately contributed to the failure of top-down dengue control
programs in this setting (71). Nading’s careful ethnographic
work shows how a focus on human-animal sociality in specific
places can illuminate policies informed by veterinary economics
and epidemiology. In this type of social inquiry, the people
and environments in and around specific sites of program
implementation are highlighted, thereby yielding novel insight
into global health interventions (72).

When under taking participant observation the choice of
settings determines the sample (who, where, and what is
observed). The choice of venues for the study is therefore
critical to how well the data generated will address the research
objectives, and the generalisability of any findings (73). As a
research practice, participant-observation has strong roots in
anthropology, sociology, and geography. Reflexively accounting
for the effects of presence of the researchers and their guiding
assumptions is key in any study that involves participant-
observation (74). To be sure, as discussed earlier in this article,
qualitative researchers must seek to identify unconscious biases,

and then to move beyond such biases and toward a deeper
understanding than what was possible at the outset. Participant-
observation by qualitative researchers can bring unconscious
biases to light, which may seem paradoxical (29). In other words,
participant-observation harnesses the qualitative researchers’
own subjectivity as a resource, rather than trying to eliminate
or minimize subjectivity as an unwelcome source of bias and an
obstruction to scientific knowledge.

Working With Groups
Focus groups are a form of group interview that draws on
discussions between research participants to generate data,
whereby the researcher acts a discussion moderator. The method
is particularly useful for exploring people’s knowledge and
experiences. Focus groups are especially useful in approaching
the study of organizational cultures and the operation of
dominant cultural norms and values. In a focus group the
researcher explicitly uses interactions between participants as
part of the method—a schedule of questions acts as prompts for
the group discussion. The assumption is that group processes
allow people to explore and clarify their own perspective through
explaining themselves to the group and listening to other people’s
perspectives (75).

Focus group studies can consist of anything between 4 and 50
groups, depending on the aims of the project and the resources
available (76–78). Most studies are small in scale and part of
a larger multi-method study. To capitalize on people’s shared
experiences, qualitative researchers usually aim for homogeneity
within each focus group such that the sample is comprised of
groups of similar participants. A significant limitation of focus
group methods is that group dynamics can often work to silence
minority voices. That said group work can also actively facilitate
the discussion of otherwise unmentionable topics or provide
opportunities for otherwise disempowered groups in society to
raise issues that are important to them.

As an example, a multi-disciplinary team from the Dynamic
Drivers of Disease in Africa Program conducted a series of studies
of the social and cultural determinant of the incidence in Lassa
fever in Sierra Leone, Henipah virus in Ghana, RVF in Kenya,
and Trypanosomiasis in Zambia and Zimbabwe. A series of
focus groups were conducted to complement a household survey,
social mapping exercises and in-depth qualitative interviews with
individuals. Focus groups allowed gender, occupation and age
specific discussions to take place. These discussions revealed
otherwise hidden cultural dimensions of disease risk, capturing
sources of knowledge not conventionally considered in disease
risk models which enriched analyses with local insights and
perspectives based on local knowledges (7). Focus groups were
also by Bardosh et al. in the previously mentioned rapid study
of the transmission dynamics of T. solinum in a remote village
in PDR Lao (6). These examples of multi-method field-based
studies also show that generalized assessments of disease risks are
only the first step. Cost effective and targeted interventions follow
from understanding who gets sick, when and where, through
engaging with the affected communities.

Focus groups methods can also be used to engage with
experts. Victoria Ng and Jan Sargent employed focus groups
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to identify criteria for the prioritization of zoonotic disease in
Canada (79). Representatives of different stakeholders such as
animal health professionals, human health professionals and
lay-members of the public were enrolled into separate groups
which determined 59 criteria which covered the spectrum of
factors related to both individual and population level disease
burdens. The result highlights the difficulty in prioritizing
zoonotic diseases because of the number of factors that need to
be considered. Involving members of the public in the process
drew attention to the narrowness and heterogeneity of expert
which could limit the range of criteria considered during disease
prioritization exercises.

Sometimes qualitative researchers conduct interviews with
“naturally occurring” groups (for example, family members, or
people who work together). Technically speaking, qualitative
interviews with pre-existing groups are not focus groups (3).
When interviewing members of pre-existing groups, important
to be aware of how hierarchy within the groupmay affect the data.
A farm hand, for example, could feel inhibited by the presence
of a manager from the same property. Accordingly, qualitative
researchers may conduct a series of one-to-one interviews
rather than a group interview. Nonetheless, conducting one-to-
one interviews in sequence cannot eliminate the potential for
intimidation. Feelings of intimidation can diminish the quality
of the interview data, but consenting to be interviewed could
also pose risks to the participants. For instance, participants may
worry because their herd or flock harbors a zoonotic infection,
which could decrease the value and saleability of their livestock, if
discovered. Hence qualitative researchers must proceed carefully
when designing and conducting their studies, to minimize any
potential for harm, and to balance potential benefits against any
potential for harm.

Storyboarding methodologies encourages a different kind of
research participation in that it enables lay-people to develop and
communicate their knowledge about a specific issue using stories
and non-textual media (80, 81). The approach centers on the
creation and/or manipulation of visual elements (photographs,
symbols, and drawings) or other materials such as plastic
figurines, felt cloths, charts, and maps to develop an account
of the social phenomena of interest to the researcher and
participants. Alternatively, qualitative researchers may draw on
techniques and processes from theater, such as role-plays (82,
83). The methodological focus is on stimulating a detailed
representation of people’s knowledge of how something happens,
what things are valued and cared for within their communities,
and their expectations as to the likely consequences of an
event in a particular setting. The important feature is that
the process works to centralize “story” as a key medium for
sharing existing data and allow meaning-making to be directed
by participants, increasing the likelihood that the results reflect
their understandings (84).

To do this successfully, qualitative researchers need to be
competent and confident in the use of the chosen non-textual
media, be responsive to the needs of the research participants,
and be prepared to be flexible in their approach (85). Hence
qualitative researchers must allow those taking part to express
their views, to the extent of molding the study according to

their preferences and interests. However, a clear advantage of
storyboard techniques is that they can break down traditional
hierarchies (for example related to age differences or expertise
of researcher and research subject); and they can facilitate
communication by allowing the people to express their ideas
or experiences in non-verbal ways, and on their own terms
(86). Storyboard methods are particularly effective in bringing
a focus on the social, temporal and spatial aspects of events or
phenomena of interest—for example, the point of entry and likely
transmission pathway of infectious disease outbreak in a remote
or rural setting. By way of illustration, drawing on previous
dog population surveys, preliminary qualitative interviews and
a disease model (67, 87), storyboarding with communities in
northern Australia allowed for the co-creation of knowledge
about the potential impacts of a rabies outbreak, and to explore
the feasibility and acceptability of different prevention and
control strategies (88).

Deliberative methodologies involve members of the public
or lay-people in a structured process to learn about, discuss and
develop collective solutions to complex policy problems. Unlike
approaches to social research that elicit participants’ perspectives
or experiences, deliberative methods revolve around a two-way
exchange of information betweenmembers of the public, experts,
and potentially, decision makers (89). Participants undergo a
process of education about the problem under consideration,
with an emphasis on promoting reason-based dialogue so they
can expand their views through the consideration of factual
information and the views of others. These features mean that
deliberative methods can be used to provide public input to
decision making around policy issues that cannot be resolved
solely on the basis of technical information, but also require
the consideration of public values. Deliberative engagement
can also allow opportunities for members of the public to
reframe public and health policy problems in terms that are
important to them, and promote imaginative engagement with
different policy options and potential futures (90). For example,
one of the authors have run a series of Citizens’/Community
juries convened in eastern Australia have involved citizens and
members of affected communities in discussions about how
best to manage the present and future risks of Hendra virus
spill-over events in their local area (91). The outcomes indicate
that members of the public are likely to strongly support
ecological approaches to mitigating the risks of Hendra virus
risks when informed of the relevant facts and dilemmas, but
there is fundamental disagreement as to the most appropriate
mechanisms to regulate land use change, and, thereby, create or
better protect flying fox habitat.

Deliberative events construct a form of mini-public or interest
group, such that composition of participants will determine
what kind of claims of “representativeness” can be made about
the verdict or outcome (89). A deliberative group comprised
of people who are directly affected by the issue at hand (for
example service users) will provide a different perspective (and
a potentially different recommendation) to that of a group
comprised of otherwise disinterested citizens who are not
directly impacted by the matter under consideration. Clearly
a small group of participants brought into deliberation cannot
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be politically or statistically representative of a much larger
and diverse population. However, it is possible to aim for
diversity in recruitment processes and to minimize selection
bias. Participants can be selected based on socio-demographic
criteria to ensure a diversity of perspectives is represented
(92). Recruitment and selection of participants into deliberative
groups should be organized based on the assumption that it is
unrealistic to expect wide public understanding and deliberation,
but it is possible to derive a sense of what informed and
deliberative publics would advise from a smaller group (93).

Using deliberative methods is demanding—both in terms of
time and resources. Finally, it is important to remember that
different outcomes can and will occur when different groups of
people are brought together to deliberate under highly similar
conditions (89). Replication of an outcome across multiple events
can add strength to the arguments and reasons put forward by
participants at the end of each process. Divergence of outcomes
between otherwise identical deliberative groups points to an
enlarged range of positions and constituencies around the issue
under consideration. Rather than trying to make all publics
brought into deliberation respond in the same manner and
come to the same conclusions, the goal of using these methods
is to create the conditions where participants can engage in
informed and reasoned discussions and make decisions and
recommendation to policy-makers that authentically reflect their
values and preferences (94).

THE VALUE OF QUALITATIVE RESEARCH

METHODS TO VETERINARY

EPIDEMIOLOGY AND ECONOMICS

Interactions between human and animal species are both
beneficial and a source of risks to human health. The benefits
and risks of our associations and interactions with other species
are social patterned, such that small changes in how health
and disease are distributed both within and across species
boundaries. Public health has long been aware of the ways in
which changes in how humans and animals co-exist can impact
agricultural productivity and amplify burdens of disease (15).
At the same time, our preoccupation with human health can
render important dimensions of our relations with and reliance
on animal species relatively invisible (95). The risks and benefits
to human health of our interactions with and reliance on other
species fold in on one another in complex ways such that just
focusing on animal health can miss important dimensions of
the bigger picture. For example, the mass culling of poultry
conducted in response to highly pathogenic avian influenza
outbreaks can result in stunting in children because of the loss
of this vital source of protein (96, 97).

An overly medicalized model of the risks at the interface
of human and animal health leaves insufficient space for
a consideration of social well-being, and how this might
be mediated in terms of relations with other species. The
implications are that veterinary epidemiology and economics
need to consider the relations between people (and how
they engender or hinder health) and collaborate with and
provide opportunities for other scientists with the necessary

methodological expertise to both capture and take seriously how
people think about their relationships with non-human species
within the broader structures of social and economic systems
that tie humans and animals together. Partnering with a social
scientist can be a corrective to assuming that human-animal-
environment interactions are somehow just natural systems, and
understandable as if they exist independently of the social world
that brings them into being (15, 98).

Against this background, qualitative research methods can
be valuable to veterinary epidemiology and economics and
instrumental to research processes and design in a number of
ways. In the first instance qualitative research can describe,
define and explain phenomena or areas that are not amenable
to quantitative research methods. Spending time in the research
setting, getting to know people and understand their points
of view and daily experiences—which constitutes a form of
ethnographic inquiry—is an important phase in the early
stages of a research project. Familiarization and attention to
what people do and what matters to them can put the core
research question into context or generate novel questions for
research that can be followed up by other quantitative and
qualitative methodologies. Of course, until something is defined
and classified appropriately it cannot be measured. Qualitative
methods can be the foundation of efforts to enumerate variations
in the relationship between features of the world—especially if
the definition of what is being studied, a group of dogs at-large
in public spaces (which might be a pack of strays, feral dogs,
or free roaming dogs that are owned) for example, is unclear
or ambiguous.

The second way qualitative methods can be valuable is as a
supplementary or complementary study alongside quantitative
work. Qualitative studies can be part of a validation process,
in which a supplementary study is undertaken using a different
method and the results are then compared for convergence.
Or qualitative methods can be part of a multimethod approach
which examines a particular phenomenon or topic on several
different levels. The latter is not simply a matter of joining two
techniques, and the former is not a case of tacking one on the
end of a project. Though a survey may pick up the distribution
of opinions of members of the public about an issue, a series
of in-depth interviews will be required to access why people
believe what they do, and how these beliefs inform their opinions.
Different research settings and different methods allow access to
different levels of knowledge and ways of acting in the social
world. Combining methods can help to build a wider picture
that can highlight hidden complexities and provide otherwise
important context to the study findings.

Potential Pitfalls and Misuse of Qualitative

Research Methods
The ultimate goal of using qualitative methods is to produce
a plausible and coherent explanation of the phenomenon
under investigation. Poor quality analysis in qualitative health
research is anecdotal and overly descriptive, and therefore
lacks critical reflection or deep insight. All research depends
on the application of some form of theory (5). Those using
qualitative research methods need to be aware of the way in
which different theoretical starting points can lead to different
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ways of doing research—which ultimately will determine the
validity and usefulness of the research outcomes (12). Rigorous
data collection technique and good quality analysis requires
researchers who are appropriately trained, and most importantly,
experienced in the methods and methodologies they are using.
The reliability of study findings derived from most qualitative
methods can be judged by the rigor and appropriateness of
data collection and analyses processes. Demonstrating rigor and
appropriateness requires the researcher to create and maintain
meticulous and detailed records of interviews, observations,
document searches, and the decisions (and their justification)
made in each stage of the analysis. This record of the data and
methods employed in collection and analysis should be able to
stand independently so that another trained researcher could
analyse the same data in the same way and come to the same
basic conclusions.

The reliability of the analysis of qualitative data can be
enhanced by organizing an independent assessment of transcripts
by additional skilled qualitative researchers and comparing
agreement between the analysts. Other validation strategies
sometimes used in qualitative research are to present the study
findings to the participants and see if they regard them as a
reasonable account of their perspectives and experiences. Having
more than one analyst can also provide assurances of consistency
and that individual bias is not coloring data interpretation. It
is important during the analyses to thoroughly explore negative
or deviant cases, and to provide a coherent explanation of how
the findings relate to, but are not invalidated by these variations.
Social scientist also try to “triangulate” their findings by designing
data collection processes in which evidence is deliberately sought
from a wide range of different, independent sources (for example,
comparing oral testimony with observations of peoples’ behavior
and textual sources such as reports from statutory bodies or
news media). Because different groups are likely to have different
perspectives, study findings also need to be interpreted in light of
these other sources and forms of evidence.

Finally, the most significant pitfall for veterinary
epidemiologist wanting to understand human motivations

and actions using qualitative research methodologies is not
having a trained social scientist on the investigator team.
Qualitative methods are underpinned by both methodological
and theoretical frameworks—and a thorough grounding in
both is essential for study outcomes and findings to move
beyond anecdote and basic description and achieve rigor in
interpretation and explanation. Employing a method without
properly considering or developing an understanding of the
methodology means that the rationale for using a particular
method is absent—as is the lens through which analysis
takes place. Against this background it has been repeatedly
observed that qualitative studies are largely absent from One
Health research as currently construed, which has implications
for the policy and real-world relevance of basic science and
epidemiological studies that focus on the human-animal-
environment interface (1, 2, 99, 100). By implication, we
should prioritize efforts to recruit, train, and retain a cadre
of qualitative researchers who specialize in One Health
(98, 99). When performed well, qualitative methodologies can
help veterinary economists and epidemiologists to develop
impactful research questions, to create more accurate and
contextually-relevant parameters for quantitative studies,
and to develop policy recommendations and interventions
that are attuned to the political and socio-cultural context of
their implementation.
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Bayesian network (BN) modeling is a rich and flexible analytical framework capable of

elucidating complex veterinary epidemiological data. It is a graphical modeling technique

that enables the visual presentation of multi-dimensional results while retaining statistical

rigor in population-level inference. Using previously published case study data about

feline calicivirus (FCV) and other respiratory pathogens in cats in Switzerland, a full BN

modeling analysis is presented. The analysis shows that reducing the group size and

vaccinating animals are the two actionable factors directly associated with FCV status

and are primary targets to control FCV infection. The presence of gingivostomatitis and

Mycoplasma felis is also associated with FCV status, but signs of upper respiratory

tract disease (URTD) are not. FCV data is particularly well-suited to a network modeling

approach, as both multiple pathogens and multiple clinical signs per pathogen are

involved, along with multiple potentially interrelated risk factors. BN modeling is a

holistic approach—all variables of interest may be mutually interdependent—which

may help to address issues, such as confounding and collinear factors, as well as to

disentangle directly vs. indirectly related variables. We introduce the BN methodology as

an alternative to the classical uni- and multivariable regression approaches commonly

used for risk factor analyses. We advise and guide researchers about how to use BNs

as an exploratory data tool and demonstrate the limitations and practical issues. We

present a step-by-step case study using FCV data along with all code necessary to

reproduce our analyses in the open-source R environment. We compare and contrast

the findings of the current case study using BN modeling with previous results that

used classical regression techniques, and we highlight new potential insights. Finally,

we discuss advanced methods, such as Bayesian model averaging, a common way of

accounting for model uncertainty in a Bayesian network context.

Keywords: feline calicivirus, reproducible research, good modeling practice, graphical model, multivariable

analysis, risk factor analysis, Bayesian network
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1. INTRODUCTION

Risk factor analysis is often the primary goal of epidemiological
studies. When the disease system under study is complex, there
are likely many interdependent variables, including multiple
interdependent outcome variables. Novel multivariate modeling
approaches, such as Bayesian network (BN) modeling, may
potentially reveal new epidemiological insights compared to
classical statistical approaches (1) when applied to complex
disease system data. We present an introduction and guide to
BN modeling with complex epidemiological data and provide a
case study analysis using animal welfare data. Animal welfare
is an intrinsically multi-dimensional concept that cannot be
measured directly. Comin et al. (2) included three animal-
based welfare indicators: feather condition, mite infestation, and
flock mortality. They considered two environment-based welfare
indicators: the lightning quality of the barns (i.e., the quality of
the lamps within the barns, whether the barns have windows, and
whether they are automatically or manually regulated) and the air
quality. A typical approach for dealing with multiple outcomes in
animal welfare studies is to construct a composite score as the
response variable and run a regression analysis. A disadvantage
of this approach is that we may lose valuable insights by reducing
the different welfare outcomes into a single dimension/outcome
variable. Ideally, we want to retain all the richness of the
original data. Rather than create a composite variable, we can
instead keep all the original outcome variables by using a
graphical modeling approach, and the particular type of graphical
modeling methodology we consider here is Bayesian network
modeling. With the increasing availability of data and the need
to understand and explain ever more complex epidemiological
systems, knowledge of how to effectively apply new multivariate
methods, such as BN modeling may be increasingly relevant for
veterinary epidemiologists.

Classical regression is the most popular method in
epidemiology for performing risk factor analysis (see Figure 1).
Regression analysis is a powerful, robust, and versatile statistical
approach that estimates the relationship between two or
more variables of interest. There are many types of regression
analyses. At their core, they all examine the influence of one
or more independent variables or factors on a dependent
variable (also called the outcome or exposure variable) (3). The
epidemiologist’s expert decision about which variable is the
response drives the regression. The philosophy for performing
a risk factor analysis is to use a significance metric to extract
relevant (influential) factors. However, this approach becomes
unstable when the level of collinearity is too pronounced within
the factors. In this context, collinearity means that some factors
are (to a certain degree) predicted by a set of others, since the
dataset contains redundant information. It is possible to identify
and to remove redundancies, but the instability could remain
due to inherent correlations in the system being studied. For
identifying collinearity, some techniques have been proposed:
e.g., changing estimated regression coefficients when a predictor
variable is added or deleted, calculating the variance inflation
factor (VIF), and deleting factors with large VIF. Some tests
have been proposed, but no consensus exists on their usefulness.

A statistically related problem arises when sub-selecting a
limited number of variables, either due to redundancy within
the data or due to computational limitations. A well-adapted
approach to multivariate system epidemiology is the so-called
Minimum Redundancy Maximum Relevance model (4). In the
presence of collinearity, regression analysis is known to become
unstable and to predict the effect of individual factors poorly.
A high correlation among factors is common in epidemiology
when studying biosecurity [e.g., (5)]. In this context, a direct
association means that the set of variables will change the
outcome when their values change. An indirect association is
a correlation mediated by an intermediate set of variables. In
epidemiology, it is important to model and identify variables
that have a direct impact on the variable of interest. The
directly associated variables are primary targets for intervention
or for identifying the best candidate for knowledge-seeking
from a modeling perspective. This process is called “structure
discovery” in machine learning (6). The easy-to-interpret
quantitative outputs and the holistic qualitative outputs of a
typical BN model make it useful in observational analysis and a
good alternative to classical methods.

Other popular graphical machine learning techniques exist,
such as artificial neural networks (ANNs), regression trees, or
random forest. At the outset, BN, ANN, and tree analyses look
alike, as they rely on directional graphs. However, they are
different approaches and should not be confused. We will not
discuss the particular case of causal Bayesian networks in this
paper because causal inference requires theoretical assumptions
that are beyond the scope of this paper, and the methodology can
become very field-specific. We refer the interested reader to Pearl
and Mackenzie (7) for an extensive overview of modern causal
modeling using graphical models. The general task addressed in
this paper is, from an observational dataset, to find a suitable
network that represents the relationships between the variables
well using probabilistic methods. This paper seeks associations
rather than causal links, i.e., exploratory analysis rather than
confirmatory analysis.

This paper is structured as follows. A motivating example
is presented in section 1.1. Section 2 gives a brief overview
of the basic principles and an overview of the use of BNs in
other fields. Section 3 gives a detailed presentation of the BN
methodology, including a discussion of the key terms relevant
to the BN modeling landscape. It also outlines some rules for
good modeling. Section 4 lists the main commercial and non-
commercial software implementations. Section 5 presents a case
study with the FCV dataset. Finally, section 6 discusses the limits
and misuse of BN models in epidemiology.

1.1. Motivating Example
Consider the fictitious example of an observational study about a
particular disease in animal production. In the population, there
are two breeds. The exposure status for each animal, the breed
variable, and the disease status have been recorded (Possible
values for exposure status are true or false and represent,
for example, contact with sick animals. Possible disease status
values are true or false). Based on this observed dataset, the
task is to analyze the data. Figure 2 presents the network (the
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FIGURE 1 | Risk factor analysis with the FCV dataset. Comparison between: (A) classical stepwise multivariable model selection using two different model scores,

represented by a network (backward-forward model selection algorithm), and (B) Bayesian network (BN) analysis with two scores and the corresponding network

(using an Additive Bayesian Network algorithm). For ease of comparison, we chose to present the classical regression approach in a network format as well. The blue

part was performed by using the AIC (Akaike Information criteria) score, and the red part was performed by using the BIC (Bayesian Information Criteria) score.

Stepwise model selection and BN modeling using the same score gives very similar results. The BN models depict a more detailed description of the data. The

objective of this paper is to describe how to obtain and to interpret such a result.

qualitative part of the model) with the so-called conditional
probability tables (CPTs, the quantitative parts of the model).
The CPTs are, in this discrete case and for mutually dependent
variables, matrices displaying the conditional probability of a
given variable with respect to the other. The classical approach
would perform a regression analysis with a disease as the
response and exposure and breed as factors. It would create an
essentially one-dimensional BN because it would overlook the
existing link between exposure and breed. We would ignore
the fact that breed B is much more likely to be exposed
than breed A. In epidemiology, this is a possible confounder.
Indeed, breed is associated with both the dependent variable
and independent variable, possibly causing a spurious association
between exposure and disease status. To be classified as a
confounder, breed must be causally related to exposure and
disease, with no link between exposure and disease beyond the

confounding effect (8). Many methods have been proposed to
control for confounders in observational studies: stratification,
restriction, matching, propensity score adjustment, and multiple
BN regression models.

A related but different issue is the so-called effect modifier
or interaction phenomenon. Interactions may arise when
considering three or more variables when the effect of one
variable on an outcome depends on the state of a second variable:
in other words, when the effects of the two causes are not additive.
An interaction can also be described as an acausal association.
A typical example among humans is the interaction that exists
between ultraviolet light (UV) and analogs of vitamin D (VitD)
or its precursors in bone metabolism. As Lebwohl et al. (9) show,
with an insufficient amount of UV light, VitD (or its precursors)
will not affect bone metabolism. Symmetrically, UV light without
VitD (or its precursors) will not affect bone metabolism. BN
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FIGURE 2 | A simple synthetic discrete Bayesian network is presented (represented as a DAG) with the conditional probability tables (CPT) and the corresponding

odds or odds ratios (OR). A certain disease is studied in animal production. The observed variables are the animal’s breed and the exposure to sick animals. In the

DAG, Breed is the parent of both Exposure and Disease. Exposure is the parent of Disease, as is indicated by the arrow. Inversely, one can say that Disease is the

child of Exposure. From the column or row sums of the CPTs, it is possible to extract the marginal probabilities.

modeling is conceptually attractive for performing this task in
analyzing the variables within a network. From a mathematical
perspective, the global model (i.e., the network and model
parameter) is called the joint probability distribution.

2. BACKGROUND AND OBJECTIVES

A BN modeling approach was proposed more than 30 years
ago (10). It has a track record of successful applications using
real-world data in a wide variety of domains. BNs are used for
modeling beliefs in social sciences (11), decision support (12),
biology (13), and finance and marketing (14). More recently, this
approach has been applied in veterinary epidemiology (15, 16),
anti-microbial resistance (17–19), and animal welfare (2).

As BN models are used in a wide variety of research
fields, they are called many different names. Here is a
(non-exhaustive) list of terminology: Bayesian networks, belief
networks, decision networks, probabilistic directed acyclic
graphical models, recursive graphical models, naive Bayes, causal
probabilistic networks, or influence diagrams (20).

Fitting BN networks to data is called learning. This term comes
from the machine learning community and is a synonym for
selecting the best network. Learning a BN from a dataset entails
estimating the joint probability distribution, which encodes the
global probability distribution of amulti-variable problem.When
multiple variables are mutually dependent, calculating the joint
probability distribution is useful as one could compute two other
distributions: the marginal distribution, giving the probabilities

for any variables independently of the other variables, and the
conditional probability distribution, giving the probabilities for
any subset of the variables conditional on particular values
of the remaining variables. It is usually a two-step process
involving (i) structure learning and (ii) parameter learning. This
is globally called the structure discovery process (6). The next
section presents a detailed overview of these methods. Once the
joint probability distribution is estimated, it can be graphically
represented using a Directed Acyclic Graph (DAG), i.e., a
Bayesian Network. A BN is essentially a visual representation of
a probabilistic model.

3. GENERAL METHODOLOGY

We now present the general methodology and the steps needed
to fit a BN model to data. First, a short introduction to
Bayesian networks is given. Then, a description of the two
main learning classes of algorithm is given. Afterward, the
Additive Bayesian Network (ABN) methodology is presented
in detail as a special case of BN modeling. A closely related
methodology is Structural Equation Modeling (SEM) (21). SEM
includes different methodologies, such as confirmatory factor
analysis, path analysis, partial least squares path modeling, and
latent growth modeling. Although they share the same purpose,
SEM and BN methodologies have significant differences (22).
SEM uses a causal approach based on cause-and-effect thinking,
whereas BN is based on a probabilistic approach. SEM is well-
suited to latent variable modeling (i.e., variables that are not
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FIGURE 3 | Illustration of a typical confounding situation described in the text

stating the biologically expected relationships, a DAG, and the corresponding

statistical model encoding the joint probability distribution.

directly observed but are modeled from others), which is not
possible in the BN methodology. This is often the primary
motivation for using SEM. A BN model can take advantage of
new data, whereas SEM cannot.

3.1. Bayesian Network
In a BN model context, a statistical model represents the data-
generating process encoded using a graph and the parameter
estimates. It can be used to describe the data, generate knowledge
(i.e., understanding), or make predictions. The BN graphical
representation consists of nodes, which are the random variables,
and edges, which form the relationships between them. These
representations often use odds ratios for discrete variables and
correlation coefficients for continuous variables. The network
structure should be directed and contain no cycles.

Figure 3 illustrates a typical confounder situation. In
veterinary epidemiology, X could be exposure, an intervention,
or a certain condition; Y is the animal status; Z is a
confounder, such as sex, breed, age, or body mass index
(BMI). Figure 3 is a BN, and the following formula gives its
encoded probabilistic model, indicating how to encode the joint
probability distribution [i.e., P(X,Y ,Z)] into a product of the
conditional distributions

P(X,Y ,Z) = P(Z)P(X | Z)P(Y | X,Z), (1)

where P(. | .) stands for the conditional probability distribution.
In a discrete setting, this probability is given by the CPTs.
Hence, P(X | Z) is the conditional probability of an animal of
breed = 1 being exposed. P(exposure = TRUE | breed = 1).
Based on the CPT, the odds ratio could be computed as the
cross product of entries of the contingency table. The general
formula to deduce the probabilistic model from a BN implies
that the joint probability [here P(X,Y ,Z)] factorizes as a product

of the conditional probabilities of the variables, given their set
of parents

P(X) =

n∏

j=1

P(Xj | Paj), (2)

where X is the set of random variables (i.e., the dataset), Xj

is the jth random variable, and Paj is the set of parents of
the jth random variable. From a mathematical point of view,
a DAG is a union of two sets: the set of nodes and the set of
arrows. The network structure has a probabilistic interpretation.
It encodes the factorization of the joint probability distribution of
the dataset. One significant consequence of the duality between
probabilistic models and network structures is that multiple
different graphs can represent a given probabilistic model. As
shown in Supplementary Material, only specific arrangements
matter when selecting networks. The exact structure of a BN is
not unique, and so interpretation of the effect of a variable based
on arc direction, e.g., as in a typical causal statement that variable
X impacts Y , is generally not valid. Therefore, on the other
hand, caution is needed to avoid overinterpreting the results of
a BN graph. Removing all arcs and presenting only undirected
networks may potentially remove some useful information.

3.2. Model Learning
In a Bayesian setting, the model’s posterior distribution given the
data factorizes as the product of the structure’s distribution given
the data and the model parameters given the structure and the
data. Then, the learning phase is formalized as:

P(M|D) = P(θM,S|D)︸ ︷︷ ︸
model learning

= P(θM|S ,D)︸ ︷︷ ︸
parameter learning

· P(S|D) ,︸ ︷︷ ︸
structure learning

(3)

where M is the full model (i.e., the network structure S and
the parameter estimates θM) and D is the dataset. One can see
from Equation (3) that the two learning steps are intertwined and
mutually dependent.

Learning BNs from a dataset is very complicated from the
programming and statistical perspectives because the number of
possible models is massive. For example, the total number of
possible DAGs with 25 nodes is larger than the number of atoms
in the universe (1080), so the number of possible networks grows
faster than the exponential function, i.e., super-exponentially.
Thus, it implies the use of a smart and efficient algorithm and
controlling for possible overfitting (23). In situations with limited
data and numerous models, any selection or constructive method
risks producing overly complicated models (i.e., a network with
too many arcs) to represent the data. A key feature of the
described methods is the ability to control for overfitting and so
produce parsimonious models.

3.3. Structure Learning
In order to select BNs from observed data, two main
approaches have been proposed: constraint-based and score-
based approaches. These approaches, which are based on
different statistical paradigms, are typically performed in a semi-
supervised setting. Despite the intention of selecting structures in
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a fully data-driven way, it is possible to guide the learning phase
with external knowledge. A fully-supervised approach entails
asking experts to design a network and fit it to the data. In
practice, this is often not possible due to the high number of
possible models that make this task highly complex. However,
a semi-supervised method could be suitable, as typically, partial
previous knowledge exists on specific research topics. The set of
assumptions under which the learning algorithms are working
are: each node in the network is a random variable (i.e., not
a function of the other variables), the relationships between
the random variables should be modeled with conditional
independencies, every possible combination of the random
variables should be plausible (even if very improbable), and
the data should be derived from independent realizations of an
unknown model (without temporal or spatial dependencies) (6).

3.3.1. Constraint-Based Algorithm
Constraint-based algorithms take advantage of the significant
differences between colliding arrows (v-structure) and other
types of structures in BN. Multiple methods exist, but one
popular procedure identifies the set of mutually possible
dependent variables to reduce computational complexity. It
constructs the skeleton of the graph by searching for which
variables are or are not related, regardless of the arc’s direction.
Finally, conditional independence tests are performed to detect
v-structures (24). They are used as an oracle to decide on
the inclusion or exclusion of an arc between two variables.
Finally, based on the skeleton and the v-structure, the procedure
generates (partly) directed graphs. This approach was proposed
by Verma and Pearl (25). Since then, many refinements have
followed. It is the methodology of choice for performing causal
inference. It is also known to be more efficient with sparse
networks, i.e., with a limited number of expected arcs.

Choosing the independence test framework, i.e., both the
algorithm and the tests themselves, is this approach’s major
limitation. Another subjective user choice is how to set the
significance level of the tests (classically called in statistics the α

level). This choice is known to be field- and data-specific, and
it influences the learned network (26). If the number of tests
is substantial, precautions must be taken to avoid the problem
of multiplicity, such as using Bonferroni’s correction factor.
Another drawback of this approach is the fact that it produces
only one model.

We next present a methodology that can produce a family
of plausible networks. They could be mixed to generate a more
robust network. When data are scarce, it is reasonable to believe
that multiple competitive models could be identified with a high
level of confidence, and it would be hard to select only one.

3.3.2. Score-Based Algorithm
Bayesian network modeling can be viewed as a model selection
problem. The most popular approach to BN modeling scores the
candidate model in a stepwise procedure and selects the model
that has the optimal score. The most popular implementation is
based on an AIC (Akaike information criterion) (see Figure 1).
The paradigm used here ensures that, if the score is well-
designed, the selected model (i.e., the one with the optimal score)

should represent the data well. Many scores dedicated to BN
have been proposed depending on the nature of the data (for
example, whether they are discrete, continuous, or a mixture of
different data distributions). These scores have been designed to
be penalized for model complexity because, according to Occam’s
razor principle, if twomodels for a given phenomenon exist, then
the simpler should always be preferred.

To select the optimal network, i.e., the network that optimizes
the network score, one needs to have a search algorithm. In
contrast to the learning phase, this search algorithm only aims
at finding the network with the highest possible score. Multiple
algorithms have been proposed in the literature. One can perform
a so-called exact search or use a heuristic approach. The exact
search is only possible on a desktop computer for a very
limited network size with a maximum of 20 nodes. Heuristic
search algorithms, however, leading to an approximately optimal
network, scale well with the network size (number of nodes in
the network).

A score-based algorithm can learn the conditional
independence between variables, so an entirely directed
network could generally lead to an acausal interpretation of
the arrow’s direction. Thus, a score-based algorithm encodes
statistical dependencies and not causal links. As Pearl (27) states:

It seems that if conditional independence judgments are by-

products of stored causal relationships, then tapping and

representing those relationships directly would be a more natural

and more reliable way of expressing what we know or believe

about the world. This is indeed the philosophy behind causal

Bayesian networks.

In a score-based perspective, arrows are important and could be
displayed even if their interpretation is not fully causal. Some
authors still advise that the skeleton of the network be displayed;
this is also a valid approach and depends on the nature of the
problem studied (28).

The major limitation of the score-based approach is the
score used. Indeed, a well-designed score should minimally
differentiate structures with different probabilistic models (as
shown in Figure 6). A lot of theoretical effort has been put
into deriving likelihood equivalent scores (i.e., score differentiate
equivalence classes of BN), which have only been accomplished
under very restrictive assumptions. For example, scores that
preserve likelihood equivalence with a general mixture of data
distributions do not exist. The classical workaround is to
discretize the data, and then suitable scores exist. It is known
in epidemiology that discretization, though common, has severe
consequences and is not always advisable (29). Finally, it is
interesting to note that when the number of observations is large
enough, the constraint-based and score-based approaches are
equivalent, and there is usually no particular reason for choosing
one over the other.

3.4. Parameter Learning
Once the network structure has been selected, parameter learning
can be performed locally. Only the local structure is required: the
index node and the set of parent nodes. Two main approaches
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exist for estimating the parameter distribution: the maximum
likelihood and the Bayesian approaches. The choice of the
structure learning algorithm does not influence the method for
learning the parameters of the BN. Those two methods are
based on two different statistical frameworks. The maximum
likelihood assumes an unknown but fixed set of parameters for
maximizing the likelihood, whereas the Bayesian approach treats
the parameters as random and assumes a prior to them. They
are computed from the posterior distribution of the parameter
of the network. The main consequence is linked to the prior’s
choice. Indeed, the prior can help to estimate the parameters
when there is not enough information within the data (30).
Themodel parameters are interpretable as regression coefficients.
Those parameters are central inmodel interpretation, as they give
the direction of the effect and the effect size.

In the presence of missing data, more sophisticated techniques
should be used to infer model parameters. In a BN context, the
missing data mechanism should be ignorable (31), i.e., the data
should be Missing at Random (MAR) or Missing Completely at
Random (MCAR). Indeed, the MAR assumption is the minimal
condition on which statistical analysis can be performed without
modeling the missing data mechanism. The most popular
approach for computing the value of the likelihood of the dataset
with incomplete data is the Expectation-Maximization (EM)
algorithm (32, 33). This is an iterative procedure for estimating
the maximum a posteriori of a statistical model in two steps (E-
step and M-step). An alternative method is variational inference,
which provides a computationally cost-effective lower bound on
the marginal likelihood (34). Hybrid algorithms are possible.
When such solutions are not available, the usual workaround is
to perform a complete case analysis, i.e., ignoring all observations
containing missing information. The obvious disadvantage is the
loss of existing knowledge. As an alternative, a model imputation
strategy allows the researcher to still use the existing information
and create data when they are missing. A good quality check is
to perform both analysis and testing if they give fundamentally
different results.

3.5. Additive Bayesian Network
The Additive Bayesian Network (ABN) methodology is a score-
based methodology that takes advantage of a particular model
parametrization. It uses the robustness and the full range of
applicability of the regression framework to parameterize the
network. It is used to score the candidate network and to estimate
the model’s parameters. The regression framework could be set
in a Bayesian or a frequentist setting. The regression coefficient
estimates in both Bayesian and frequentist settings are usually
close to one another, but the network scores could be different,
creating a very different network for each setting. Indeed, in
a Bayesian setting, the so-called marginal posterior network
score distribution is returned, whereas in a frequentist setting,
one of the typical model selection scores is used [the Akaike
Information Criterion (AIC), Bayesian Information Criterion
(BIC), or Minimum Distance Length (MDL)]. The term BN
might be misleading, as BN models do not necessarily imply a
commitment to Bayesian statistics. From a formal perspective,
ABN takes advantage of the exponential family to parameterize

the model and to enable the mixing of different kinds of data,
such as continuous, discrete, or Poisson-distributed. A nice by-
product of this parametrization is that it also allows a user to
measure uncertainties of the model parameters. In a Bayesian
setting, the credibility intervals can be computed, whereas in a
frequentist setting, the confidence intervals can be computed. The
term additive in ABN refers to the assumption that the effects of
the variables are additive.

Figure 4 presents a scheme of the workflow used for
performing an ABN analysis. A list of pre-computed scores
based on atomic networks is calculated. The atomic networks
are a given node with all possible combinations of parents. The
list of atomic networks with their scores is called the cache
of scores. Based on the cache of the pre-computed scores, a
search algorithm is used to optimize the network. The search
algorithm can be heuristic or exact. Based on the optimized
network, the model coefficients can be fitted. ABN is thus,
essentially, a graphical modeling technique that extends the
usual Generalized Linear Model (GLM) to multiple dependent
variables through the factorization of their joint probability
distribution. In epidemiology, data are commonly generated in
a setting that has an apparent grouping aspect, for example if
the data are collected in different countries, counties, farms, etc.
In statistics, it is known that clustering, due to the potential
non-independence between data points from the same cluster,
could cause over-dispersion. One of the many advantages of
using the ABN framework is that it allows for adjustments
for clustering within the Bayesian setting. ABN and other
score-based approaches have the feature of letting the user
impose external causal inputs (such as banning or retaining arcs
based on previous scientific knowledge) to ensure the model’s
interpretability. Additionally, to considerably simplify the search
space, the degenerescence between different equivalent DAGs,
i.e., different networks sharing the same score, can be lifted.

ABN relies on priors at different levels. In the structure
learning phase, one needs to decide on a structural prior, which
encodes how likely a given structure is. In ABN, a form of prior is
used that assumes that the prior probabilities for a set of parents
comprising the same number of parents are all equal. It favors
parents sets with either a very low or very high number of parents,
which may not be appropriate. Alternatively, an uninformative
prior is used where parent combinations of all cardinalities
are equally likely. When using the Bayesian implementation
during the model parameters learning phase, priors are used for
estimation. Those priors are designed to be uninformative.

Any BN modeling approach contains approximations to
make the process computationally tractable. The most common
approximation is to limit the number of possible parents per
node, i.e., the model complexity. Another approximation is
linked to the nature of epidemiological data. Multiple types
of distributions often co-exist within a dataset, and the score
used should be versatile enough to handle them. From a
mathematical perspective, this leads to an approximation. As
previously mentioned, the chosen search algorithm could also
imply some approximations. Thus, the global ABNmethod relies
onmultiple approximations, and the end-user should be aware of
them. Transparently reporting them is of paramount importance.
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FIGURE 4 | Schematic representation of the Additive Bayesian Network workflow. First, a cache of scores is computed for atomic networks. Then, a search algorithm

is used to optimize the comprehensive network. Based on the optimized network, the model parameters are learned. Those three steps are programmed in three

different R functions: buildscorecache(), mostprobable(), and fitabn().

4. SOFTWARE IMPLEMENTATIONS

Many commercial and non-commercial implementations for BN
modeling techniques exist. Commonly commercially used BN
software includes the Hugin Decision Engine produced by Hugin
Expert (www.hugin.com) (35), and there is an R package to
interface the Hugin Decision Engine with R: RHugin. Further
examples are bayesfusion (www.bayesfusion.com), netica (www.
norsys.com), and BayesiaLab (36). A popular implementation
tool in MATLAB is the Bayes Net Toolbox (BNT) (37).

Within the epidemiology community, a popular open-source
programming language is R (38). There are multiple R packages
targeting BN modeling. The bnlearn R package contains many
score-based and constraint-based algorithms, as well as multiple
searching procedures (39). It is the largest and probably the
most popular R package for BNmodeling. When targeting causal
BN inference, the pcalg R package is the most used package
(40). It has a unique implementation of the PC-algorithm. The
catnet R package deals with categorical data only (41). The deal

R package handles both continuous and discrete variables (42).
It is one of the oldest R packages for structure and parameter
learning. From a more general perspective, the gRain R package

is designed to perform inference in probabilistic expert systems
where BNs are a special case (43). The abn R package has an
implementation of a score-based system in a Bayesian and in
a frequentist framework. It also has a unique implementation
of an exact search algorithm and targets mixed-distributed
datasets. The supported distributions are multinomial, Bernoulli,
Gaussian, and Poisson. The abn R package can deal with
random effects for controlling possible clustering within the
data. All those packages are distributed via CRAN. Task View:
gRaphical Models in R (CRAN.R-project.org/view=gR) gives
a very comprehensive overview of the different computing
packages available on CRAN.

5. CASE STUDY

For a case study, we focus on the Feline calicivirus (FCV)
infection among cats in Switzerland. FCV is a virus that
occurs worldwide in domestic cats but also in exotic felids.
FCV is a highly contagious virus that is the major cause
of upper respiratory tract disease or cat flu in felids. This
is a disease complex caused by different viral and bacterial
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TABLE 1 | Description of the factors in the FCV dataset.

Variable’s name Description

FCV Feline calicivirus status (0/1)

FHV-1 Feline herpesvirus 1 status (0/1)

C. felis Chlamydia felis status (0/1)

M. felis Mycoplasma felis status (0/1)

B. bronchiseptica Bordetella bronchispetica status (0/1)

FeLV Feline leukemia virus status (0/1)

FIV Feline immunodeficiency virus status (0/1)

Gingivostomatitis Gingivostomatitis complex status (0/1)

URTD Upper respiratory tract disease complex (0/1)

Vaccinated Vaccination status (0/1)

Pedigree Pedigree (0/1)

Outdoor Outdoor access (0/1)

Sex Sex and reproductive status (male, male neutered, female,

female spayed)

Group size Number of cats in the group-housing (count)

Age Age in years (continuous)

The variable names used in R are slightly different than the ones used in the text and

the figures.

pathogens, i.e., FCV, Feline Herpes Virus 1 (FHV-1),Mycoplasma
felis (M. felis), Chlamydia felis (C. felis), and Bordetella
bronchiseptica (B. bronchoseptica). It can be aggravated by
retrovirus infections, such as Feline Leukemia Virus (FeLV) and
Feline Immunodeficiency Virus (FIV). This composite dynamic
makes it very interesting for a BN modeling approach.

The data were collected between September 2012 and April
2013. Berger et al. (44) presented the original data and analysis
and investigated the frequency of FCV in cats with FCV-
related symptoms and in healthy cats in Switzerland. They
also investigated potential protective and risk factors. The
FCV dataset includes multiple viral and bacterial pathogens,
retrovirus, clinical signs, and animal-related risk factors. The
potential risks or protective factors are expected to be interrelated
and correlated. The FCV dataset entries are described in Table 1.
The variable sex is a composite variable between a cat’s sex
and reproductive status with four possible values: male, male
neutered, female, female spayed.

The FCV dataset is a good candidate for a BN analysis,
as complex and intertwined relations are expected among
multiple recorded viruses and bacterial pathogens, animal-
related variables, and environmental contributions. A major
difference between this case study and the original study is that
the original study design included two groups of cats: those
in which FCV infection had been suspected (based on clinical
signs) and healthy cats, as determined by a veterinary practitioner
based on an unremarkable physical examination. The present
analysis discards this study characteristic and analyzes the data as
a whole observational dataset. This might hamper comparability
with the original analysis so that the prevalence would not be
estimable anymore.

The study enrolled 300 cats, i.e., the healthy and the FCV-
suspected cats as a unique observational group. A subset of 20

of the 300 observations contain missing values. As the ABN
approach requires a complete case dataset, a model imputation
approach, using random forest, was used to fill in the missing
data (45). Missing data are a common problem in veterinary
epidemiology, and no single solution exists. However, as general
advice, one can perform a complete case analysis and an imputed
one. If the findings are similar, this is a good indication that there
is enough information in the data to estimate an ABN model. If
the findings differ significantly, then more investigations should
be conducted to model the missing data. The dataset is made
of 15 variables: one of them is continuous, one of them is
integer-distributed, and the others are discrete.

Figure 5 presents the plots of the distributions of the
individual variables. As one can see, 97 positive cases among the
300 cats are recorded. In binary logistic regressions, a popular
factor of performance is the ratio between the smaller number
of the two-outcome group (i.e., number of events) divided by the
number of regression coefficients (excluding the intercept). In the
FCV dataset, the Event Per Variable (EPV) is 97 cases divided
by 7 variables (the maximum number of parents allowed), which
equals 13.86 (for the outcome: FCV). van Smeden et al. (46)
suggested that low EPV has a smaller impact than data separation
or total sample size. The abnR package comes with a workaround
dedicated to specifically managing low EPV and data separation:
Firth’s correction. The data separation problem occurs in logistic
regressionmodels when a certain combination of factors contains
no observations. For example, in the FCV dataset, no record of a
male cat with an FCV-positive status would imply that the sex
of the cat perfectly predicts the FCV status, and the regression
estimates would become numerically unstable. Firth’s correction
aims at producing reliable estimates in (quasi-)separated datasets.
As abn tests all possible combinations of variables, the risk of data
separation, especially in small datasets, is high.

5.1. Additive Bayesian Network Analysis
An ABN analysis is performed with the sequential computation
of three functions: buildscorecache() (pre-computed
scores), mostprobable() (a search algorithm), and
fitabn() (parameter learning). At this stage, the user
should perform multiple steps before starting an ABN analysis:
loading and formatting the data, setting up the distribution of
each network’s nodes, deciding on possible prior knowledge, and
deciding on the maximum number of parents per node (i.e.,
limiting the network complexity).

5.2. Loading the Data
The FCV dataset is accessible through the abn R package:

R> data("FCV", package = "abn")

5.3. Setting Up the Distributions List
The user should define a list of distributions to let abn know
how to fit the data. This is similar to the family statement
in the R function: glm(..., family = binomial(link
= “logit”), ...). One needs to create a named list
that contains all the variable names and the corresponding
distributions. The available distributions are binomial, Gaussian,
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FIGURE 5 | Plots of the variable distributions in the FCV dataset. Discrete data are represented using their proportions. Continuous data are represented using

histograms and their densities (Group Size and Age).

Poisson, and multinomial, where the last distribution is available
with MLE scores only.

R> mydists <- list(FCV = "binomial",
+ FHV1 = "binomial",
+ FeLV = "binomial",
+ FIV = "binomial",
+ Mfelis = "binomial",
+ Cfelis = "binomial",

+ Bbronchiseptica = "binomial",
+ URTD = "binomial",
+ Gingivostomatitis = "binomial",
+ Pedigree = "binomial",
+ Vaccinated = "binomial",
+ Outdoor = "binomial",
+ Sex = "multinomial",
+ GroupSize = "poisson",
+ Age = "gaussian")
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Binomial and multinomial data should be coerced to factors, and
Gaussian and Poisson should be treated as numeric. As the list of
distributions contains a multinomial node, the MLE method will
be used in this case study.

5.4. Prior Knowledge
The prior knowledge in the abn R package can be defined by
using two different means: a matrix or formula-wise statements.
In the FCV dataset, the three factors Sex, Age, and Pedigree
should not have a parent node. In other words, those factors
cannot be influenced by any other variables within the dataset,
and this prior knowledge should be transferred to abn to ensure
the biological plausibility and interpretability of the final model.
In practice, this is done by banning or retaining arcs within the
network. By default, abn assumes no banned or retained arcs. See
?fitabn in R about how to specify banned or retained arcs by
using a formula-like syntax.

5.5. Parent Limit
To define the number of parents per node needed, one usually
performs an ABN analysis in a for loop and increases the number
of parents at each run. One computes the network score at
each run and stores it. The number of parents needed is the
number which leads to an unchanged network score. The code
displayed below performs the so-called parent search for AIC,
BIC and MDL scores:

R> aic.values <- aic.values <- mdl.values <- vector(length = 11)
R>
R> #for loop to discover the suitable network complexity
R> for (i in 1:11) {
+ max.par <- i
+ # construction of the score cache
+ mycache <- buildscorecache(data.df = mydata,
+ data.dists = dists,
+ dag.banned = ~Sex|.+Age|.+Pedigree|.,
+ max.parents = max.par, method = "mle")
+ # optimal dag with BIC
+ dag <- mostprobable(score.cache = mycache, score = "bic")
+ fabn <- fitabn(object = dag, method = "mle")
+ bic.values[i] <- fabn$bic
+ # optimal dag with AIC
+ dag <- mostprobable(score.cache = mycache, score = "aic")
+ fabn <- fitabn(object = dag, method = "mle")
+ aic.values[i] <- fabn$aic
+ # optimal dag with MDL
+ dag <- mostprobable(score.cache = mycache, score = "mdl")
+ fabn <- fitabn(object = dag, method = "mle")
+ mdl.values[i] <- fabn$mdl
+ }

Figure 6 displays the network score achieved in percent of the
absolute maximum as a function of the maximum allowed
number of parents per node for three scores (AIC, BIC, MDL).
The maximum needed number of parents per node depends
heavily on the chosen score. The AIC’s learned network requires
ten parents per node, whereas the BIC’s learned network and

the MDL score require only seven parents per node. This is
coherent with Figure 1, where both stepwise model selection
and BN modeling approaches with AIC select a more dense
network than with BIC. Thus, choosing the score is an important
modeling decision. For this case study, the BIC score will be
preferred. The rationale for this subjective modeling choice is the
following: since BIC is more parsimonious in terms of model
complexity (considering the number of possible relationships
within the network) with a limited number of observations, it is
very popular with BN analysis and is closer to a Bayesian score.
Based on that information, an exact search can be performed
using the mostprobable() function. In the eventuality that
the number of nodes would exceed 20, we would have to rely on
a heuristic approach. The function searchHillclimber() ,
for example, performs multiple greedy hill-climbing searches
and returns a consensus network based on a user-defined
thresholding percentage. It is a good alternative when an exact
search is not possible for computational reasons.

5.6. Control for Robustness and
Accounting for Uncertainty
The next and final modeling step is 2-fold. It aims to control
for overfitting and to account for uncertainty in the model. In
statistics, and more generally in data analysis, overfitting is the
production of an analysis that too closely represents the data
and thus may poorly generalize findings. Overfitting produces

an overly complicated model that captures unnecessary features
of the studied problem. Underfitting produces a model that is
too simple and thus does not capture an essential features of
the studied problem. Both under- and over-fitting are limiting
factors for the reliability of any analysis, but in BN modeling,
the risk of overfitting is known to be high, so measures should
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FIGURE 6 | Network score: Minimum Distance Length (MDL), Bayesian Information Criteria (BIC), and Akaike Information Criteria (AIC) as a function of network

complexity, i.e., the maximum number of allowed parents per node.

be taken for controlling it. Multiple approaches have been
proposed to manage the tendency of BN modeling to overfit the
data. Parametric (2) and non-parametric (16) bootstrapping are
very popular methods. In this case study, we use a structural
Monte-Carlo Markov Chain (MCMC) sampler implemented
in the mcmcabn R package (47). This approach allows us to
construct MCMC samples respecting global structural priors and
the chosen constraints (see Supplementary Material for details).
The output of this modeling step estimates the probabilities of
each arc’s existence in the DAG. Based on those probabilities,
the final DAG is pruned by removing the arcs that do not
have enough support. Additionally, structural MCMC can be
computationally faster for a certain class of problems.

As a by-product, the Bayesianmodel averaging approach helps
to account for uncertainty during the modeling process. It is
plausible to imagine that multiple DAGs are realistic for the data
and that the limited sample size of the FCV dataset does not let
us select among them objectively. Bayesian model averaging is a
technique for reporting the acceptable manifold models. It has
shown promising and impressive results with real-world data in
closely related research fields (48–50).

From an applied perspective, so-called structural queries are
very attractive features deducible from the MCMC sample.
Structural queries are typical questions the researchers can ask
the models, such as: What is the probability that the classical
signs of URTD (nasal discharge, ocular discharge, conjunctivitis,
and sneezing) are NOT associated with the FCV status? (99.7%);
or What is the probability of the gingivostomatitis complex being
directly associated with the FCV status if the vaccination status

is NOT? (50%). These modeling queries are typically laborious
to address with classical statistical methods, making Bayesian
model averaging a very promising complementary approach
to BN modeling.

5.7. Presentation of ABN Results
An ABN analysis produces qualitative results (see Figure 7) and
quantitative results (see Table 2). Figure 7 displays a pruned
additive Bayesian network model constructed by pooling results

across 100,000 MCMC moves. A thinning factor of 100, a burn-
in phase of 17% of the total number of MCMC steps, a non-
informative global network prior, and a thresholding factor of
50% were used. The original DAG was obtained using the BIC
network score and seven parents per node at maximum. Three
prior knowledge constraints were incorporated into the analysis:
the nodes Sex, Age, and Pedigree cannot have any parents. The
original DAG (presented in Figure 1 in the red square on the
right) has 20 arcs. The pruned one (see Figure 7) has 19 arcs.
The square nodes are binomial, the triangular node is Poisson,
the oval nodes are Gaussian, and the pentagonal node is based
on multinomial distributed variables. The gray scale values of
the nodes display the contribution levels of the variables (target
variable, viral and bacterial pathogens, retrovirus infections,
clinical signs, and animal level risk factors). The thickness of
the arrow is proportional to their probability, as in classical
regressions, where the effect size is almost always reported with
a measure of significance. The probability of an arrow in a BN
model is the counterpart of the P-value in a regression analysis.
The percentages are reported inTable 2 under Support. This table
also shows the regression coefficients and their interpretation.
The Confidence Intervals (CIs) are Wald-type CIs. The odds and
rate ratios have a simple epidemiological interpretation. If smaller
than one, a ratio has a negative effect. Inversely, if larger than one,
the effect is positive. This direction of the effect is displayed in
the DAG.

5.8. Interpretation of the Findings
The ABN analysis aims at studying the determinants of the
FCV status. Despite using a different framework for the analysis
and different datasets, the findings of the present case study
are very similar to the initial results presented by Berger
et al. (44). In Figure 7, the FCV status is directly associated
with the vaccination status, the gingivostomatitis complex, the
size of the housing group, and the presence of M. felis. The
vaccination is negatively associated with the FCV status, with
an odds ratio of 0.38 (i.e., the vaccinated cats are less likely
to have a positive FCV status) and a supportive probability of
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FIGURE 7 | Pruned additive Bayesian network model selected using BIC score, with a maximal parent limit of seven, constructed by pooling results across 100,000

MCMC moves [thinning factor of 100, burn-in phase of 17% of the total number of steps, and non-informative global network prior (except the already mentioned

network restriction)]. The squares are binomial, the pentagon is Poisson, ovals are Gaussian, and the triangle is based on multinomial distributed variables. The FCV

node is directly associated with the factors vaccination status, gingivostomatitis, M. felis, and group size. The solid arrows represent positive effects and the dashed

arrows, negative effects. The thickness of the arrow is proportional to the support probability. The gray scale values of the nodes encode their level of contribution

(target variable, viral and bacterial pathogens, retrovirus infections, clinical signs, and animal level risk factors).

70.7%. The FCV status is positively associated with gingivitis
and stomatitis aggregated, with an odds ratio of 8.17 in all
MCMC samples. Gingivostomatitis indicates an inflammation
of the caudal and buccal oral mucosa and, occasionally, other
oral mucosal surfaces. The FCV status is also positively directly
associated with the presence of M. felis, with an odds ratio of
2.69, with a supportive probability of 100%. Housing cats in large
groups is also found to be a risk factor (with a rate ratio of 1.57
present in all MCMC samples).

The original study used a dichotomized variable for group
size. In the present case study, we used a Poisson-distributed
variable. Based on Figure 5, a zero-inflated or negative binomial
may have been a better choice. Unfortunately, these distributions
are not available in the abn R package. Interestingly, as was
found in the original publication (44), classical signs of URTD
(such as nasal discharge, ocular discharge, conjunctivitis, and
sneezing) are not found to be directly associated with FCV
status. The reduction of the group size and vaccination are the

two actionable factors found to be directly associated with the
FCV status and are recommended as a measure to control FCV
infection. Alternatively, the presence of gingivostomatitis or M.
felis infection is a strong indicator of an FCV-positive status in
a cat. Another nice feature of a BN analysis is the possibility
of gaining insights into the relationships with variables other
than the targeted one. Beyond the FCV interpretation, one can
see that cats with a pedigree are more likely to be vaccinated,
less likely to have outdoor access, and less likely to suffer from
gingivostomatitis complex compared to non-pedigree cats. The
older a cat is, the more likely it is to suffer from gingivostomatitis
complex but the less likely it is to be C. felis-positive. Figure 7
also shows that a cat’s sex with reproductive status, FeLV status,
and FIV status are not associated with the rest of the network.
However, only five positive cases occur in the dataset for FeLV
and FIV status, and so this result should be treated cautiously.
Sex and reproductive status seem not to play a role in FCV
infection dynamics.
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TABLE 2 | Regression coefficient estimates and 95% Confidence Intervals (CI)

with their interpretation and data support (computed with structural MCMC).

Arc Coefficient 95% CI Interpretation Support

[%]

FCV–Vaccinated 0.38 [0.2;0.72] Odds ratio 70.7

FCV–Gingivostomatitis 8.17 [4.63;14.42] Odds ratio 100

C. felis–URTD 22.20 [3.13;157.59] Odds ratio 100

C. felis–Age 0.33 [0.14;0.77] Odds ratio 94.9

M. felis–FCV 2.69 [1.62;4.48] Odds ratio 100

M. felis–FHV-1 3.00 [1.54;5.58] Odds ratio 53.2

M. felis–Outdoor 0.50 [0.31;0.82] Odds ratio 59.9

Gingivostomatitis–Pedigree 3.00 [1.74;5.20] Odds ratio 100

Gingivostomatitis–Age 1.54 [1.19;1.98] Odds ratio 98.7

URTD–FHV-1 2.69 [1.41;5.14] Odds ratio 56.3

Outdoor–Pedigree 0.12 [0.07;0.22] Odds ratio 100

Group size–FCV 1.57 [1.35;1.82] Rate ratio 100

Group size–C. felis 0.61 [0.44;0.83] Rate ratio 97.2

Group size–M. felis 1.26 [1.10;1.45] Rate ratio 95.3

Group size–B.

bronchiseptica

2.56 [2.02;3.24] Rate ratio 100

Group

size–Gingivostomatitis

0.77 [0.66;0.90] Rate ratio 99.1

Group size–URTD 1.27 [1.11;1.46] Rate ratio 99.2

6. DISCUSSION AND PERSPECTIVE

This paper introduced BNmodeling and highlighted its strengths
and weaknesses when applied to complex epidemiological data.
We illustrated the key concepts and presented a detailed case
study analysis using open data and open code. We hope this
will help raise awareness of BN modeling and its potential
within the epidemiological community. As a secondary objective,
the case study focuses on running a complimentary analysis
on an already published dataset about FCV infection among
cats in Switzerland. The BN modeling attempts to identify
potential determinants of the FCV status and to contrast results
with previous results obtained with the standard multivariate
approach. The two analyses show very similar results, and the
ABN analysis is a convincing alternative to the original statistical
approach based on uni- and multi-variate regression models.
BN modeling can be seen as a new tool that might be useful
for giving additional new insights potentially not captured by
classical methods.

BN modeling is typically a hypothesis-generating approach
used in veterinary epidemiology when very little is known
within a research domain. For confirmatory studies, more
traditional epidemiological approaches are usually preferred.
In machine learning, it is often advisable to follow guidelines
for good modeling practices (51, 52). According to the
literature, three major points are essential components for good
modeling practices:

• Definitions of model objectives and lists of the model
assumptions and algorithms used are needed

• Model outputs should be assessed
• The model’s outputs must be fully reported.

Good modeling practices are essential to produce robust models,
as is transparently reporting possible technical or computational
issues and their workarounds. Ideally, we hope to identify and
report the single most robust DAG. A significant concern in
BN modeling is the tendency to overfit the data and to select
overly complicated models that generalize poorly. Albeit being
popular and accepted, pruning DAGs using bootstrapping leads
to crude choices regarding the possible connections in the
model and diminishes the range of possible interpretations.
Indeed, an arc is either present or absent. This approach is
somewhat rudimentary, considering the massive number of a
priori networks. Another possible focus would be to seek robust
quantification of the connection between variables among the
vast number of possible models. In the case study, we emphasize
the practical need to account for uncertainty in the final reported
DAG through Bayesian model averaging. This methodology is
a very active research field that shows encouraging results in
closely related domains and seems to be the future of BN
modeling. Bayesian model averaging could be very useful in an
applied context to avoid reducing the richness of BN modeling
to only one single model. Indeed, it allows users to quantify the
marginal impact of relationships (arcs in a network) of interest
by marginalizing out over networks or nuisance dependencies
(i.e., all other possible relationships). Structural MCMC seems to
be a very elegant and natural way to quantify the true marginal
impact so that one can determine if its magnitude is great enough
to consider it as a worthwhile intervention. The main drawback
of this technique is its considerable computational demands. The
increasing availability of cheap computational resources makes
structural Bayesian model averaging feasible for a large variety
of studies.
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Emerging and endemic animal viral diseases continue to impose substantial impacts

on animal and human health. Most current and past molecular surveillance studies of

animal diseases investigated spatio-temporal and evolutionary dynamics of the viruses in

a disjointed analytical framework, ignoringmany uncertainties andmade joint conclusions

from both analytical approaches. Phylodynamic methods offer a uniquely integrated

platform capable of inferring complex epidemiological and evolutionary processes from

the phylogeny of viruses in populations using a single Bayesian statistical framework.

In this study, we reviewed and outlined basic concepts and aspects of phylodynamic

methods and attempted to summarize essential components of the methodology in one

analytical pipeline to facilitate the proper use of themethods by animal health researchers.

Also, we challenged the robustness of the posterior evolutionary parameters, inferred by

the commonly used phylodynamic models, using hemagglutinin (HA) and polymerase

basic 2 (PB2) segments of the currently circulating human-like H3 swine influenza (SI)

viruses isolated in the United States and multiple priors. Subsequently, we compared

similarities and differences between the posterior parameters inferred from sequence

data using multiple phylodynamic models. Our suggested phylodynamic approach

attempts to reduce the impact of its inherent limitations to offer less biased and

biologically plausible inferences about the pathogen evolutionary characteristics to

properly guide intervention activities. We also pinpointed requirements and challenges

for integrating phylodynamic methods in routine animal disease surveillance activities.

Keywords: human-like H3, swine influenza, evolutionary epidemiology, phylodynamics, phylogeography, disease

surveillance

INTRODUCTION

In the past few decades, genetic analysis of rapidly evolving pathogens has become an integral
part of animal disease surveillance systems worldwide (1–4). Most current and past molecular
surveillance studies of animal disease pathogens of both public health and economical importance
such as influenza (5–7), foot-and-mouth disease (FMD) (8–10), and porcine reproductive
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and respiratory syndrome (PRRS) (11–13) viruses are dependent
on classical epidemiological and phylogenetic methods. These
studies or surveillance systems used classical phylogenetic
methods, including parsimony, neighbor-joining, or maximum
likelihood (ML) approaches to either genotype novel emerging
strains, classify viral lineages, or assess tree topologies to
distinguish between novel and emerging strains (6, 7, 13).
In addition, classical phylogenetic approaches were used
to assess correlations between the similarities of nucleotide
sequences and related epidemiological characteristics, while
ignoring uncertainties associated with estimates of phylogenetic
relationships, host, temporal, and spatial factors (7, 10, 11, 14).
Furthermore, they investigated spatio-temporal and evolutionary
dynamics of the virus isolates in a disjointed analytical framework
and made joint conclusions from both analytical approaches
(7, 10, 11, 14). Therefore, many of the past and current
molecular surveillance studies of animal diseases have ignored
that epidemiological and evolutionary dynamics of rapidly
evolving viruses occur on approximately the same time-scale
(15). Thus, studying them in a unified analytical framework
will refine their interpretations and limit biased conclusions
to subsequently improving the related molecular surveillance
activities. Classical phylogenetic approaches are not capable of
accounting for the uncertainties in evolutionary processes of
rapidly evolving pathogens or integrating related epidemiological
features into their phylogeny, which is an important advantage of
Bayesian phylodynamic methods.

The Bayesian phylodynamic methods were borrowed from
the field of evolutionary biology and have become a powerful
tool for exploring the evolutionary epidemiology of infectious
pathogens (14–17). During the last two decades, the rapid
growth of pathogens’ genetic data and computational resources
increased the applications of phylodynamic methods in animal
and human disease surveillance (17). These methods are capable
of accounting for uncertainties, and uniquely integrate complex
epidemiological and evolutionary processes in populations using
a single Bayesian statistical framework (18, 19). This framework
handles the parameters of the phylodynamic model as random
variables, in which each parameter is set by a specified
prior probability distribution (and a parallel inferred posterior
probability distribution). Therefore, this innovative quantitative
integration improved disease investigation by answering novel
epidemiological questions about the evolutionary history,
spatiotemporal origins, within and between-host transmission,
and environmental risk factors for rapidly evolving pathogens
(17). In fact, during the last decade, phylodynamic models
have become well-established tools for studying the evolution
of animal viral diseases specially influenza (20), FMD (17), and
PRRS (21). Besides, several studies advocated for the integration
of phylodynamicmethods in the routinely molecular surveillance
pipelines of animal diseases with the objectives of reclassifying
viral genotypes, distinguishing between emerging and endemic
viral strains, and selecting proper vaccine strains (17, 21–23).
These approaches will provide a robust platform for guiding the
allocation of resources within a surveillance system, for example,
targeting emerging strains with higher evolutionary rates or hosts
at high risk of generating new strains, which subsequently will
reduce the economic costs of sampling, control, and prevention

activities. Phylodynamic methods are implemented in many
open-source statistical software packages, while the most popular
user-friendly software package is formally known as Bayesian
evolutionary analysis by sampling tree (BEAST) (24).

While past studies illustrated the great potential of
phylodynamic tools, the methods are sensitive to the density
and coverage of sequence sampling, selection of genetic regions,
quality and quantity of the associated surveillance data, and
prior selection for the evolutionary parameters (15, 25, 26).
These limitations may result in biased posterior inferences,
which subsequently lead to inaccurate or biological implausible
conclusions about the evolutionary epidemiology of the
pathogen under study (e.g., false divergence time or geographical
origins). That said, most phylogenetic studies suffer from these
inherent limitations. However, setting a thorough phylodynamic
analytical pipeline, while acknowledging these limitations,
can reduce their impact on the resulting posterior inferences
and their related conclusions. Unfortunately, many published
phylodynamic studies ignored such limitations, particularly
in their analytical approach, in which they used simple naïve
priors for their evolutionary parameters while ignoring the
underlying assumptions for these priors (27–31). For example,
prior selection should adhere to the assumption that different
pathogens have unique evolutionary characteristics (14), and
therefore, using the same simple prior on different pathogens
will likely lead to the conclusion that such pathogens behaved
similarly during their evolutionary history. Also, these studies
ignored the impact of selecting different prior models on their
posterior evolutionary inferences of the pathogen under study
(26, 32). For example, the use of different prior models often
leads to different conclusions about the geographical origins of
the pathogen under study, and hence, Bayesian model selection
is a critical step in phylodynamic analysis pipelines (25, 33).

There are many studies in the published literature comparing
the results of phylodynamic models inferred from different gene
segments or evolutionary parameters’ priors (34–36). However,
few studies raised concerns about the sensitivity of the results
to the choice of different evolutionary models (20, 26) as well
as suggested a focused phylodynamic analytical pipeline for
animal diseasemolecular surveillance (37). Here, we demonstrate
the basic principles for building a phylodynamic analytical
pipeline, illustrate examples on the impact of gene segment and
prior selection on the posterior evolutionary inferences, and
highlight the prospects of the methods in improving animal
disease surveillance. We selected a publicly available dataset
compromising of 352 full genome sequences for human-like
H3 swine SI collected as part of the United States Department
of Agriculture influenza surveillance system between 2015
and 2018 as a working example. We provided a detailed
description of a classical phylodynamic analytical pipeline
encompassing both demographic and discrete phylogeographic
reconstruction of the human-like H3 virus using BEAST.
Our phylodynamic analyses included comparisons between
commonly inferred evolutionary posterior parameters (e.g.,
substitution rate/site/year, divergence times, phylogeographic
root state posterior probabilities, significant dispersal route
between states) under different combinations of node–age
and branch rate prior models. Furthermore, we extended this

Frontiers in Veterinary Science | www.frontiersin.org 2 April 2020 | Volume 7 | Article 17664

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Alkhamis et al. Phylodynamic Methods for Disease Surveillance

analytical pipeline into comparing posterior parameters inferred
from HA and PB2 gene segments. Interpretation of the resulting
posterior inferences under different scenarios, described above,
has been discussed in detail, and we highlighted examples of
their misuse in past phylodynamic studies. Our results identified
the prospects and limitations of the presented phylodynamic
pipeline in the context of animal disease surveillance on regional
and global scales. Furthermore, our results provide researchers
and stakeholders of the swine industry in the United States
valuable insights on decisions related to the sampling and
sequencing of the influenza virus genome when conducting
future phylodynamic studies and improving the design of
currently implemented surveillance systems.

BAYESIAN PHYLODYNAMIC STATISTICAL
FRAMEWORK

The summary flow chart of our phylodynamic analytical pipeline
is presented in Figure 1. This Bayesian statistical framework
is popular and well-established for studying rapidly evolving

pathogens as described elsewhere (37–39). The pipeline is divided
into five steps (Figure 1), in which two steps are dedicated to
sequence preparation and curation of relevant viral lineages,
while the following three steps are dedicated for phylodynamic
analyses of the subsequently selected lineages.

Sequence Preparation
Sequence Collection and Retrieval
A critical step for a sound phylodynamic analysis is sequence
preparation. This step can take two directions, depending on the
study design and the objectives of the analysis. The first direction
involves primary data analyses of novel sequences, in which they
are either part of a designed study to identify the evolutionary
characteristics of newly emerging viral strains (27, 37, 39) or part
of an ongoing active surveillance program (40). This direction
usually includes the collection and sequencing of novel viral
isolates from ongoing outbreaks. The second direction involves
secondary data analyses of sequence collections published in
publicly available genomic databases such as the Genbank, to
mainly explore the evolutionary history of specific pathogens
either on regional or global scales (38, 41, 42). Secondary

FIGURE 1 | Flow chart showing the steps for our Bayesian phylodynamic statistical framework. Blue boxes summarize the methodological steps for the statistical

framework described in the BAYESIAN PHYLODYNAMIC STATISTICAL FRAMEWORK section of the main text (Sequence Preparation section to Summary and

Visualization of Evolutionary Inferences section). The orange table indicates the generated models for swine influenza example data described in Section Worked

Example: Evolutionary Dynamics of Swine Influenza in the United States Between 2015 and 2018. ML, maximum likelihood; RDP, Recombination Detection Program;

ESS, effect sample size; BF, Bayes factor; PS, path sampling; SS, stepping stone; HA, hemagglutinin; PB2, polymerase basic 2; GTR, general time-reversable; HKY,

Hasegawa, Kishino, and Yano; BSSVS, Bayesian Stochastic Search Variable Selection; TMRCAs, Time to the Most Recent Common Ancestor; MCC, Maximum

Clade Credibility.
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sequence analysis can either target all available viral isolates
or specific well-defined lineages (i.e., monophyletic clades)
(38, 41, 42). To reduce the impact of sampling bias on the
results of a phylodynamic analyses, it is essential to ensure the
representativeness of the viral isolates under study to the available
sequences data on both temporal and spatial scales. This step
is most important for primary sequence analyses, in which the
dataset under study needs to cover all close relatives of novel viral
isolates published elsewhere. Retrieving and combining relatives
of novel viral isolates in a single dataset will warrant a proper
inference of representative phylogenetic relationships of a tree
topology based on all available related sequences. As on many
occasions, novel sequencesmight belong to different distinct viral
lineages published elsewhere (39, 43). The basic local alignment
search tool (BLAST; https://blast.ncbi.nlm.nih.gov/Blast.cgi) is
the most popular tool for retrieving relatives of novel sequences
(Figure 1). Finally, the retrieval process should include complete
and near-complete sequences to avoid distorting the phylogenetic
relationships between the novel and the related isolates.

Sequence Metadata Preparation
The integration of a pathogen’s epidemiological characteristics
into its inferred phylogeny is the ultimate justification for the
preference of the phylodynamic approach over the classical
phylogenetic methods. Therefore, the thorough preparation of
sequence metadata, which includes retrieval of information
related to the isolate under study, is another critical step for
a sound subsequent phylodynamic analysis. Sequence metadata
can be retrieved either from public genomic databases such as
the Genbank or from the related published literature. Because
phylodynamic methods largely depend on time-stamped data,
this step starts with retrieving the data of collection for the viral
isolates under study. Thus, viral isolates with no temporal data
are typically excluded from the analyses pipeline. Next, the date
of collection is converted into BEAST readable format known
as fractional years to estimate divergence times. For example, a
virus collected on April 14, 2017, is converted into “2017.282”
as a fractional year, where “2017” is the year of collection, and
“0.282” is the number of days from the beginning of that year till
the day for sequence collection divided by the total number of
days within a typical year. Additionally, dates can be imported
to BEAUTi by a separate text file that include the complete
date of sequence collection with explicit separators (e.g., – or
/). However, in many instances, the complete date of collection
is not available, in which it misses either the exact date or
month of collection. Therefore, we can either specify the age
of the isolate as the mid-point of the corresponding month
or year, respectively. Other epidemiological characteristics such
spatial or host information can be prepared in a separate text
delaminated format with unique identifiers that link them to the
isolates in the sequence dataset. Isolates missing a none-temporal
information should be kept in the analyses and are usually labeled
with a question mark “?” to represent a missing information.
In the context of the phylodynamic field, epidemiological
characteristics such as country or host of origin are defined
as a discrete trait and are described in more detail in the
Running and Selecting Phylodynamic Models section. However,

careful selection of these characteristics is recommended to
be considered at the beginning of the analyses pipeline as a
critical part of the data preparation for the subsequent analyses.
Geographical discrete traits can be defined as the country of
origin where the pathogen was isolated or can be redefined on
smaller or larger spatial scales such as administrative regions
within a country (44) or continental scale (32), respectively,
depending on the study’s hypothesis. Besides the host of origin,
other non-spatial discrete traits such as host and environmental
attributes can also be defined as discrete traits (45).

Multisequence Alignment
Multisequence alignment (MSA) is another primary key step
in the data preparation stage of the pathogen’s genetic data
(Figure 1). It is worth noting that alignment uncertainty, for
example, in terms of the choice of alignment algorithm can affect
the subsequent phylogenetic inferences, such as tree topology
(46). However, the impacts of alignment uncertainties have not
been reported with simple pathogens like viruses, mainly when
dealing with small gene segments. Therefore, this issue might
be considered when dealing with whole genomes or with more
complex pathogens like bacteria and fungi, which can be resolved
by multiple sequence alignment averaging using different
alignment algorithms (47). Common alignment algorithms
include CLUSTAL (48), T-coffee (49), and MUSCLE (50), while
AliView is a user-friendly graphical interface that can deal
with large sequence datasets and integrate multiple alignment
algorithms (51). Performing the multisequence alignment using
an algorithm, and manually deleting the gaps within the
translated alignment, are the most common steps for most
phylogenetic studies (51). Also, confirming the reading frame

of each gene segment (excluding the 5
′
UTR) by examining the

amino acid translation is another step within theMSA procedure.
This step is commonly done, for example, for influenza virus HA
and PB2 gene segments, and potentially for segments 7 and 8,
to account for the frameshifted M2 and NS2 genes. However, it
is worth noting that this step is only important for partitioned
nucleotide models, described below.

Preliminary Phylogenetic Analyses
Inferring Preliminary Phylogenetic Trees
Phylodynamic analyses require both time and computational
resources, and therefore, conducting exploratory phylogenetic
analyses using classical methods is an essential step that will
ensure the proper setup of the subsequent phylodynamic models’
priors. Classical methods for inferring basic phylogenetic trees
(i.e., non-time-stamped trees) include the maximum likelihood
(ML) (52), maximum parsimony (MP) (53), and neighbor-
joining (54) algorithms. Inferring the basic phylogenetic tree
of a sequence dataset will help in the preliminary assessment
of the tree’s topology in terms of the magnitude of structure
across branches, degree of topological (in)congruence between
different gene segments, and selection of lineages (in large
datasets) for the subsequent phylodynamic analyses. Classical
phylogenetic algorithms are implemented in many open-source
software packages such as MEGA (55) and RaXML (56).

Frontiers in Veterinary Science | www.frontiersin.org 4 April 2020 | Volume 7 | Article 17666

https://blast.ncbi.nlm.nih.gov/Blast.cgi
https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Alkhamis et al. Phylodynamic Methods for Disease Surveillance

Dealing With Identical and Recombinant Sequences
The rapid spread and transmission of viral diseases during
epidemics provide plenty of time for the pathogen to
accumulate informative mutations in their genomes (57).
Therefore, 100% identical sequences within a dataset dilute
such information. Also, retrieved sequence datasets suffer
from inherent redundancy due to sampling bias and issues
related to the sequencing procedure (58). Hence, removing
100% identical sequences from the dataset under study,
will reduce the impact of such redundancies, strengthen
the tree structure, and shorten the computational time.
Furthermore, if the proportion of 100% identical sequences
was substantially large, it will typically lead to weaker
evolutionary signals and subsequently poorer phylodynamic
model convergence.

Recombination is a natural biological phenomenon of
rapidly evolving viruses like influenza and occurs when viral
genomes co-infect the same host cell and exchange fragments
of their gene segments resulting in new viral strains (59).
Ignoring recombination events in a sequence dataset may
advisedly bias the inferred posterior phylogenetic relationships
and, therefore, must be excluded (60). Recombination events
can be detected using the Recombination Detection Program
(61). However, recombination events are more often detected
in whole genomes than in single-gene segments. Therefore,
conducting phylodynamic analyses on whole-genome sequences
only will lead to the exclusion of many isolates resulting
in a substantially smaller dataset and subsequently biased
inferences. Nevertheless, the occurrence of recombination
events at the beginning of a novel viral outbreak might
be limited.

Assessing Phylogenetic Temporal Structure
Assessing the magnitude of temporal structure in the phylogeny
of the sequences data collected at different points of time is
the final recommended step within the preliminary phylogenetic
analyses stage (62). Here, the term “temporal structure” is defined
as the measurable difference in terms of nucleotide or amino
acid substitution between two genetic sequences sampled at
two distinct points of time (63). Therefore, if the sequence
data lacks sufficient temporal structure, then proceeding to the
phylodynamic analysis may lead to biased posterior estimates
andmisleading conclusions (62). An interactive regression-based
approach is implemented in the TempEst software package (62)
to assess the strength of the association between sequences’
sampling dates and genetic divergence through time. R2 values
closer to 1 than 0 estimated from a time-stamped ML tree
using the root-to-tip genetic distance linear regression indicate
a strong temporal structure (62). Finally, TempEst can identify
incongruent sequences that are defined as outlier isolates that
caused substantially more or less genetic divergence from the
tip to the root than one would expect given their sampling
date (62). Incongruent sequences usually result from low
sequencing quality, alignment errors, laboratory adopted and
vaccine strains, as well as natural biological processes such
as recombination.

Running and Selecting Phylodynamic
Models
Once the sequence dataset and their metadata are curated (by
the past two steps, described above), we provide a variety
of choices for selecting and running phylodynamic models
depending on the objectives of the study. Steps involving prior
specification, simulations, and summarizing posterior inferences
are all implemented in the BEAST software package (24).

Substitution Models
Large evolutionary distances (i.e., substitution per site) between
pairs of sequences caused bymultiple substitution events through
time can be underestimated when using simple distancemeasures
(e.g., Hamming distance) (64). Hence, the distance correction
technique provided by the substitution models can compensate
for the underestimation of such large evolutionary distances
(64). Phylogenetic tree algorithms such as the ML approach
incorporates substitution models that employs continuous-
time Markov chain (CTMC) models (52). CTMC models are
stochastic methods that take values from a discrete state
evolutionary space at random times, which is analogous to
a nucleotide or amino acid substitution process, allowing for
glimpsing the complete state history over the entire phylogeny
where statistical inferences are drawn (52, 64, 65). Out of many
available substitution models, the Hasegawa, Kishino, and Yano
(HKY) (66) and the general time-reversable (GTR) (52, 67) are
the most common models used to infer the phylogeny of rapidly
evolving pathogens. Briefly, both substitution models assume
a constant rate of evolution and have two major parameters,
including a rate matrix (Q) and an equilibrium vector of
base frequencies. However, the HKY model rate matrix has
two exchangeability parameters, including one transition rate
and one transversion rate parameters (66), while the GTR
model has a symmetrical substitution rate matrix where all the
exchangeability parameters are free (67).

Accommodating the rate variation across sites can be achieved
by combining substitution models with site models such as
the discrete gamma (Ŵ) model (68). However, when assuming
that the evolution rate is equal to zero, the invariant site
(I) model is combined with the corresponding substitution
model (69). Selection pressure in protein-coding genes of
rapidly evolving pathogens, in terms of synonymous to non-
synonymous substitutions, usually occurs at high rates (70). This
evolutionary phenomenon can affect estimates of divergence
time and, therefore, need to be accounted for when selecting
a substitution model (71). Partitioning the gene segment into
unique codon positions and assigning different substitution and
site model combinations can accommodate the differences in the
evolutionary dynamics within gene segments of the pathogen
under study (70, 72). Different substitution, sites, and codon
partitioning models are implemented in many ML software
packages as well as in BEAST. However, selecting the most
realistic substitution/site model and partitioning scheme for
the sequence data can be statistically achieved using either
Bayesian Information Criterion (BIC) (73), Akaike Information
Criterion (AIC), or the corrected Akaike Information Criterion
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(AICc) (74, 75). These ML-based statistical methods are well-
implemented in both PartitionFinder (76) and jModelTest (77).
Yet, a more robust Bayesianmethod for selecting a site model and
an associated substitution model is implemented as an add-on
package in BEAST 2.X (78).

Branch-Rate Models
Time-calibrated trees are modeled with the genetic differences
between sequences through the molecular clock models, which
is defined as the clock that occurs after a stochastic waiting time
in the context of substitution rate (79). When assuming that the
substitution rate across the branches is uniform over the entire
tree, then the molecular clock model is defined as strict. However,
changes in the rate of evolution of rapidly evolving pathogens
usually differ between the subtrees of its inferred phylogeny, and
therefore, relaxed branch-rate models account for the variation
in the rate of molecular evolution from clade to clade across
the branches of the tree (79). Substitution rates across branches
are assumed to be either autocorrelated (80) (i.e., substitution
rates are dependent) or uncorrelated (81) (i.e., substitution rates
are independent). The uncorrelated branch-rate prior commonly
used for rapidly evolving viruses, in which the branch rates are
drawn either from exponential or log-normal parent distribution
(81). Another alternative to the strict clock model is local
molecular clocks, which can estimate different rates for different
predefined branch groups within a tree (82). However, for large
datasets, the manual task of assigning branches to different
groups is impractical (81), and therefore, Bayesian random local
clocks can nest a series of local clocks with each extending over a
group of branches within the full phylogeny (83).

Node-Age Models
Phylogenetic trees are inferred from individually sampled
sequences to estimate the statistical properties of the population
where the sequences were collected (84). Kingman’s n-coalescent
theory (i.e., node-age model) is the first stochastic model
framework aimed at estimating the size of the sequences’
population (85). The theory describes the distribution of
coalescent times in the phylogeny as a function of the size
of the population from which the sequences were drawn (85).
Hence, in the past few decades, the coalescent theory is the
core of phylodynamic methods and has shown to be the most
useful for inferring essential parameters that shapes the evolution
and population dynamics of evolving populations including
their effective size (86), rate of growth (87), structure (88),
recombination, and reticulate ancestry (89). Expanding the
temporal frame of sampling times is the ultimate approach
for increasing the statistical power and precision of the
coalescent model in estimating substitution rates and population
demographics of rapidly evolving viruses (90). An essential
evolutionary parameter estimated from the coalescent model is
effective population size (Ne) at a specific time (t) and interpreted
as the natural population that represents sample genealogies
that have statistical features of an idealized population size
through time Ne(t) (84). However, such interpretation is only
suitable for a non-recombinant single population, whereas
complex populations with more frequent recombination events

require the use of structured tree models (84) described in the
following section.

Estimating the posterior phylogeny of a well-mixed
population with changing population size can be attained
using either parametric or non-parametric node-age models
(84). Parametric node-age models accommodate standard
continuous population functions, the simplest and most naïve,
namely, the constant population growth (CP), which assumes
that the population growth rate is zero (91). The other three
parametric models include the logistic (LG) growth (assumes
the population growth rate is decreasing over time), exponential
(EX) growth (assumes the population growth rate is fixed
over time), and the expansion (EGx) growth (assumes the
population growth rate is increasing over time) (91). One would
expect, in the event of an epidemic caused by a rapidly evolving
virus like influenza and in the absence of new vaccination, the
population growth rate of the virus would realistically fit either
an exponential or an expansion growth rate model (44, 92).

Unlike parametric node-age models, non-parametric models
can be used to visually infer the history of population size
through time (i.e., genetic diversity) from the sequence data in
terms of inclines and declines (93). These models treat each
coalescent interval as a separate segment to represent a parameter
for population size in a given time, in which the number of
segments can be specified by the investigator to generate a
sky plot (93). The piece-wise constant Bayesian skyline (BS)
is the simplest non-parametric model, which assumes that the
effective population size is experiencing an episodic stepwise
changes through time (93). However, the BS model is shown
to be very sensitive to the total number of change points (i.e.,
coalescent intervals) when specified as a prior as well as to the
number of sequences sampled at each point of time (94). Hence,
a Gaussian Markov random fields Bayesian Skyride (GMRF)
was proposed as an alternative model to BS (95). The GMRF
model is less sensitive to the prior number of change points
because it implements a temporal smoothing approach to recover
accurate population size trajectories (95). However, an improved
version of the GMRF is the Skygrid (SG), which takes into
account mutation parameters of multi-locus sequences (33). The
SG provides a more realistic estimate of demographic history
in terms of population size and divergence times, as well as
flexibility in terms of the ability to specify cut-points to the time
trajectories (33). Furthermore, the SG model is the least sensitive
to the temporal distribution of sequences (33). A notable example
of sky plots utility in PRRS virus molecular surveillance in the
United States was demonstrated by Alkhamis et al. (21) and
Alkhamis et al. (37). Their sky plot inferred a distinctly high
genetic diversity through time for the emerging 1-7-4 RFLP-type
PRRV virus (37), while inferred consistent seasonal increases
and decreases in the relative genetic diversity through time for
endemic strains isolated between 2014 and 2015 (21).

Phylogeographic and Other Epidemiological

Phylodynamic Models
Mugration models are substitution models used to infer the
migration processes of evolving organisms (96). The most
notable implementation of a migration model was developed by
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Lemey et al. (97) using a CTMP to infer H5N1 avian influenza
virus’s global origins and movements between countries. They
used countries from which the sequences have been sampled
as discrete traits to estimate migration rates between pairs
of predefined sets of geographical locations, and therefore,
the method is named discrete phylogeography (97). Also, the
method is known as discrete trait analysis (DTA) because it
has the flexibility to use any other discrete trait such as host
or farm characteristics from which the sequences have been
isolated to model migration rates between infected hosts and
farms (37, 98). Besides, the method can infer ancestral origins
(i.e., from the assigned discrete traits) for the internal nodes
of the phylogeny through their estimated root state posterior
probabilities (RSPP) (97). However, the most notable feature of
discrete phylogeographic models is the integration of a Bayesian
stochastic search variable selection (BSSVS) procedure to identify
significant viral dispersal routes between geographical regions
or host species (97). BSSVS can also infer the significance of
the directionality in the migration process between pairs of
discrete traits through integrated symmetric and asymmetric
substitution models. The symmetric (Sym) model assumes that
the transition rate from state “A” to “B” is the same as the
transition rate from state “B” to “A” (i.e., directional spread
between traits is insignificant), while the asymmetric (Asym)
model assumes that the transition rate from state “A” to
“B” is different from the transition rate from state “B” to
“A” (i.e., directional spread between traits is significant) (97).
However, the lack of a sufficient number of sequences closer
to the root of the phylogeny can impact accurate estimation
of ancestral traits (i.e., ancestral geographical location or host)
by the DTA method (97). Therefore, DTA robustness can be
improved by increasing the geographical density and temporal
depth of sampling (96). DTA is also limited by the type and
number of variables that can be used to estimate ancestral
states. Therefore, the BSSVS framework has been extended to
accommodate a transitional rate matrix between discrete traits as
a generalized linear model (GLM) (22, 32). Themethod improves
biological plausibility of the inferred RSPP for the ancestral
traitsby simultaneously estimating the inclusion probabilities of
geographic, demographic, and environmental predictors (22).
However, the method is shown to be more sensitive to sampling
bias than the standard BSSVS approach (32). Hence, comparative
sensitivity analyses to sampling bias between the approaches are
recommended to avoid severely biased inferred RSPPs.

In some settings, geographical boundaries cannot be defined
by discrete spatial traits such as the distribution of wildlife hosts
or disease vectors and, therefore, viral evolution and spread better
modeled by continuous spatial diffusion models (96). When
precise geographical information is available (i.e., longitude
and latitude), continuous phylogeographic can reconstruct the
viral spatio-temporal evolutionary history using relaxed random
walk models (19). These models can additionally estimate viral
dispersal rate in km2/year and can distinguish whether the spatial
diffusion process was homogenous (e.g., dispersal by air) or
heterogeneous (dispersal by movements) (19, 21).

In many instances, sequence samples tend to cluster within a
geographical region leading to incomplete mixing and formation

of structure in the population. This might bias the posterior
inferences that estimated the coalescent phylogeographic models
mentioned above. Hence, the recently developed structured
coalescent tree models for inferring phylogeography can
simultaneously model the migration process between regions
while allowing for those regions to have their unique coalescent
rates (96, 99). Unlike BEAST 1.X, BEAST 2.X has recently
implemented several structured coalescent models for inferring
geographic and between-host transmission histories, including
Bayesian structured coalescent approximation (BASTA) (26),
structured coalescent transmission tree inference (SCOTTI)
(100), and marginal approximation of the structured coalescent
(MASCOT) (101).

The complexity of infectious disease transmission dynamics
pushed the capacity of phylodynamic models beyond
demographic and phylogeographic reconstructions into
investigating traditional and new epidemiological problems. One
notable example was demonstrated by Volz et al. by developing
a structured coalescent susceptible-infected-recovered (SIR)
model to infer reproductive numbers from viral sequences
data (102). Similar, but more complex, implementations of
mathematical epidemiology in the phylodynamic models were
described elsewhere (103, 104).

Setting and Running Phylodynamic Models
Prior phylodynamic models described above can be readily
selected and set using a graphical user interface (GUI)
implemented within the BEAST software package, namely, the
Bayesian Evolutionary Analysis Utility (BEAUti) (24, 105). After
selecting and setting the models, the software generates a
standard XML format structured text file allowing for flexible
modifications for more sophisticated evolutionary models.
However, the generated XML files are very complex in their
structure, and therefore, manual modifications should be made
by relevant experts to avoid the introduction of significant
error into the model (105). Additional tutorials on selecting
and setting evolutionary models using BEAST 1.X are available
elsewhere (106–108).

Phylodynamic model selection is a critical component of
the analysis pipeline described in Figure 1, simply because
different pathogens or gene segments have different evolutionary
processes. Therefore, using a single phylodynamic model with
similar priors to infer the evolution of multiple pathogens
may be biologically implausible, leading to biased inferences.
Exploring the fit of the sequence data to different phylodynamic
model combinations, in terms of substitution, branch rate, and
node age to infer divergence times, Time to the Most Recent
Common Ancestor (TMRCAs), evolutionary rates is the best
strategy for ensuring accurate estimation of posterior inferences.
For inferring viral demographic history, our suggested pipeline
(Figure 1) leads to the generation of eight phylodynamic model
combinations for a single gene segment, including the selected
substitution model (by PartitionFinder), two branch rate priors
(UCED and UCLN), and four node-age priors (Cp, Ex, Exg,
and SG). However, when inferring phylogeographic history using
DTA, we suggest exploring both Sym and Asym BSSVS models
(Figure 1), which will lead to the generation of 16 models. Our
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rigorous analytical pipeline is indeed timely and computationally
demanding, but on the other hand, it will lead to the selection
of the most realistic model that fits the sequence data with
confidence. However, this suggested pipeline is not a strict set of
procedures that will ensure appropriate inferences, and therefore,
researchers may explore other model or analytical pipelines
relevant to their evolutionary hypotheses. It is worth noting that
the computational efficiency has been substantially improved in
BEAST version 1.10 and the accompanied software library Broad-
platform Evolutionary Analysis General Likelihood Evaluator
(BEAGLE; permits flexible parallel computing) when compared
to earlier versions. The fit of the sequence data to the
most realistic phylodynamic model can be assessed through
simultaneous estimating the marginal likelihood (MLL) using
the path sampling (PS) (25) and stepping-stone sampling (SS)
(109) implemented in BEAUti using the standard settings (i.e.,
simulating across 100 samples for 1 million cycle from the
posterior to the prior with a prior reflection point of Beta [0.3,
1.0]). The joint posterior probability density of the models’
parameters is estimated by the MCMC algorithms. Setting the
appropriate length of the MCMC chains (i.e., number of cycles)
to ensure model convergence is dependent on the number of
sequences in the dataset. One recommended approach is to
quadratically increase the chain length relative to the number
of sequences (e.g., 4 million states per sequence) (110). Finally,
creating duplicate runs from each generated model can aid in
assessing the performance stability of the MCMC simulations
and their MLL estimates.

Evaluating Phylodynamic Models
MCMC log-files generated by BEAST can be thoroughly
evaluated using a friendly GUI software known as Tracer
(111). The software provides a simultaneous platform for
summarizing and visualizing posterior estimates. Appropriate
model convergence can be evaluated by examining the MCMC
mixing (based on acceptance ratios) using trace plots, after
discarding the 10% of the sample (the “burn-in”). Besides,
assessing the estimates of the effective sample sizes (ESS) for
each parameter, in which ESS values >200, indicates good model
convergence (111). On some occasions, good model convergence
does not ensure consistent parameter estimation due to the use
of non-informative priors implemented in BEAUti. Therefore,
it is critical to compare posterior parameter estimates (e.g.,
evolutionary rates, population growth rates, PS, and SS MLL
estimates) between independent runs for each model to warrant
that each parameter is closely identical to its duplicate run. In
case of improper model convergence and inconsistent parameter
estimation, it is recommended to either increase the length of
the MCMC chain or the use of informative priors from previous
MCMC runs for the same gene segment or pathogen.

Model selection is achieved by comparing the Bayes factor
(BF) of the resulting MLL estimates (from the PS and SS
methods) of their corresponding candidate models (25). Briefly,
the BF value of the candidate models is summarized using a
matrix and computed using the following equation:

BF = 2(lnp (Y|Mi) − lnp
(
Y

∣∣Mj

)
)

where Y is the sequence data, Mi is the candidate model “i,”
Mj is the competing candidate model “j,” and lnp (Y|M) is the
MLL estimate by either SS or PS simulators. BF values estimated
by the SS method are summarized on the upper off-diagonal
of the matrix, while BF values estimated by the PS method are
summarized on the lower off-diagonal of the matrix. A model
with horizontal (i.e., row side of the maxtrix) BF values greater
than other candidate models is selected. Additional applied
examples on model selection using BEAST 1.X are available
elsewhere (106–108). The ultimate goal of the model selection
procedure is to find the best fitting model that generated the
data, while combining simplicity with biological realism, to
appropriately represent the evolutionary characteristics of the
pathogen under study (25, 112).

Summary and Visualization of Evolutionary
Inferences
Inferred relative genetic diversity through time (or other
reconstructed demographic trajectories) and its highest posterior
density (HPD) interval can be summarized using sky plots
(e.g., Skygrid plot) generated by Tracer. Similarly, estimates of
divergence time, TMRCAs, and substitution rate/site/year with
their HPD intervals can be summarized in Tracer using either
box or violin plots (111). Also, Tracer provides a flexible platform
for simultaneous comparison of evolutionary estimates inferred
by multiple phylodynamic models.

Next, the resulting marginal posterior probability density of
the selected model is summarized as a maximum clade credible
(MCC) tree using TreeAnotator (24) to generate a tree file. MCC
tree (from the tree file) can be then visualized and annotated
with either posterior support values or RSSPs of the discrete traits
at the internal nodes using FigTree (113). In addition, FigTree
provides many customizable tree visualization options as well as
it allows the users to upload additional information using a text
file to annotate flexibly descriptions on the nodes and branches
of the trees.

SpreaD3 is an interactive Java-based parsing and rendering
tool that can summarize and visualize phylodynamic
reconstructions to infer spatio-temporal and trait evolutionary
history (114). Also, SpreaD3 integrates JavaScript D3 libraries to
provide a web-based visualization platform for phylogeographic
trees and their related inferences by combining information from
the MCC tree and GeoJSON-based geographic map files (114).
SpreaD3 can generate a time-lapse that superimposes the MCC
tree annotated with either discrete or continuous spatial traits
on a map, which can be visualized using either GIS-KLM virtual
globe software (e.g., Google Earth) ormodern web-browsers (e.g.,
Safari or Chrome). This time-lapse demonstrates the epidemic
reconstruction of pathogen evolutionary history through space
and time, which can quantify the diffusion processes within
and between geographical regions. Furthermore, SpreaD3 can
identify and plot well-supported rates between pairs of discrete
traits using BFs estimated from the symmetric or the asymmetric
BSSVS models. Statistically significant rates with large BF values
can be used to demonstrate critical viral dispersal routes between
geographical regions or transmission cycles between host species.
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WORKED EXAMPLE: EVOLUTIONARY
DYNAMICS OF SWINE INFLUENZA IN THE
UNITED STATES BETWEEN 2015 AND 2018

Sequence Data
The spillover of H3 SI virus from humans to swine in the
early 2010s in the United States resulted in a novel emerging
virulent strain, which was antigenically distinct from endemic
swine strains, and therefore was named “human-like” H3
virus (115). Swine-related anthropological activities such as
pig movement and vaccination are the most likely factors for
the continuous emergence of SI novel strains (6). Therefore,
integrating phylodynamic methods with influenza surveillance
systems may reduce the continuous evolutionary implications of
SI viruses on both public and animal health in the United States
and worldwide. Here, we chose DTAmodels for our comparative
phylodynamic analyses example, due to their popularity, ease of
use, interpretation, and computational efficiency when compared
to more complex similar models.

Hence, we retrieved HA and PB2 nucleotide sequences
of human-like H3 SI from the Influenza Research Database
(116) to explore their evolutionary history using our suggested
phylodynamic pipeline, described above (Figure 1). The data
comprised 352 sequences with complete date and geographical
information for each gene segment and was collected from
17U.S. states (Arkansas, Illinois, Indiana, Iowa, Kentucky,
Maryland, Michigan, Minnesota, Missouri, North Carolina,
Ohio, Oklahoma, Oregon, Pennsylvania, South Dakota, West
Virginia, Wisconsin) between January 8, 2015 and June 1,
2018. The sequence data were collected from the swine
production systems and exhibition swine agricultural state
fairs as part of the United States Department of Agriculture
(USDA) swine influenza surveillance program (40) and was
partially analyzed by Walia et al. using classical phylogenetic
methods (6). We aligned the sequences for both gene
segments and assessed the topological (in)congruence of their
phylogeny by performing an ML analysis for the individual
segments using the GTR + Ŵ substitution model, which
entailed 10 through bootstrap searches with 100ML replicates
in each run (Supplementary Figure 1). For the subsequent
phylodynamic analyses, we removed recombinant and 100%
identical sequences, which reduced the dataset to 142 sequences
for each gene segment (Supplementary Table 1). We then
evaluated the fit of the sequences to themost realistic substitution
model and partitioning scheme using the BIC approach. Finally,
we evaluated the temporal signal in the sequence data and found
that both segments were suitable for the subsequent molecular
clock analyses (R2 = 0.65 and 0.40 for HA and PB2, respectively)
(Supplementary Figure 2).

Comparative Phylodynamic Analyses
We assessed the sensitivity of the inferred posterior evolutionary
of human-like H3 SI sequence data to the choice of different
gene segments (i.e., HA vs. PB2) and phylodynamic priors,
including substitution, discrete spatial trait, branch rate, and
node-age models on the (Figure 1). For each gene segment,
we generated 16 phylodynamic models (a total of 32 runs

for both segments) using the default none-informative priors’
combinations implemented in BEAUTi (Figure 1). These prior
models included: (1) the GTR + Ŵ vs. the HKY + Ŵ for
the site models; (2) the symmetric vs. asymmetric for discrete
spatial models; (3) the UCLN vs. UCED for the clock models;
and (4) the CP vs. The EG vs. The EGx vs. the SG for the
coalescent tree models (Figure 1). We excluded spatial traits (i.e.,
U.S. states) with only one sequence (Supplementary Table 2)
leading to the inclusion of 10 states in the subsequent DTA.
Also, we evaluated the fit of the 16 phylodynamic models to
the HA and PB2 sequences using the BF comparisons of their
MLL estimated by the PS and SS simulator in order to select
the most realistic model and correctly interpret its posterior
inferences. We then used two replicate MCMC simulations for
150 million cycles and sampled every 1,500th state for each
candidate model.

After assessing for proper model convergence, we compared
the inferred evolutionary demographics of each candidate model
by summarizing their inferred divergence times, substitution
rates, and TMRCAs. Besides, we then generated the SG
plots to compare relative genetic diversity for HA and
PB2 gene segments inferred from the two different sites
and discrete spatial models. Similarly, we compared the
phylogeographic inferences of each model by generating MCC
trees, summarizing the RSPPs of the states, and plotting them
at the internal nodes of their corresponding trees. Finally, we
selected and plotted the statistically significant dispersal routes
between states under each candidate model using a cutoff
BSSVS-BF ≥ 10.

Results
Demographic Posterior Inferences of HA and PB2

Gene Segments
The BIC values, described above, indicated that the HKY +

Ŵ is the best fitting substitution model for the HA gene
segment (BIC = 13,399), while the GTR + Ŵ is the best
fitting substitution model for the PB2 gene segment (BIC =

20,029). In addition, results of the BF values (≥5) indicates
that the best fitting branch-rate and node-age models to the
sequence data were the SG + UCLN for HA and SG +

UCED for PB2 segments (Supplementary Tables 3–6). However,
there were no significant changes in the posterior demographic
inferences when choosing the opposite substitution model
for both gene segments. Similarly, our results indicate that
the choice of discrete spatial and node-age models does
not substantially change the estimated divergence times and
substitution rates/site/year (Figure 2) for each gene segment
alone. Additionally, these estimates were also not sensitive to
the choice of branch-rate models (i.e., UCED and UCLN).
However, when comparing divergence times between segments,
our results indicate substantial differences in a magnitude of
∼8 years, in which the divergence time for the HA segment
was around 2013 (Figure 2A), while for the PB2 segment, it
was around 2005 (Figure 2C). No differences were observed in
the substitution rates/site/year between the two gene segments,
which were ranging between 3.3 × 10−3 (95% HPD; from 2.8
× 10−3 to 3.9 × 10−3) and 2.9 × 10−3 (95% HPD; from 2.2 ×
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FIGURE 2 | Box plots of divergence times and evolutionary rates (substitution rate/site/year) of hemagglutinin (HA) and polymerase basic 2 (PB2) gene segments of

human-like H3 swine influenza virus collected between January 2015 and June 2018 in the United States. The boxplots summarize the posterior estimates of eight

phylodynamic model combinations (node-age and BSSVS priors) for each gene segment. Boxes represent 95% high posterior density (HPD), and midlines indicate

the posterior median for each estimate. Blue and red boxes indicate symmetric and asymmetric models, respectively. (A) Divergence times of HA gene. (B)

Substitution rates/site/year of HA gene. (C) Divergence times of PB2 gene. (D) Substitution rates/site/year of PB2 gene.

10−3 to 3.8 × 10−3) for HA and PB2 segments, respectively
(Figures 2B,D).

Similarly, posterior estimates of TMRCAs were not sensitive
to the choice of phylodynamic priors but were different
between the two gene segments (Figure 3). Hence, based on
the HA segment, our results hint that the oldest human-
like H3 strains emerged from the state of Minnesota in mid-
2013 (Figures 3A,B), but with a notable overlap in the 95%
HPD of the TMRCAs inferred for other states (excluding
Maryland). However, results distinctly suggest that the youngest
strains emerged from the state of Maryland in early 2017.
Results of the PB2 segment were inconclusive in terms of
determining the oldest strains, but identical to the HA gene in
identifying Maryland as the state of the youngest viral strains
(Figures 3C,D). Also, the choice of spatial trait model did not
affect our estimates of genetic diversity for both HA and PB2
segments (Figure 4). Our SG plots inferred seasonal variations
in terms of increases and decreases, in the genetic diversity
through time for HA segments (Figures 4A,B), while the genetic
diversity of the PB2 segment gene slightly declined after 2015
(Figures 4C,D).

Phylogeographic Posterior Inferences of HA and PB2

Gene Segments
Our inferred phylogeographic posteriors did not show
sensitivity to the selection of substitution or molecular
clock priors. However, substantial differences were inferred
when selecting different node-age and discrete spatial trait
priors. Inferences from both the CP and the EX node age
with the asymmetric models implicated Missouri as the most
likely ancestral state for the human-like H3 virus currently
circulating in the United States when using the HA gene
segment (Figures 5A,B). However, the EGx and the SG
with the asymmetric models Illinois and Minnesota as the
most likely ancestral states, respectively (Figures 5C,D).
Yet, when using the HA segment, the symmetric model
with the CP, EG, and EGx priors consistently implicated
Minnesota with approximately similar estimates of RSPPs
(Figures 5E–G). In contrast, the use of the symmetric model
with the SG prior implicated Iowa as the ancestral location
for the currently circulating human-like H3 strains (RSPP
= 0.36) (Figure 5H). Interestingly, the HA sequence data
uniquely favored this prior combination when using the
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FIGURE 3 | Violin plots of state level time to the most recent common ancestors (TMRCA) of hemagglutinin (HA) and polymerase basic 2 (PB2) gene segments of

human-like H3 swine influenza virus collected between January 2015 and June 2018 in the United States. The plots were generated from the Skygrid coalescent tree

model. Red and blue colors indicate the asymmetric and symmetric BSSVS priors, respectively. (A) TMRCAs of HA gene estimated from the asymmetric BSSVS

model; (B) TMRCAs of HA gene estimated from the symmetric BSSVS model; (C) TMRCAs of PB2 gene estimated from the asymmetric BSSVS model; (D) TMRCAs

of PB2 gene estimated from the symmetric BSSVS model.

BF comparisons for the best fitting phylodynamic model
(Supplementary Tables 3, 4).

Our BF values suggested that the PB2 sequence data favored
the asymmetric model with the SG prior, but with a very
slight edge over the symmetric model with the same coalescent
prior (Supplementary Tables 5, 6). RSPPs inferred from the
PB2 segment were almost equal for all states and, hence, were
inconclusive, when using the asymmetric model with the four
coalescent priors (Figures 6A–D). Similarly, using the symmetric
model with the four coalescent priors was inconclusive in terms
of identifying the ancestral location for the currently circulating
viral strains (Figures 6E–H). More specifically, the magnitude of
differences between Minnesota and Missouri and in the inferred
RSPPs, across different coalescent priors, was substantially small
(Figures 6E–H). For example, when using the SG prior, the
inferred RSPPs were 0.18 and 0.22 for Missouri and Minnesota,
respectively (Figure 6H).

Our BF-BSSVS analyses, using the asymmetric model with the
CP and the EX coalescent priors for theHA gene segment, suggest
that the top three most significant unidirectional routes of viral
dispersal (BF > 18) were between Minnesota, Iowa, Illinois, and
Missouri (Figures 7A,B). The inferred routes maintained their
unidirectionality from the origin to the destination geographical

locations, using CP and EX priors (Figures 7A,B). Similarly,
the order of statistical significance suggests that the route from
Iowa to Minnesota is the most important for viral dispersal
between states (Figures 7A,B). In contrast, the EXg with the
asymmetric model suggests that the route from Ohia to Indiana
is substantially the most significant dispersal route (BSSVS-BF
= 1,157) (Figure 7C). Nevertheless, the SG prior agrees with
the results of the CP and EX priors in inferring the route
from Iowa to Minnesota as the most significant (BSSVS-BF =

37) (Figure 7D), while inferences from the symmetric model
and the four coalescent priors consistently agreed that the top
most significant bidirectional route of viral dispersal (BF ≥

990) was between Indiana and Ohio (Figures 7E–H). However,
disagreements were inferred on the second and the third most
significant routes when using the CP and EX on one side and EXg
and SG on the other (Figure 7H).

Dispersal routes inferred for PB2 (including the order of
significance) were also sensitive to the selected discrete spatial
model and slightly to the coalescent priors (Figure 8). Thus,
when using the asymmetric model, the top two unidirectional
routes included (1) Iowa→Minnesota; (2) Indiana→ Kentucky
(Figures 8A–D). While the CP, EX, and EXg inferred the route
from Illinois to Missouri as the third most significant route
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FIGURE 4 | Bayesian Skygrid (SG) plots of the relative genetic diversity through time of hemagglutinin (HA) and polymerase basic 2 (PB2) segments of human-like H3

swine influenza virus collected between January 2015 and June 2018 in the United States. The dark line indicates the posterior median estimate, and the 95% high

posterior density (HPD) is indicated by the light shaded areas (red and blue for the asymmetric and symmetric BSSVS priors, respectively). The vertical gray line

indicates the estimated time at which the relative genetic diversity transitioned from a slow to a fast growth rate. Yellow bars indicate the temporal distribution of the

sequence data. (A) SG plot of HA gene inferred from the asymmetric BSSVS prior. (B) SG plot of HA gene inferred from the symmetric BSSVS prior. (C) SG plot of

PB2 gene inferred from the asymmetric BSSVS prior; (D) SG plot of PB2 gene inferred from the symmetric BSSVS prior.

(Figures 8A–C), the SG prior inferred the route from Ohio to
Indiana as the third most significant route (Figure 8D). Finally,
our inferred top three significant dispersal routes were from the
symmetric model between (1) Indiana and Ohio; (2) Minnesota
and Iowa; (3) Indiana and Kentucky (Figures 8E–H).

DISCUSSION

In the past decade, our phylodynamic pipeline became well-
established and demonstrated powerful potentials to trace the
evolutionary history of both animal and human pathogens
making it an ideal tool for designing new molecular surveillance
systems. In this study, we revisited essential concepts and
definitions within the field of phylodynamic methods. Also,
we challenged the robustness of the posterior evolutionary
parameters, inferred by the commonly used phylodynamic
models, using two gene segments, of the currently circulating
human-like H3 SI viruses isolated in the United States, and
multiple priors. Subsequently, we compared similarities and
differences between the posterior parameters inferred from HA

and PB2 sequence data using multiple phylodynamic models.
Hence, we explored the robust and sensitive aspects of SI
phylodynamic models and highlighted the importance of model
selection within their analytical framework. However, unlike
classical phylogenetic methods currently implemented within the
SI surveillance system in the United States, we were able to reveal
higher resolution insights into the evolutionary epidemiology of
human-like H3 viruses by quantifying their demographic and
phylogeographic history. Therefore, animal health researchers
and stakeholders need to be aware of the method’s features,
strengths, and limitations for generating reliable inference to
guide future disease intervention activities properly.

Updated Insights in the Evolutionary
Epidemiology of Swine Influenza in the U.S.
Based on the results of the best fitting phylodynamic models
for both HA and PB2 segments, evolutionary rates of currently
circulating human-like H3 viruses in the United States
remain high with no apparent signs of substantial declines
(Figures 2B,D) and were similar to what was inferred elsewhere
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FIGURE 5 | Maximum clade credibility (MCC) phylogeny of the HA segment of human-like H3 swine influenza virus collected between January 2015 and June 2018 in

the United States. The trees are inferred from eight phylodynamic model combinations (node-age and BSSVS priors). The color of the branches represents the most

probable location state of their descendant nodes, and their color-coding corresponds to the upper left bar chart, which represents the root location state posterior

probabilities (RSPP) for each state. (A–D) Trees inferred from four node-age + asymmetric BSSVS priors. (E–H) Trees inferred from four node-age + symmetric

BSSVS priors.
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FIGURE 6 | Maximum clade credibility (MCC) phylogeny of the PB2 segment of human-like H3 swine influenza virus collected between January 2015 and June 2018

in the United States. The trees are inferred from eight phylodynamic model combinations (node-age and BSSVS priors). The color of the branches represents the most

probable location state of their descendant nodes, and their color-coding corresponds to the upper left bar chart, which represents the root location state posterior

probabilities (RSPP) for each state. (A–D) Trees inferred from four node-age + asymmetric BSSVS priors. (E–H) Trees inferred from four node-age + symmetric

BSSVS priors.
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FIGURE 7 | Dispersal routes of human-like H3 swine influenza virus between states inferred from the HA gene segment. Dispersal routes with non-zero rates were

inferred using the Bayesian stochastic search variable selection (BSSVS) approach, and statistically significant routes were selected using Bayes factors (BF). The top

three dispersal routes with the strongest statistical support (by the BFs) are plotted. Arrows’ colors correspond to the color legend of their BF values on the upper right

of each map. (A–D) Dispersal routes inferred from four node-age + asymmetric BSSVS priors. (E–H) Dispersal routes inferred from four node-age + symmetric

BSSVS priors.
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FIGURE 8 | Dispersal routes of human-like H3 swine influenza virus between states inferred from the PB2 gene segment. Dispersal routes with non-zero rates were

inferred using the Bayesian stochastic search variable selection (BSSVS) approach, and statistically significant routes were selected using Bayes factors (BF). The top

three dispersal routes with the strongest statistical support (by the BFs) are plotted. Arrows’ colors correspond to the color legend of their BF values on the upper right

of each map. (A–D) Dispersal routes inferred from four node-age + asymmetric BSSVS priors. (E–H) Dispersal routes inferred from four node-age + symmetric

BSSVS priors.
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(117). Furthermore, inferred relative genetic diversity through
time did not decline for the HA segment and showed evidence
of seasonal variation between 2014 and 2018 (Figures 4A,B),
while a slight decline in the genetic diversity was inferred
for the PB2 segment between 2015 and 2018 (Figures 4C,D).
These findings suggest that currently circulating human-like
H3 viruses will continue evolutionary activity leading to the
generation of novel strains, which is attributed to the frequent
and continuous exchange of viruses between commercial and
exhibition swine operations in the United States with the later
as the epicenter of that exchange (117). Our estimates of the
TMRCAs for HA segment slightly agree on the notion that the
oldest H3 viruses diverged from earlier outbreaks in the state
of Minnesota, which is a central region for the swine industry
in the United States (Figure 3). However, the notable overlap
in the inferred 95% HPDs of the TMRCAs between most states
(Figure 3B) suggest that the currently circulating strains are
shifting their evolutionary dynamics in terms of re-emergence
and dispersal when compared to earlier strains. Additionally,
both gene segments agree on the assumption that H3 outbreaks
were recently introduced into the state of Maryland (Figure 3).

The state of Minnesota was inferred to be the ancestral
location of human-like H3 viruses isolated from outbreaks
observed between 2009 and 2012 (118), which agrees with our
TMRCAs inferred fromHA segment (Figure 3). However, results
of the SG + UCLN symmetric model, selected as the best
fitting model for HA sequence data (Supplementary Table 4),
implicates the state of Iowa as the ancestral region (after 2013)
for currently circulating human-like H3 viruses, followed by the
state of Minnesota as a secondary ancestral location (Figure 5H).
This is not surprising since Iowa and Minnesota share the most
prominent swine production system in the United States with
the highest swine density, unrestricted and intense movement of
animals between states. Although Iowa and Minnesota are the
original hotspots of H3 viruses, our BSSVS BF results showed
a markedly significant viral dispersal route between Indiana
and Ohio (BF = 990) (Figure 7H). This suggests that the H3
viral gene flow between Ohio and Indiana, inferred for 2009–
2012 viruses remains a vital migration route since, particularly
within exhibition swine populations (117). Even though Illinois
and Indiana formulate one swine production system, there was
no significant viral dispersal route inferred between the states.
Despite the continuous nature of animal movement within
the production system of Minnesota and Iowa, no significant
dispersal route was inferred between the two states using the
HA segment (Figure 7H). Nevertheless, using the PB2 segment,
a highly significant dispersal route was inferred from Iowa to
Minnesota, suggesting that Iowa might be the new epicenter
for virus dispersal of the currently circulating H3 lineages
(Figure 8D). This result is further supported by the significant
migration route between Iowa on one side and Illinois and Ohio
on the other when using the HA segment (Figure 7H). Also, the
inferred dispersal route between Iowa and Illinois (Figure 7H)
may reflect interstate movements of exhibition pigs (119). Hence,
the movements of exhibition pigs across the United States
possibly led to expanding the spatial spread of H3 viruses to states
with limited swine production systems (117).

Unlike the HA segment, RSPPs inferred from the most
realistic phylodynamicmodel for PB2 sequences (i.e., asymmetric
+ SG + UCED) (Supplementary Table 5) did not yield
conclusive results about the ancestral geographical origin of
human-like H3 in the United States (Figure 6D). Instead, this
result demonstrates a homogenous spatio-temporal diffusion
process of the PB2 gene between states (Figure 6D), suggesting
that the virus has maintained an endemic status across the
United States after 2010. Also, results of the SG plot for
PB2, described above, showed an overall stationarity in its
genetic diversity through time (despite the slight early incline
and later decline) (Figure 4C), when compared to the HA
gene (Figures 4A,B), supporting the notion of endemic status.
However, using the PB2 segment, we inferred a notably
significant dispersal route originating from Iowa to Minnesota
(BSSVS = 193) (Figure 8D), reflecting a well-established swine
transportation route within a production system, as described
above. However, this route was not inferred as significant
when using the best fitting model for the HA segment
(Figure 7H). These results may be attributed to the fact that
PB2 evolutionary dynamics are moderately slower than the
HA segment (Figure 2) in terms of strength of the temporal
signal (Supplementary Figure 2), substitution rate (Figure 2),
and age of the segment (Figure 3). Therefore, the PB2 segment
maintained similar evolutionary dynamics to earlier strains that
emerged in Minnesota and dispersed into Iowa (120). Yet,
both HA and PB2 segment agree on the importance of Iowa
as a geographical region for dispersal of currently circulating
H3 lineages (Figures 7H, 8D). Additionally, we inferred two
significant viral dispersal routes originating from Kentucky to
Indiana and from Ohio to Indiana (Figure 8D), which further
supports the role of exhibition of swine movements between
states in maintaining the spread of H3 viruses. Both dispersal
routes are mainly maintained by the annual agricultural fairs
where exhibition susceptible swine and humans from these states
are frequently exposed to direct and indirect contacts from the
same infected hosts (121). It is worth noting that the route from
Kentucky to Indiana was hypothesized to be important for H3
gene flow between states, but past evolutionary analyses did not
observe it due to the lack of sufficient samples (117).

Robustness and Limitations of
Phylodynamic Methods
The uneven sampling of sequences in terms of temporal depth
and frequency of associated discrete traits is an inherent
limitation of most phylodynamic studies. For example, the
inclusion of many recent sequences from a single geographical
location may lead to a biased bottleneck effect in the shape of
inferred population size through time when using a coalescent
model from the Skyline family (122). This issue can be resolved by
designing studies with uniform probability sampling with respect
to space and time (122). Further, setting DTA is user friendly
and computationally more efficient when compared to more
complex coalescent models, but it underlays a few assumptions,
such as that the sequence sample size is proportional to the
size of the selected discrete state (26). Thus, including sequences

Frontiers in Veterinary Science | www.frontiersin.org 17 April 2020 | Volume 7 | Article 17679

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Alkhamis et al. Phylodynamic Methods for Disease Surveillance

from severely undersampled discrete traits will tend to produce
unreliable posterior inferences, where for example, inferred
RSPPs will be skewed toward oversampled areas. Nevertheless,
undersampling is a common problem, especially in passive
surveillance data, and therefore, the use of structural coalescent
models (e.g., BASTA) might be more appropriate (26).

Despite this inherited sensitivity of phylodynamic methods to
uneven sampling, our posterior inference from the best fitting
models showed remarkable robustness toward such limitation.
Although the largest number of collected sequences was in
2017 (80) (Supplementary Table 2), estimates of relative genetic
diversity through time did not show any striking jumps in
that year for both HA and PB2 segments (Figures 4B, 2D).
Additionally, for the HA gene, Iowa (with 26 sequences) rather
than Ohio (39 sequences) was inferred as the ancestral location
(Figure 5H, Supplementary Table 2). However, seven out of the
17U.S. states were excluded from the DTA due to the lack of
sufficient sequences, and therefore, their role was unquantified in
shaping the spatio-temporal evolution of SI. Yet, these states had
substantially fewer swine-related activities as well as SI outbreaks
than analyzed states.

Further, we showed how the posterior estimates of
demographic reconstruction were almost insensitive to the
choice of different phylodynamic priors for each gene segment
(Figures 2–4). However, inferred evolutionary estimates from
different gene regions may differ (41) or coincide (118) due
to the natural variation in their mutation rate over time. This
raises the question of whether using longer gene segments or
whole genomes provides deeper resolution into the evolutionary
history of rapidly evolving pathogens. Past influenza A studies
(41, 123, 124), including the present study, showed that HA
and NA segments typically exhibit higher evolutionary rates
than more conserved segments like PB1 and PB2. Subsequently,
segments with higher evolutionary rate will also display stronger
evolutionary signals, as described above. In our analyses,
the width of the 95% HPDs (i.e., length of the time scale)
for the median age and TMRCAs of PB2 were remarkably
wider than the HA segment (Figures 2, 3). This sizeable width
of the posterior intervals reflects the magnitude of uncertainty
surrounding inferences from the PB2 segment, as well as suggests
that inferences from the HA segment were more precise (or
robust) than the PB2 segment. Also, we demonstrated how the
PB2 segment failed to identify the ancestral geographical location
of currently circulating H3 viruses (Figure 6D). While, using the
symmetric model, we inferred four candidate ancestral locations
with inconclusive RSPPs (Figure 6H). Further, Nelson et al.
(117) were not able to infer a significant migration route between
Indiana and Ohio using the PB2 segment. Yet, we were able to
infer this particular route as significant using both the HA and
the PB2 segments (Figures 7H, 8D). Additionally, Scotch et al.
(118) confirmed agreements in the phylogeographic inferences
between HA and NA gene segments. This highlights another
decisive question about the suitability and efficiency of using
single, multiple, or whole genome when using phylodynamic
methods for molecular surveillance of viral diseases. Most
researchers advocate for whole-genome analysis by either
analyzing each segment alone or as concinnated segments.

However, in the presence of a large number of sequences, these
strategies are ill timed and require massive computational
resources, making them inefficient for targeted and near-real-
time surveillance systems. It is worth noting that substitution
rate and divergence time inferred by Alkhamis et al. (43) using
the FMD SAT1 VP1 segment were similar to the evolutionary
estimates inferred by Lasecka-Dykes et al. (125) using whole-
genome sequences, confirming the robustness of phylodynamic
methods. Nevertheless, the presence of recombination events can
severely impact the robustness of phylodynamic methods leading
to inferring biased evolutionary histories (126). Hence, targeting
the most rapidly evolving gene segment at the beginning of
an epidemic may suffice molecular surveillance activities. That
said, the choice between gene segments or the whole genome
should depend on the evolutionary properties of the pathogen,
frequency of recombination events, availability of resources, and
objectives of the molecular surveillance system.

As described above, phylodynamic inferences tend to be
biased toward the available subsets of sequences data. Hence,
when analyzing novel sequence datasets, it is critical to combine
them with genetically related lineages published in the scientific
literature or publicly available databases to reduce the impact
of sampling bias as well as improve the reliability and accuracy
of posterior evolutionary inferences. Unfortunately, several
examples published in the scientific literature used phylodynamic
methods on novel sequence datasets while ignoring their
published relatives (127–129). This led to inferring MCC trees
with unaccounted phylogenetic relationships such as nodes,
branches, and roots.

Our worked example opens considerations for future work
involving the use of more complex phylodynamic models,
described above, to shed deeper insights into the evolutionary
epidemiology of SI. For example, when the exact geographical
locations of the sequences are available, the use of continuous
phylogeographic models will enable us to include all states in
the analyses, including states with few sequences. Besides, we can
estimate the spatiotemporal dispersal speed of the virus as well as
identify dispersal patterns (i.e., homogeneous vs. heterogeneous)
across different geographical regions. Also, the use of GLM
geographical models can directly quantify the importance of
different environmental (e.g., climate) and demographical (e.g.,
pig density) factors in shaping the evolutionary history of SI in
the United States. Finally, exploring the potentials of structured
coalescent models in improving the reliability of inferences
derived from basic DTAs should be considered as well.

Future of Phylodynamic Methods for
Molecular Surveillance of Animal Diseases
The current surveillance programs rely heavily on collecting
and analyzing spatial, temporal, and genomic aspects of an
outbreak using classical statistical methods in a disjointed
analytical framework. This disjointed framework suffers from
many biases and is not capable of answering more profound
epidemiological questions about the outbreak of current
dynamics. Using our suggested phylodynamic analytical pipeline,
we were able to fulfill critical epidemiological questions about

Frontiers in Veterinary Science | www.frontiersin.org 18 April 2020 | Volume 7 | Article 17680

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Alkhamis et al. Phylodynamic Methods for Disease Surveillance

the emergence and evolution of currently circulating human-
like H3 SI viruses in the United States, with the primary goal
of guiding risk-based surveillance resources. For example, using
inferences from the HA segment, we were able to identify
the dates of epidemic introduction to each state. Also, we
were able to identify the geographic origins of the current
outbreaks and observed their genomic-spatio-temporal diffusion
process through time between states. Also, we identified high-
risk viral dispersal routes between states, rank-ordered their
significance, and defined their directions. All of these are integral
components of an effective risk-based molecular surveillance
program, and the ability to achieve in real time is the future
molecular surveillance of animal diseases. Nevertheless, the
availability of computational resources for designing an ongoing
phylodynamic-based molecular surveillance system will always
remain a challenge, especially for developing countries. That
said, a few open-source software developed recently can perform
basic phylodynamic analysis (e.g., estimate molecular clocks and
infer evolutionary models) using an ML statistical framework,
including TimeTree (130), treedater R package (131), and Least
Square Dating (120). While the algorithms implemented in these
software trades off the advantages of the Bayesian framework,
in the presence of large sequence datasets, they can produce
evolutionary estimates similar to those estimated by BEAST using
substantially less computational resources (120, 130, 131).

Nextstrain (https://nextstrain.org), which implements
TreeTime is a futuristic working example of a web-based
real-time molecular surveillance system for important human
pathogens such as influenza, Ebola, Dengue, and the newly
emerging corona (COVID-19) viruses. This surveillance system
has an on-going phylodynamic analytical engine that traces,
in real-time genetic diversity, divergence times, geographical
origins, and dispersal on global scales. The system updates the
results of the MCC tree once new sequences are deposited in
other web-based publicly available genomic databases. However,
this project is achieved through rigorous and consistent global
collaboration and data sharing. In the United States, resources
for developing a similar system for tracing animal diseases
are readily available. Nevertheless, the chain of collaboration
between researchers, government, and producers in the animal
sector is hard to maintain due to logistic, economic, and
educational (i.e., lack of awareness and skill in phylodynamic
methods) reasons. Nevertheless, recent scientific literature on
the use of phylodynamic methods for animal disease surveillance
is notably growing, which reflects the increased awareness
between veterinarians about the capacities of such methods and

the goodwill of the industry leaders to voluntarily share their

data (37, 132). Therefore, we anticipate a new era of animal
disease prevention and control in the United States. In contrast,
veterinary infrastructure in developing countries is severely
lacking, in terms of reporting and data sharing, when compared
to their human health sectors. Consequently, the question related
to the future of implementing phylodynamic methods in global
animal surveillance remains unanswered.

CONCLUSIONS

Our selected phylodynamic analytical pipeline offers an
integrated approach to not only answering more profound
epidemiological questions about emerging and endemic animal
diseases but also attempts to reduce the impact of its inherent
limitations to offer less biased and biologically plausible
inferences about the pathogen evolutionary characteristics
to properly guide intervention activities. This study has
highlighted the value of phylodynamic methods in improving
current and future molecular surveillance efforts against animal
diseases using human-like H3 SI virus as a working example.
We reviewed and outlined basic concepts and aspects of
phylodynamic methods and attempted to summarize essential
components of the methodology in one analytical pipeline
to facilitate the proper use of the methods by animal health
researchers. We also pinpointed requirements and challenges
for integrating phylodynamic methods in routine animal disease
surveillance activities.
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Network meta-analysis is a general approach to integrate the results of multiple studies

in which multiple treatments are compared, often in a pairwise manner. In this tutorial,

we illustrate the procedures for conducting a network meta-analysis for binary outcomes

data in the Bayesian framework using example data. Our goal is to describe the workflow

of such an analysis and to explain how to generate informative results such as ranking

plots and treatment risk posterior distribution plots. The R code used to conduct a

network meta-analysis in the Bayesian setting is provided at GitHub.

Keywords: network meta-analysis, Bayesian, systematic review, tutorial, veterinary science

1. INTRODUCTION

Meta-analysis is a quantitative method commonly used to combine the results of multiple studies in
the medical and veterinary sciences. There are several common types of meta-analysis. A pairwise
meta-analysis compares two treatments across multiple studies, whereas a network meta-analysis
involves the simultaneous synthesis of multiple studies to create pairwise comparisons of more
than two treatments. A third type of meta-analysis is multivariate meta-analysis, which is far less
common than the other two types (1, 2). Regardless of the type, meta-analyses can be conducted
using study-level summary data, which are usually reported in the literature. In the human health
sciences, it is also possible to perform meta-analyses using data from individual patients, but
meta-analysis using individual-level data is very rare in veterinary science (3).

In this tutorial, we focus on network meta-analysis, which is becoming increasingly common in
both human health and the veterinary sciences (4–10). Although frequently used as a synonym
for network meta-analysis, a mixed treatment comparisons meta-analysis is a type of network
meta-analysis that can be described as a “A statistical approach used to analyze a network of evidence
with more than two interventions which are being compared indirectly, and at least one pair of
interventions compared both directly and indirectly” (1). Direct comparisons of interventions are
obtained from trials or observational studies that include both interventions and compare them
directly. Indirect comparisons of interventions, on the other hand, are made based on multiple
trials that each included one, but not both, of the interventions of interest and therefore did not
compare the interventions directly as part of the original study. In general, network meta-analysis
offers the advantage of enabling the combined assessment of more than two treatments. A network
meta-analysis that includes the mixed treatment comparisons “component” has the additional
feature of enabling a formal statistical estimation of indirect treatment comparisons that might
not be available in the literature (4, 7). Most network meta-analyses include a mixed treatment
comparisons component, so we use the term network meta-analysis to refer to mixed treatment
comparisons meta-analyses throughout this manuscript. There are some R (11) packages available
for conducting Bayesian network meta-analysis such as gemtc (12) and BUGSnet (13). The output
given by gemtc is limited. For example, gemtc does not have the option to report the summary effect
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as either the relative risk or absolute risk. Further, the output
is not available in a table format. While BUGSnet is limited
to analyzing arm-level data which could be a limitation for
veterinary data which is often reported at the contrast level.

1.1. Rationale
Currently, only a few systematic reviews in veterinary science
have employed network meta-analysis. However, if the trend in
the human health sciences is indicative of what will occur in
veterinary science, we can expect to see more network meta-
analyses of veterinary studies in the future. For example, in 2010,
a PubMed search with the terms “network meta-analysis” OR
“mixed treatment comparison” yielded 10 citations, whereas by
2018, the same search returned 618 citations. The rise in the
use of network meta-analysis is a function of the value that
such an analysis provides to the decision-making community.
Instead of limiting comparisons to those that are made across
just two interventions and published in the literature, as is the
case for pairwise meta-analysis, network meta-analysis allows
the simultaneous comparison of multiple treatments, including
comparisons that are not directly available in the literature.
For many clinical decisions in veterinary medicine, there are
multiple interventions that could be used to prevent or treat
a specific disease or condition. Therefore, decision-makers are
interested in the comparative efficacy of all the options rather
than just pairwise comparisons. To illustrate the limitations of
pairwise meta-analysis, we can use the choice of which antibiotic
to use to treat bovine respiratory disease as an example. The
vast majority of publicly available trials involving antibiotics for
bovine respiratory disease were conducted in order to register
and license a particular product. In those types of trials, the
antibiotic of interest is typically compared with a placebo to
demonstrate that the antibiotic has a significant beneficial effect.
Veterinarians are actually interested in the comparative efficacy
of all the available antibiotics, but for a variety of reasons
(e.g., economic, marketing, and regulatory), few head-to-head
comparisons of antibiotics are available. A networkmeta-analysis
can fill that information gap for veterinarians by providing head-
to-head estimates of the comparative efficacy of antibiotics, even
though those comparisons are not available in the literature.

1.2. Objectives
Our objective is to provide a tutorial illustrating how to conduct
a network meta-analysis of study-level results from multiple
sources. Network meta-analysis can be conducted using a
frequentist approach or a Bayesian approach. We focus on the
Bayesian approach for three reasons:

• First, Bayesian approaches to network meta-analysis are
currently more common than frequentist approaches (14–16).

• Second, the learning curve for the Bayesian approach is steeper
than that for the frequentist approach. There are several
standard packages that can be used to conduct a frequentist
analysis, and the examples provided with the packages are
usually sufficient to enable the analysis to be conducted (17,
18). Therefore a tutorial for the Bayesian approach fills a
larger gap.

• Third, the Bayesian approach allows for many outputs that
enhance understanding of the data. For example, the point
estimate, as well as the posterior distribution of the absolute
risk of each treatment can be obtained from the results
of the Bayesian approach. Therefore, a tutorial focused
on the Bayesian approach to network meta-analysis has
greater utility.

1.3. Target Audience
We describe the step-wise workflow of a network meta-analysis,
and we provide R, JAGS (19) and BUGS (20) code for end-users
interested in troubleshooting or optimizing their own analyses
(see Appendix for link). It is not our intention to teach the
statistical foundations of network meta-analysis. We believe that
this tutorial will fill a gap between papers that explain the
underlying statistical methodology and the “black box” tutorials
that typically come with statistical packages. Our tutorial is
intended for readers interested in understanding the software-
coding and data-management processes that underlie a network
meta-analysis. It is our hope that by using our tutorial, a reader
would be able to find errors in his or her own network meta-
analysis or modify existing code to produce a new output. We
assume that the reader is familiar with pairwise meta-analysis
[see the companion paper in the frontiers series (21) and the
paper about synthesizing data from intervention studies using
meta-analysis (22) for more details].

2. ORGANIZATION

The tutorial is organized in three parts. First, we provide a basic
introduction to Bayesian networkmeta-analysis and the concepts
in the underlying model. Second, we discuss how to conduct
the analysis, with a focus on the software processes involved.
Third (in the Appendix), we provide actual code that can be
used to conduct a Bayesian networkmeta-analysis. The Appendix
contains detailed instructions on how to run the R code that
will perform the analysis and produce the desired outputs. The
code includes R and jags scripts for executing a network meta-
analysis in an R project, which contains several scripts that the
reader can run to better understand the processes associated with
conducting the analysis and obtaining the output. Not all readers
will want to delve into the mechanisms of the Appendix code.
For readers who want to conduct a network meta-analysis but
are not interested in the mechanics of coding the analysis, we
suggest that they read the first two parts of the tutorial and then
use an R package that includes functions for running a network
meta-analysis, such as gemtc.

3. THE BASICS OF NETWORK
META-ANALYSIS

3.1. Arm-Level Data and Contrast-Level
Data
The first part of a network meta-analysis is data extraction from
the primary sources, preferably based on a systematic review
conducted using an a priori protocol. The data extracted from
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the primary sources are study-level summary data (also called
aggregated data) in one of two forms: arm-level data, which
report the effect measures (i.e., absolute odds or absolute risk)
for each arm, or contrast-level data, which show the contrast
of effects, or the effect size (23), between treatment arms (i.e.,
the odds ratio, relative risk, or log odds ratio). Either type of
summary data can be used in a network meta-analysis using
either the Bayesian or the frequentist approach (7).

It is essential, however, that the data extracted for a network
meta-analysis meet the transitivity assumption, that is, that
each enrolled subject in a given study would be eligible for
enrollment in the other studies. For example, in a previous
network meta-analysis of antibiotic treatments for bovine
respiratory disease, data from studies that included antibiotic
metaphylaxis were excluded, because animals that received prior
antibiotic treatment would have limited eligibility for subsequent
antibiotic treatments and would therefore violate the transitivity
assumption (5, 6). Animals that received an antibiotic as a
metaphylactic treatment would be unlikely to receive the same
antibiotic as the first treatment of choice once bovine respiratory
disease was diagnosed. Moreover, the effect of an antibiotic might
be different if the antibiotic was previously used formetaphylactic
treatment in the same animal, so the results from studies with
and without metaphylaxis would not be the same. By limiting the
network of eligible studies for the meta-analysis to those without
metaphylaxis, the transitivity assumption would be more likely
to hold.

3.2. The Comparative Effects Model
A key aspect of network meta-analysis is the comparative effects
model. The comparative effects model forms the basis for the
estimation of the relative treatment effects, which make up the
main output of the network meta-analysis. A commonly used
approach to network meta-analysis is to directly describe the
distributions of the log odds ratio as the measures of the relative
treatment effects and then to transform the log odds ratios into
more interpretable metrics such as odds ratios or risk ratios. The
goal of the comparative effects model is to provide a mechanism
to estimate the comparative treatment effects. A critical aspect of
the comparative effects model and its relation to network meta-
analysis is the consistency assumption. The comparative effects
model provides estimates of basic parameters in the form of log
odds ratios based on comparisons between each treatment of
interest and a baseline treatment. The consistency assumption
allows pairwise comparisons between the treatments of interest
to be estimated as functions of the basic parameters estimated
in the comparative effects model. This consistency assumption is
written as:

dk1 ,k2 = dbk2 − dbk1 ,

where b is the baseline treatment, k1 and k2 are treatments other
than the baseline, and dbk2 is the true effect size (log odds ratio
in this case) of treatment k2 compared with the baseline b. In
lay terms, using the example of bovine respiratory disease, the
consistency assumption says that we can compare the effect of
oxytetracycline (k2) with that of tulathrymycin (k1) if we have

comparisons of the effects of oxytetracycline (k2) and a placebo
(b) and of tulathrymycin (k1) and a placebo (b).

3.2.1. The Fixed Effects Model and the Random

Effects Model

The first factor to consider in the comparative effects model
is whether the intervention effects are fixed effects or random
effects. Suppose there are N studies in a network, which is
composed of K treatments. Let b denote the baseline treatment
of the whole network, and let bi denote the trial-specific baseline
treatment in trial i. It might be the case that bi 6= b. In other
words, the baseline treatment of the model is a placebo, because
most of the studies include a placebo group, but a few studies
lack a placebo arm and therefore use a different treatment as
the baseline comparator. Let yibik be the trial-specific log odds
ratio of treatment k compared with bi in trial i, and let Vibik be
its within-trial variance. Assume a normal distribution for yibik,
such that

yibik ∼ N(θibik,Vibik).

The difference between a fixed effects model and a random effects
model lies in the assumptions about the nature of the between-
trial variability (24). The choice of the fixed effects or random
effects model depends on the interpretation of the log odds ratio
(θibik) and the assumptions behind that interpretation. A fixed
effects model assumes that there is one true effect size underlying
the trials for each comparison. It follows that all of the differences
in the observed effect sizes are due to random variation (sampling
error) (25), which is akin to assuming that if all the studies were
of infinite size, each would result in the same effect size. In that
scenario, under the consistency assumption, the model would be:

θi,bik = dbik =

{
dbk, for bi = b,
dbk − dbbi , for bi 6= b,

.

In this model, dbk (k ∈ {1, 2, . . . ,K}) are called basic parameters,
whereas dbik (k ∈ {1, 2, . . . ,K}, bi 6= b) are called functional
parameters, because they are a function of the basic parameters
(e.g., dbik = dbk − dbbi ). For example, consider a trial (i = 1) that
compared treatment A with treatment B. We might designate
treatment A as the baseline treatment (b) and treatment B as k.
The model assumes that the log odds ratio observed in study i =
1 is dbk. Any difference between the observed log odds ratio and
dbk is assumed to be due to sampling error. In another trial (i =
2) that compared treatment B to treatment C, we might designate
treatment C as the baseline treatment (bi). When modeling the
data, we would retain treatment B as k. The model then assumes
that the observed log odds ratio in study i = 2 (i.e., treatment
C compared with treatment B) is given by dbk - dbki . Again,
any difference between the observed log odds ratio and dbki is
assumed to be due to sampling error in a fixed effects model.

A random effects model, on the other hand, assumes that
the true effect size can differ from trial to trial, because the
effect sizes in each trial are derived from a distribution of effect
sizes, which is akin to saying that even if the studies were all
of infinite size, there would still be different estimates of the

Frontiers in Veterinary Science | www.frontiersin.org 3 May 2020 | Volume 7 | Article 27187

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Hu et al. MTC Tutorial

effect size due to the distribution of effect sizes in addition to
sampling error. Therefore, in a random effects model, there is an
additional source of variation that needs to be accounted for, that
is, the between-trial variation. The random effectsmodel has been
recommended for cases in which there is heterogeneity among
the results of multiple trials (26). The common distribution of
the between-trial variation is usually assumed to be a normal
distribution (7), so that

θi,bik ∼





N
(
dbk, σ

2
bik

)
, for bi = b,

N
(
dbk − dbbi , σ

2
bik

)
, for bi 6= b,

,

where σ
2
bik

is the between-trial variance. In a pairwise meta-

analysis, because there is only one effect size of interest, there
is inherently only one between-trial variance. By contrast, in a
network meta-analysis, there are at least two, and often many
more, effect sizes, because we have (k ∈ {1, 2, . . . ,K}). It is
often assumed, however, that there is still only a single between-
trial variance for all the treatments, which is referred to as the
homogeneous variance assumption (i.e., σ

2
bik

= σ
2). In lay

terms, this means that if we employ a random effects model
that has three treatments and therefore two effect sizes, we
assume the same σ

2
bik

for dbk1 and dbk2 . Although models that

allow heterogeneous between-trial variances have been proposed
(4, 27), we use a random effects model with an assumption of
homogeneous variance as our example in this tutorial, because
such a model is consistent with our biological understanding of
the types of interventions used in veterinary science.

3.3. Handling Multi-Arm Trials
In a pairwise meta-analysis, only one effect size is obtained from
each study, which means that each effect size is independent
of the others. However, in a network meta-analysis, there is
the potential, and often the desire, to include multi-arm trials,
which creates non-independent observations. For example, a
single trial might compare treatments A, B, and C, resulting
in three comparisons (A to B, B to C, and B to C). If A is
the baseline treatment, then the comparisons between A and
B and between A and C are basic parameters. When data
from such a trial are included in a network meta-analysis, the
assumption of independence is not valid and needs to be adjusted.
A term to adjust for the co-variance of data from multi-arm
trials must be incorporated into the comparative effects model
to correctly reflect the data-generating mechanism. For a single
multi-arm trial with ki treatments, there are (ki−1) comparisons
(yi,b2, yi,b3, . . . , yi,bki )

T . The joint distribution of the comparisons
is given by





yi,b2
yi,b3
...

yi,bki



 ∼ Nki−1









θi,b2

θi,b3

...
θi,bki



 ,





Vi,b2 Vi,b · · · Vi,b

Vi,b Vi,b3 · · · Vi,b

...
...

. . .
...

Vi,b Vi,b · · · Vi,bki







 ,

where Vi,b is the observed variance in the baseline arm in
trial i. The derivation of the value of the co-variance can be
found elsewhere (7). For a random effects model, assuming a

homogeneous between-trial variance for all trial-specific effects,
the joint distribution of (θi,b2, θi,b3, . . . , θi,bki )

T is




θi,b2

...
θi,bki



 ∼ Nki−1








db2
...

dbki



 ,




σ
2

σ
2
/2 . . . σ

2
/2

...
...

. . .
...

σ
2
/2 σ

2
/2 · · · σ

2







 .

The reason that the off-diagonal values in the variance–
covariance matrix are equal to half the diagonal values (28) (i.e.,
the correlation is 0.5) is that we want to keep the assumption of
homogeneous between-trial variance valid. For example,

Var(θi,23) = Var(θi,b3 − θi,b2) = Var(θi,b3)+ Var(θi,b2)− 2Cov(θi,b3, θi,b2)

= σ
2 + σ

2 − 2 ∗ σ
2
/2 = σ

2.

3.4. Choice of Priors
So far, we have described the comparative effects model, which
describes how the data were generated. The next step is to
estimate the parameters of the distributions of interest, that
is, the basic parameters for each treatment and the between-
trial variance. For a frequentist approach, model parameters
are regarded as unknown fixed population characteristics (14)
and estimation could be performed using a likelihood approach.
The frequentist approach does not use prior information to
estimate the parameters. By contrast, the Bayesian approach to
estimation calculates the posterior distribution of the parameters
by using the data (likelihood) to update prior information. In the
Bayesian approach, it is necessary obtain a prior distribution of
the parameters, so that the prior distribution can be updated to
give the posterior distribution.

Prior distributions must be selected for the basic parameters
dbk (k ∈ {1, 2, . . . ,K}) and, if a random effects model is
employed, also the between-trial variance σ

2. There is no need
to select a prior for the correlation of multi-arm trials, because
that correlation is constrained to 0.5 by the homogeneous
variance assumption. Vague or flat priors such as N(0, 10, 000)
are recommended for the basic parameters (7). However, The
induced prior on odds ratio (OR), has a big probability on an
unrealistic region of odds ratio such that Pr(OR > 1,000) ≈

0.47 and Pr(OR > 1029) ≈ 0.25. However, it provides vague
information on the realistic region of the odds ratio and as a
result, the posterior distribution depends little on such prior
distribution (29). There is no strict rule for selecting a prior for
σ
2. The general practice is to set weakly informative priors, such

as σ ∼ Unif(0, 2) or σ ∼ Unif(0, 5), or non-informative priors
such as 1/σ 2 ∼ Gamma(0.001, 0.001). In cases where the data
are insufficient, a non-informative prior for σ

2 would be likely to
make the posterior distribution include extremely large or small
values (30, 31). Lambert et al. (31) conducted a simulation study
using 13 vague priors and found that the use of different vague
prior distributions led to markedly different results, particularly
in small studies. On the basis of those results, Lambert et al.
(31) suggested that in any Bayesian analysis, researchers should
assess the sensitivity of the results to the choice of the prior
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FIGURE 1 | An example of the formatting of the BUGS code for the comparative model. This code was modified from code originally published elsewhere (7).

distribution for σ
2, because “vague” is not the same in all cases.

For example, if the prior chosen for the between-study variance
is Unif(0,5), a sensitivity analysis for that prior could look at
how the posterior estimates of the treatment effects (e.g., the log
odds ratios or the absolute risks) in the network meta-analysis
would change if the prior is changed to Unif(0,2), Unif(0,10),
or some other distribution. If the posterior estimates do not
change substantially, the results can be considered insensitive to
the choice of prior parameter values. Informative priors can be
considered if there are reasonable estimates of σ

2 available from
another, larger network meta-analysis that has the same context
and similar treatments as the analysis under construction (7, 32).
Having considered the choice of a random effects or fixed effects
model, the handling of multi-arm trials, and the choice of priors,
the specification of the comparative effects model is complete.
Figure 1 illustrates an example of the coding of a comparative
effects model in the general_model.bug code.

3.5. The Baseline Effects Model–the Log
Odds of the Event
After defining the comparative effects model and the priors for
the parameters to be estimated, the next step in a Bayesian
network meta-analysis is to model the baseline effect. Although it

is possible to conduct a Bayesian network meta-analysis without
a baseline effects model, the baseline effects model allows for
some unique and informative outputs from the analysis. If we
are only interested in the estimates of the log odds ratios and
the odds ratios, then there is no need to make a baseline effects
model. The baseline effects model refers to the distribution of the
event for the baseline treatment, that is, the log odds of the event
for the baseline treatment. For example, if in one study 40 out
of 100 animals in the baseline group experienced the event, the
trial-specific log odds of the event would be log(( 40

100 )/(
60
100 )). A

different trial would have different log odds of the event; however,
the log odds of the event are assumed to arise from the same
distribution in all trials. The reason for modeling the distribution
of the event risk in the baseline group is to enable absolute effects
(i.e., absolute risk) and comparative effects to be estimated on a
risk scale rather than on an odds scale. For example, if we know
the log odds ratio for all treatments compared with the baseline
treatment, then, given the absolute risk for any one treatment, we
can know the absolute risk for every treatment. For example, if
we have a log odds ratio of 0.9809 for the comparison between
treatment A and the baseline treatment, and if the baseline event
risk is 0.2 (e.g., 20 out of 100 exposed subjects experienced the
event), then we can determine that the absolute risk for treatment
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A is 0.4, using the formula

p =
OR× pb

1− pb +OR× pb
,

where pb is the absolute risk for the baseline treatment, and p
is the absolute risk for any non-baseline treatment. The absolute
effect of the baseline treatment is often selected for baseline effect
modeling, because the baseline treatment is usually the most
common treatment in the network meta-analysis, which means
that it has the most data available for estimation of the posterior
distribution of the log odds of the event. Suppose there are Nb

studies that have the baseline arm. Let θi,b (i ∈ {1, . . . ,Nb}) be the
trial-specific baseline effect (log odds of the event) in a trial i (i.e.,
the log odds). We can use the following formulation to model the
baseline effect:

θi,b ∼ N(m, σ 2
m).

This means that the trial-specific baseline effects come from a
normal distribution with mean m and variance σ

2
m. As with

the comparative effects model, we need to select priors for the
baseline effects model. The selection of prior distributions for
m and σ

2
m follows the same considerations as the selection of

priors for the effect parameters, that is, the priors should be
weakly informative or non-informative [e.g., m ∼ N(0, 10000),
and σm ∼ Unif(0, 5)]. From a coding perspective, there are two
ways to incorporate a baseline effects model into the comparative
effects model. The first approach is to run separate models,
beginning with the baseline effects model. The baseline model
yields the posterior distribution summaries of m and σm (or
σ
2
m). The posterior means (denoted by m̂, σ̂ 2

m) are then inserted
into the comparative effects model and the baseline effect can
be generated from N(m̂, σ̂ 2

m) in the comparative effects model.
Other quantities of interest (e.g., the absolute risk for the other
treatments) can then be estimated. The first approach relies on
the assumption that the posterior distribution of the baseline
effect is approximately normal. Dias et al. (33) suggests checking
that assumption (e.g., with Q-Q plot or Kolmogorov–Smirnov
test), although the assumption is usually found to hold. The
second approach to incorporate the baseline effects model into
the comparative effects model is simultaneous modeling of
the baseline effect and the comparative effects. That approach
can have a substantial impact on the relative effect estimates,
however. For more details on the simultaneous modeling of
baseline and comparative effects, refer to Dias et al. (33). Figure 2
shows the incorporation of a baseline effects model, which can be
used to obtainm and σm (or σ

2
m).

4. THE WORKFLOW FOR CONDUCTING A
BAYESIAN NETWORK META-ANALYSIS

4.1. Data Input
The data used in network meta-analyses are typically arranged in
one of three formats: one study per row, one comparison per row
(contrast-level data), or one arm per row (arm-level data only).
In our network meta-analysis functions, we use the one-study-
per-row format. The example data that we use in the following

FIGURE 2 | An example of the formatting of the BUGS code for the baseline

effects model. This code was modified from code originally published

elsewhere (7).

analysis are shown in arm-level format in Table 1. In the example
data, there are five treatments (A, B, C, D, and E). The baseline
treatment is A. It is essential that the baseline treatment is
indexed as one (1) and that the data are organized such that the
baseline treatment arms are always the “Arm1” treatment. If there
are trials with more than two arms, then corresponding columns
(e.g., “Number of Events in Arm.1,” “Arm.3,” “Arm3”) can simply
be added to the dataset. Table 2 shows the same data arranged in
contrast-level format.

4.2. Running the Analysis
After we select studies that meet the transitivity assumption,
extract the data and arrange them in the necessary format,
decide upon a fixed or random effects model, set the priors for
the basic parameters, determine the boundaries of the between-
trial variance based on the data, and obtain m̂ and σ̂m (or σ̂

2
m)

from the baseline effects model, the next step is to run the
network meta-analysis.

4.3. A Description of the Workflow of a
Network Meta-Analysis
The workflow of a Bayesian network meta-analysis can be
described as follows:

1. Use the comparative effects model and a Markov chain Monte
Carlo (MCMC) process to obtain the posterior distributions
of the log odds ratios for the basic parameters. From those
basic parameters, obtain the posterior distributions of the
functional parameters. After running the model the next sub-
steps are to:

a. Assess the convergence by evaluating the trace plots and
convergence criteria such as the potential scale reduction
factor proposed by Gelman and Rubin (34).
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TABLE 1 | Example data arranged in arm-level format.

Study Number of

event in

arm.1

Number of

event in

arm.2

Number of

event in

arm.3

Total

number in

arm.1

Total

number in

arm.2

Total

number

in arm.3

Total Arm.1 Arm.2 Arm.3 Number

of arms

Arm1 Arm2 Arm3

1 25 17 20 41 84 100 225 A B C 3 1 2 3

2 36 32 41 84 125 A B 2 1 2

3 19 7 25 25 50 A B 2 1 2

4 20 5 25 50 75 A B 2 1 2

5 41 47 50 100 150 A B 2 1 2

6 122 69 160 314 474 A E 2 1 5

7 236 53 402 399 801 A E 2 1 5

8 23 15 27 52 79 A E 2 1 5

9 175 166 281 274 555 B E 2 2 5

10 57 20 119 118 237 B E 2 2 5

11 19 12 100 100 200 B E 2 2 5

12 19 7 100 100 200 B E 2 2 5

13 16 21 258 254 512 B E 2 2 5

14 42 15 50 100 150 A B 2 1 2

15 64 34 154 154 308 A C 2 1 3

16 34 15 53 106 159 A C 2 1 3

17 70 42 130 129 259 A C 2 1 3

18 92 31 121 121 242 A C 2 1 3

19 35 20 45 90 135 A C 2 1 3

20 41 62 59 117 176 A C 2 1 3

21 37 15 43 85 128 A C 2 1 3

22 16 21 18 35 53 A C 2 1 3

23 70 35 122 123 245 A B 2 1 2

24 204 71 300 300 600 A D 2 1 4

25 111 66 523 526 1049 C E 2 3 5

26 60 50 305 297 602 B C 2 2 3

The last two columns are the treatment indexes used to distinguish different treatments in the code.

b. Check the goodness of the model’s fit using the (residual)
deviance. It is the posterior mean of the difference in the
negative 2× log likelihood between the current model and
the saturated model (35). An empirical rule to check if
the model fits well (7) is that the value of the residual
deviance should be close to the number of independent
data points (36).

c. Obtain the summary information [mean, standard
deviation (SD)] of the distributions of basic parameters
and functional parameters from the comparative effects
model and also the summary information (mean, SD) of
the distributions of basic parameters from the pairwise
comparative effects model.

2. Use pairwise comparative effects models and the MCMC
process to obtain the posterior distribution of the log odds
ratio for the treatments that have direct comparisons that can
be used later to check the consistency assumption. This step
is essentially a series of Bayesian pairwise meta-analyses based
on direct estimates. Hence, no indirect evidence is used in the
estimation procedure. After running the model again the next
sub-steps are to:

a. Ensure convergence by evaluating the trace plots and
convergence criteria.

b. Obtain the summary information of the distributions
of basic parameters and functional parameters from the
pairwise comparative effects model.

3. Using data from Step 1 and 2, assess the consistency
assumption for the treatment comparisons for which there
is direct evidence. This is done by subtracting the mean
estimated log odds ratios obtained from the posterior
distributions of the pairwise meta-analyses from the mean
estimated log odds ratios obtained from the posterior
distributions of the network meta-analysis and looking
for inconsistencies (37). The “indirect estimates” can be
obtained by

d̂indir = Var(d̂indir)

(
d̂NMA

Var(d̂NMA)
−

d̂dir

Var(d̂dir)

)
,

1

Var(d̂indir)
=

1

Var(d̂NMA)
−

1

Var(d̂dir)
,
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and should be consistent with the direct estimates. For
example, if the pairwise comparison of treatment A with
treatment B gives a mean difference in effect size of 1.2, then
the indirect comparison of those treatments should give a
mean difference in effect size that is positive and of similar
magnitude. The hypothesis that the difference between the
direct and indirect estimates is zero can be tested using a z-
score and corresponding p-value. Such hypothesis tests are
often very low powered, however, so it is recommended to
also visually evaluate the magnitude and direction of the
indirect effects and determine if they are consistent with the
direct effects.

If there is no evidence of inconsistency, and residual deviance is

also not a concern, then the network meta-analysis is complete.
If there is inconsistency, then it is necessary to evaluate the

included studies to determine the cause of the inconsistency. In

our experience, we once identified an issue with inconsistency
that appeared to be linked to a single study that contained results

that were not consistent with those of the other studies in the

network. In that situation, we removed the problematic study
from the network and performed the network meta-analysis

without it. More information about that example can be found
elsewhere (6).

The next step is to convert the distributional information
about the basic and functional parameters into a form that
is appropriate for presentation and interpretation. First, we
will discuss the estimates of the treatment effects (i.e., the
log odds ratios, odds ratios, and risk ratios). Then, we will
discuss how to derive information from those estimates. In

TABLE 3 | The estimated log odds ratio from all possible pairwise comparisons in

the network meta-analysis of five treatment groups.

E −0.648 −0.689 −0.475 −2.576

(−2.304_0.983) D −0.041 0.174 −1.928

(−1.394_0.017) (−1.646_1.559) C 0.214 −1.887

(−1.058_0.108) (−1.421_1.797) (−0.422_0.850) B −2.101

(−3.208_-1.969) (−3.451_-0.415) (−2.404_−1.398) (−2.653_−1.577) A

All the point estimates are the posterior mean of the log odds ratio of the upper left

treatment to the lower right treatment. For example, −2.101 is the posterior mean of

the log odds ratio of treatment B to treatment A. (−2.653_−1.577) is the 95% credible

interval of the log odds ratio of treatment B to treatment A.

TABLE 2 | Example data in contrast-level format.

Study Arm.1 Arm.2 Arm.3 Number of

arms

lor 2 lor 3 se 2 se 3 Arm1 Arm2 Arm3 V PLA lo

1 A B C 3 −1.82 −1.83 0.42 0.41 1 2 3 0.10 0.45

2 A B 2 −2.46 0.53 1 2 1.97

3 A B 2 −2.10 0.65 1 2 1.15

4 A B 2 −3.58 0.69 1 2 1.39

5 A B 2 −1.64 0.42 1 2 1.52

6 A E 2 −2.43 0.23 1 5 1.17

7 A E 2 −2.23 0.18 1 5 0.35

8 A E 2 −2.65 0.62 1 5 1.75

9 B E 2 −0.07 0.17 2 5

10 B E 2 −1.51 0.31 2 5

11 B E 2 −0.54 0.40 2 5

12 B E 2 −1.14 0.47 2 5

13 B E 2 0.31 0.34 2 5

14 A B 2 −3.39 0.48 1 2 1.66

15 A C 2 −0.92 0.25 1 3 −0.34

16 A C 2 −2.38 0.40 1 3 0.58

17 A C 2 −0.88 0.26 1 3 0.15

18 A C 2 −2.22 0.30 1 3 1.15

19 A C 2 −2.51 0.44 1 3 1.25

20 A C 2 −0.70 0.34 1 3 0.82

21 A C 2 −3.36 0.52 1 3 1.82

22 A C 2 −1.67 0.83 1 3 2.08

23 A B 2 −1.22 0.27 1 2 0.30

24 A D 2 −1.92 0.18 1 4 0.75

25 C E 2 −0.63 0.17 3 5

26 B C 2 −0.19 0.21 2 3

“lor 2” is the column of log odds ratio of “Arm 2” to “Arm 1.” “se 2” shows the corresponding within-trial standard error. The column labeled “V” contains the variance of the log odds of

“Arm 1” only if the trial has more than two arms, as discussed in the section “Multi-arm trials.” The column labeled “PLA lo” contains the log odds for the baseline treatment.
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reality, the distributions of the treatment effects are obtained
during the performance of the network meta-analysis. When
the MCMC process is conducted, each simulation yields an

TABLE 4 | The estimated odds ratio from all possible pairwise comparisons in the

network meta-analysis of five treatment groups.

E 0.743 0.535 0.650 0.080

(0.100_2.672) D 1.347 1.678 0.196

(0.248_1.017) (0.193_4.753) C 1.305 0.157

(0.347_1.114) (0.241_6.033) (0.656_2.341) B 0.127

(0.040_0.140) (0.032_0.660) (0.090_0.247) (0.070_0.207) A

All the point estimates are the posterior mean of the log odds ratio of the upper left

treatment to the lower right treatment. For example, 0.127 is the posterior mean of the

odds ratio of treatment B to treatment A.

TABLE 5 | The estimated risk ratio from all possible pairwise comparisons in the

network meta-analysis of five treatment groups with the summary of baseline risk

to be mean = 0.713, median = 0.728, 2.5% limit = 0.45, 97.5% limit = 0.899.

E 0.781 0.616 0.711 0.252

(0.208_2.309) D 1.074 1.260 0.423

(0.326_1.012) (0.263_2.543) C 1.200 0.411

(0.422_1.083) (0.310_3.059) (0.736_1.894) B 0.356

(0.102_0.496) (0.094_0.900) (0.205_0.675) (0.168_0.621) A

All the point estimates are the posterior mean of the risk ratio of the upper left treatment

to the lower right treatment. For example, 0.356 is the posterior mean of the risk ratio of

treatment B to treatment A.

TABLE 6 | Summary of the distribution of the rankings for the five treatments.

Treatment Mean SD 2.5% 50% 97.5%

A 4.99 0.09 5 5 5

C 3.25 0.74 2 3 4

D 2.86 1.21 1 3 4

B 2.60 0.75 1 3 4

E 1.29 0.54 1 1 3

odds ratio, a baseline event risk, and a risk ratio. The posterior
distributions of the parameters and the summary statistics for the
distributions are then extracted from the raw data produced by
the simulations. Thus, it is possible to report the following:

• All possible log odds ratios with 95% credible intervals as
shown in Table 3. These are estimated from the model using
the indirect and direct information.

• All possible pairwise odds ratios with 95% credible intervals
(Table 4). These are estimated by converting each log odds
ratio to an odds ratio during each simulation and then
obtaining the posterior distribution of the odds ratios. These
cannot be obtained by exponentiation of themean or the limits
of the posterior distribution of the log odds ratio.

• All possible pairwise risk ratios with 95% credible intervals
(Table 5). These estimates are obtained for each simulation by
using the basic parameters (log odds ratios) and the baseline
risk to calculate the probability of an event for each treatment
with the expit formula. For example, if for a particular
simulation the log odds ratio for treatment B compared with
treatment A is 0.9809 (odds ratio of 2.667), and the baseline
risk for treatment A is 20%, then the risk of an event for
treatment B is 40%. The treatment event risks are then used
to create risk ratio estimates (40/20%).

Apart from estimating all possible pairwise treatment effects
using direct and indirect data on different scales, it is also possible
to create other outputs that help to illustrate aspects of the data.

TABLE 7 | The probability of being the best treatment and the probability of being

the worst treatment.

Treatment Probability of being best Probability of being worst

A 0.000 0.992

B 0.033 0.000

C 0.015 0.000

D 0.201 0.008

E 0.751 0.000

FIGURE 3 | The ranking plot. The left column is the treatment name with the number of studies including that treatment. The right column is the posterior mean

ranking of the absolute risk of each treatment and 95% credible interval. Lower rankings have lower incidence of the disease.
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There are many options, but here we discuss only a few. Many
outputs are based on the creation of an indicator variable that
takes a given value at a frequency proportional to the probability
of an event. The indicators can be created during the simulation
process or post-hoc in R. The code in the Appendix provides
examples of both approaches.

• The average ranking of each treatment (Table 6). Once the
event probability has been determined for each simulation, it
is then possible to rank the event risk across all the treatments.
A numerical value ranging from 1 to the total number of
treatments is then assigned to each treatment. The researcher
can determine what is considered a good or high rank based
on the event and what value to assign the most desirable rank.

TABLE 8 | The probability that one treatment is better than another, i.e., has lower

disease incidence during the study period.

A 0.000 0.000 0.008 0.000

1.000 B 0.757 0.587 0.052

1.000 0.243 C 0.476 0.028

0.992 0.413 0.524 D 0.206

1.000 0.948 0.972 0.794 E

The upper quadrant provides the probability that the row treatment is better than the

column. For example, there is probability of zero that “A” (1st row) is better than “B” (2nd

column) and a probability of 0 that “A” is better than “E”.

Usually, a rank of 1 is assigned as the preferred result. For
example, consider one simulation where the probability of an
event for treatments A, B, C, D, and E is 10, 15, 17, 20, and 30%,
respectively. If the event is a desirable characteristic, such as a
cure, then the treatments A, B, C, D, and E would be assigned
the ranks 5, 4, 3, 2, and 1, respectively. In the next simulation,
the probability of the event for treatments A, B, C, D, and E
might be 5, 22, 17, 24, and 33%, respectively, so treatments A,
B, C, D, and E would be ranked as 5, 3, 4, 2, and 1, respectively.
In a Bayesian analysis, the posterior samples from all three
chains can be used to create a posterior distribution of the
rankings. The summary statistics of the posterior distribution
of the rankings can be reported. Often the mean or median of
the posterior distribution of the rankings and the 95% credible
intervals of the rankings are used to create a ranking plot, as
shown in Figure 3.

• The probability of being the best (or worst) treatment
(Table 7). Using the data from the rankings, it is possible
to sum the number of times each treatment received the
highest (or lowest) rank. The sum can then be reported as the
probability that the treatment has the highest (or lowest) rank,
which is colloquially interpreted as the probability of being the
best (or worst) treatment.

• All possible pairwise comparisons of the probability of being
better (Table 8). Using the ranking data, which are based
on the event risk data for each treatment, it is possible to

FIGURE 4 | The network plot. Each node represents treatment and the number is the corresponding number of studies including that treatment. An edge between

two nodes (treatments) means there were studies comparing these two treatments.
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FIGURE 5 | The posterior distribution of the event risk of each treatment.

sum the proportion of times that one treatment is ranked
higher (or has a higher event rate) than another treatment.
This can be done using either the ranking data or the event
risk data, which both give the same result. In our example
data, the probability that B, C, D, and E were better than A
was 10%, whereas the probability that B was better than C
was 50%.

4.4. Plots Commonly Used to Show the
Results of a Network Meta-Analysis
There are various types of plots that can be used to present the
results of a network meta-analysis. Examples of three of the most
common types are shown below.

• The network plot as shown in Figure 4. This plot is a visual
representation of the network of evidence. Although we did
not discuss the network plot until the end of the tutorial,
because it is not technically part of the network meta-analysis,
this plot should actually be generated before the networkmeta-
analysis is undertaken. The code provided in the Appendix
illustrates how to create the network plot using packages from
R. There are also other approaches that can be used to create

the network plot. The code in the Appendix includes some
common metrics used to describe networks, which are not
discussed further here (38).

• The posterior distribution of the event risk (Figure 5).
This plot illustrates the posterior distribution of the event
risk for each treatment using all posterior samples of
that risk.

• The ranking plot (Figure 3). The ranking plot uses the data
from the posterior distribution of the rankings to create a
forest plot-like graphic using the means and 95% credible
intervals of the rankings.

5. DISCUSSION

In this tutorial, we described the conceptual framework for a
network meta-analysis, explained the step-wise workflow for
conducting a network meta-analysis, and provided code in
the Appendix that illustrates the mechanics of conducting a
Bayesian network meta-analysis. The Bayesian inference tool
used in this tutorial is JAGS. Stan Development Team (39),
as an alternative Bayesian inference instrument, could also be
used to conduct network-meta analysis. As we mentioned in
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the introduction section, other packages for network meta-
analysis like gemtc and BUGSnet are also available. Compared
with gemtc, the outputs in our code are more flexible and are
shown in table format. Our code can also deal with arm-level
data as well as contrast-level data in comparison to BUGSnet.
Despite these advantages, there are some limitations. Our code
focuses on the binary outcome. gemtc and BUGSnet provide
functions handling other types of outcome like continuous and
count outcomes.

Network meta-analysis, as a popular method of
simultaneously comparing multiple treatments, still presents
challenges since it not only has the challenges as in a standard
pairwise meta-analysis but also increases the complexity due
to the network structure (40). Therefore, some assumptions
are made to ensure the validness of a network meta-analysis.
The transitivity assumption is that studies can be combined
only when they are clinically and methodologically similar
(41, 42). This means according to the Cochrane Handbook of
Systematic Reviews “that different sets of randomized trials
are similar, on average, in all important factors other than
the intervention comparison being made” (43). For example,
the distributions of effect modifiers should be similar across
studies (44). Practically, in our BRD example, the transitivity
assumption means that each study population would have been
eligible for any of the other studies and all study populations
were eligible for all treatments. An example of a situation
that would violate this transitivity assumption would be a
comparison of antibiotic treatment efficacy where one group
of trials assessed the response to 1st treatment and another
group of trials assessed the treatment response of cattle with a
1st treatment failure (re-pull). Obviously, the cattle in the 1st
treatment response are not eligible for the 1st treatment failure
studies. The validity of indirect and combined estimates of
relative effects would be threatened if this assumption is violated
(43). Consistency assumption is a manifestation of transitivity.
As we discussed in section 3.2, it requires that the indirect
evidence must be consistent with direct evidence. Violation of

the consistency assumption would result in inconsistency (45).
Although inconsistency model have been proposed to mitigate
the violation of this assumption in some way, one still should be
cautious when combining studies and choosing which model to
use. This tutorial focuses on the statistical aspect of conducting
a network meta-analysis while aspects such as defining the
research question, searching for studies and assessing the risk
of bias within each study (46, 47) are not in the scope of
this tutorial.

For readers that are interested in running a simple network
meta-analysis without going into any detailed explanation of the
underlying process, we believe that the instructions that come
with any one of the ever-growing number of software packages
for network meta-analysis will provide sufficient information for
a successful analysis to be conducted (12, 15–17). More details
about interpreting the results of a network meta-analysis can be
found on this paper (48).
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APPENDIX

The tutorial R project with instructions, data set, scripts,
bugs are available at https://github.com/a-oconnor/NETWORK_
MA_FRONTIERS_TUTORIAL.
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Trade of cattle between farms forms a complex trade network. We investigate partitions

of this network for cattle trade in Germany. These partitions are groups of farms with

similar properties and they are inferred directly from the trade pattern between farms.

We make use of a rather new method known as stochastic block modeling (SBM) in

order to divide the network into smaller units. SBM turns out to outperform the more

established community detection method in the context of disease control in terms of

trade restriction. Moreover, SBM is also superior to geographical based trade restrictions

and could be a promising approach for disease control.

Keywords: network analysis, epidemic model, cattle trade, Germany, modularity, stochastic block model

1. INTRODUCTION

The trade with living animals poses a major risk for the spread of infectious diseases. The latter
include foot-and-mouth disease (1–3) and bovine virus diarrhea (4, 5), as well as zoonotic diseases,
such as bovine tuberculosis (6, 7). Cattle farmers typically sell and/or purchase animals at a
relatively high frequency and to different trading partners. Therefore, the trade between all involved
farmers forms a complex network, where in case of an outbreak many farms can be infected within
a short period of time.

In order to understand the structure of these trade connections as well as to quantify the risk
of infection spread, the trade data can be represented as a complex network that can be analyzed
mathematically (8, 9). Concerning trade data, all EU member states are obliged to report any cattle
movement to a central database (10). The usage of this data is, however, typically restricted to
competent authorities. Once the data is available, common network analyses focus on ranking the
involved farms – nodes in the network with edges, i.e., trade connections, between them – according
to their suitability for disease containment and surveillance. Highly ranked farms are then called
central nodes. It has been shown that node rankings can be helpful for efficiently implementing
countermeasures such as targeted vaccination (11–15). The second common goal of network
analyses is understanding the large scale structure of the studied system. Typically, livestock trade
networks in developed countries consist of up to 105 farms (15–19). Therefore, finding inherent
structures that allow to partition a network into small subsets of nodes that are in the best case
independent from each other, is a promising way to gain an understanding of the system as a whole.
In addition, partitioning the network has another advantage: epidemics can be fought considerably
better in systems consisting of smaller units. Moreover, a trade network could be constructed out
of many small independent subunits on purpose. This is known as compartmentalization and can
be considered as a method for passive disease protection.
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The simplest example of such a partitioning is the component
structure. It determines which pairs of farms can potentially
infect each other at all via trade, directly or indirectly. In other
words, the component structure describes whether the network
consists of a large continent or a number of small disconnected
islands. The component structure of a large network such as
livestock trade typically yields very large structures that can be
used to assign nodes to two disjoint risk classes (13, 15, 20–23).
First, nodes that can reach a large number of other nodes through
trade and second, nodes that can only reach a small number of
others through trade.

Although partitioning nodes according to the component
structure is a useful tool for risk assessment, the component
structure of livestock trade networks is typically dominated by a
so-called giant component (15–19, 24). That is, these networks
consist of continents instead of small islands. Consequently,
partitioning the network according to components does in
general not yield practicable groups for disease control.

In order to find groups in networks that are applicable
for disease control, the detection of so-called communities or
modules has gained considerable attention in veterinary science
in the last years (25–30). Modules are similar to components, but
allow disjoint groups to be loosely connected. More precisely, a
module is a group of nodes that are densely connected to each
other, while they have only few connections to other modules.

Finding modules is a promising way to define compartments
in networks that can in the best case be isolated from each other
in case of an outbreak. Moreover, by now a number of methods
is available to find modules even in large networks (31–34).
Interestingly, it has been shown that in many cases the modules
found for livestock trade networks also show a high spatial
clustering, despite the fact that no spatial information is used to
infer them [cf. Lentz et al. (26, 27, 29, 30)]. This makes modules
potentially interesting for disease control (35, 36). On the other
hand, it is well-known that module detection has a resolution
limit, i.e., the detected modules cannot be arbitrarily small (34,
37). As an example, the modules found for pig trade in Germany
have a scale of federal states (26). Therefore, partitioning such
networks into modules is in most cases not feasible for disease
control.

Here we use a relatively new method, Bayesian stochastic
blockmodeling or simply stochastic blockmodeling (SBM) (38),
to partition the cattle trade network in Germany into relatively
small groups. The SBM method can detect smaller groups than
community detection and can even find other structures than
densely connected groups of nodes (38). Moreover, stochastic
blockmodeling is able to find hierarchically structured groups.
Therefore, we can analyze node groups of smaller sizes than those
of the classical modules. In order to be applicable to disease
control, these groups should (1) show geographical clustering
and (2) have a resolution of at least district size, i.e., roughly 30
km (mean district diameter in Germany).

In this work, for the first time we analyze cattle trade
in Germany as a complex network. We thereby put a focus
on the detection of inherent groups in the network and
evaluate the feasibility of different partition methods for disease
control. These are community detection for finding modules,

a stochastic block model, and a nested stochastic block model
with hierarchical structure. Since stochastic blockmodeling is a
rather novel method in veterinary applications, we also provide a
detailed explanation of the method.

In order to assess the eligibility of modules and block models
for animal disease control, we simulate epidemic outbreaks on
the network and evaluate different control strategies based on
trade restrictions according to different network partitionings.
The trade restrictions are realized using targeted edge removal
in the network. To compare our results to established methods
for disease control, we also simulate trade restrictions based on
the geographic closeness of nodes.

This article is organized as follows: We first perform a
network analysis of the trade data. Then, we give an explanation
of different methods for structure inference, i.e., community
detection and the stochastic block model. Finally, we simulate
outbreaks on the network and apply different control strategies.
The results are integrated into the respective sections.

2. PROPERTIES OF THE NETWORK

2.1. Data
In this work we analyze an excerpt of the HI-Tier Database
(39). The dataset contains cattle movements between farms in
Germany from 2010-01-01 until 2014-12-31. Each trade item
contains the source farm, target farm and the time of movement.
Source and target farms are represented as nodes in the network
and item as described above is a trade link. In this work, trade
links are aggregated over time so that two nodes are connected
by a directed edge whenever there is at least one trade link
between them. Overall the network consists of 209,336 nodes
and 1,822,373 edges. Using the trade link data without time
aggregation yields a temporal network with the same number of
nodes, but with 15,416,850 trade links and an observation period
of 1,825 days.

2.2. Network Analysis
In this section we perform a network analysis of the cattle trade
data. A summary of the network measures is given in Table 1.
The network is represented by a graph G = (V ,E), where V is
the set of nodes and E is the set of (directed) edges, where each
edge connects a node pair.

The network can be represented by an adjacency matrix A,
where an entry (A)ij = 1, if there is an edge from node i to
node j, and 0 otherwise. The degree ki of a node i is the total
number of its neighbors (ingoing and outgoing), i.e., the number
of its trade partners. Since we consider a directed network, we
also distinguish between in-degree and out-degree for each node.

Indirect connections between nodes, traversing an arbitrary
number of edges and no edges or nodes more than once, are
called paths. If a path between two nodes i and j exists, we can
write i → j, and otherwise i 6→ j. A shortest path between
two nodes is a path between them with a minimum number
of edges. For the cattle trade network the average shortest path
length is 4.4 meaning that a potential disease would take only
4.4 steps on average to infect any node in the network. The
maximum shortest path length is called diameter and has a value
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TABLE 1 | Properties of the static network.

Property Value

Number of nodes 209,336

Number of edges 1,822,373

Mean degree 17.4

Mean shortest path length 4.4

Diameter 17

GWCC size 0.99

GSCC size 0.69

GIC size 0.21

GOC size 0.07

Path density 0.54

of 17 for the studied network. Considering the set of all shortest
paths between all nodes in the network, the path density ρp

is the number of such paths normalized by the number of all
possible paths. The path density represents the probability that
a randomly chosen node pair is connected in the network. In
other words, ρp increases with the overall network connectivity,
such that ρp → 1 implies that all node pairs are connected via
paths and ρp → 0 implies that the network is fragmented. For
our network we have ρp = 0.54.

A concept very related to paths are connected components,
which are subsets of nodes C ⊂ V such that there is a
path between all node pairs in this subset. It is a well-known
feature of large networks that they possess a so-called giant
component, which means that the largest connected component
dominates the network and is much larger than the second
largest one (9). Giant components form the backbone of
complex networks, since they guarantee for the most important
feature: connecting nodes. Ignoring the edge directions, the
resulting giant component is called giant weakly connected
component (GWCC). It contains about 99% of the nodes in
our network, i.e., almost all nodes are connected ignoring
edge directions. If edge directions are explicitly considered, the
resulting giant component is called giant strongly connected
component (GSCC), and it only contains nodes that can reach
each other on directed paths. The GSCC of the German cattle
trade network has a size of 69% of the network nodes. Nodes that
are not part of the GSCC, but can reach the latter by a path, form
the giant in-component (GIC). This component consist of 21%
of the network nodes. In addition, the giant out-component is
formed by nodes that can be reached from the GSCC, but do not
belong to it. It contains 7% of the network nodes.

3. STRUCTURE INFERENCE IN THE
NETWORK

In order to efficiently implement disease control in the network
based on its topology, the network has to be partitioned into
groups that can be easily isolated from each other. It seems
natural for this purpose to utilize components as discussed above.
However, components are not practicable for disease control due

to the existence of the giant component. The latter implies that
most nodes belong to a single group and most other groups are
irrelevant for disease spread.

On the other hand, the cattle trade network should be
comprised of natural substructures—e.g., densely connected
node groups or production chains. Merging these subgroups
yields the observed network. They are not known from the data
set and it is the aim of this section to infer these structures.
We first use the well-established method of community
detection, and then infer structures using the stochastic block
model approach.

3.1. Community Detection
A community or module is a set of nodes, where the nodes have
significantly more edges within their community than to other
communities. Partitioning the network into communities in an
optimal way is known to be an intractable problem for large
networks (33). One way to obtain an appropriate partitioning
of the network into modules is to optimize the modularity
function (40, 41)

Q = fraction of edges within modules

− expected fraction of these edges. (1)

The modularity function maps a given partitioning of the
network onto a single number. Optimizing Equation (1)means to
find the node partition that gives the highest possible value of Q.
A systematic method to find an optimal partitioning maximizing
the modularity function has been proposed in Newman (25).
However, the latter method is rather slow and faster methods that
perform better even on larger networks have been developed (31,
42). For this work we used the Infomap algorithm introduced in
Rosvall and Bergstrom (32), which showed a good performance
in our network. It can be applied to directed networks and allows
for module detection in linear time, that is, the computation time
scales linearly with the number of nodes (43).

After applying the community detection algorithm to the
cattle trade dataset, we find modules of sizes between 1 and
73,024. However, 99.89% of nodes are in the 10 largest modules.
A map with the 10 largest modules is shown in Figure 1. We
note that the detected modules show a high degree of spatial
clustering, even though no geographical information has been
used for the computation. Some of the found modules reflect
borders of federal states (e.g., Rhineland-Palatinate or Hesse).
Module 1 represents a whole region of Germany (Northern
Germany). In addition, the modules show geographical overlap,
which is more pronounced for modules 2 and 3.

3.2. Bayesian Stochastic Block Model
The idea behind a block model of a network is to find groups of
nodes belonging together in some way and these groups look like
dense blocks in the adjacency matrix A (44, 45). These blocks are
also called building blocks of the network. As an example, if a
network has a community structure as explained in the previous
section, the adjacency matrix can be reordered such that nodes
of the same module have neighboring indices (say module 1 has
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FIGURE 1 | Spatial distribution of the detected groups after modularity

maximization. The ten biggest modules are shown. They show high spatial

correlation.

nodes 1, . . . , 100, module 2 has nodes 101, . . . , 234, and to forth),
see Figures 2A,B. Then, the matrix has dense blocks (many
edges within communities) along the diagonal, while the rest is
almost empty (few edges between different communities). The
reason for this shape is that by definition node pairs of the same
module have many links, while links to other modules are rare.
As opposed to modules, a block model can have a more general
structure, e.g., blocks far from the diagonal and no blocks on the
latter. An example is shown in Figure 2C. Besides the fact that a
block model can resolve more complex network structures than
modules, dividing blocks iteratively yields a so-called hierarchical
block model. As a consequence, a stochastic block model can
resolve relatively small groups in a given network. In fact, it
does not suffer from the resolution limit known for community
detection (37).

The aim of this section is to infer the underlying block
structure from a given network. We now give a brief
mathematical sketch of block model inference following
Peixoto (45).

At first, we consider the case where the block membership
of each node is known in the first place. The network has B
blocks and the block membership of the nodes is stored in a

vector b, where the entry bi is the block membership of node
i. Furthermore, the number of edges between blocks r and s is
stored in a matrix E with entries (E)rs. If we assume that nodes
of the same block are statistically indistinguishable, the matrix
E defines a set of all possible networks with the same topology.
Such a set is called ensemble. This ensemble is the set of all virtual
copies of the network with the same number of edges between
blocks, i.e., the same E. The number of nodes is also constant.

Within this ensemble, each possible network can be
represented by an adjacency matrix A. Recalling that the node
partition b is known, the probability distribution of the possible
networks is

P(A|b). (2)

Note that this distribution is a mapping from each virtually
possible network to a probability. Due to the large number
of possible network configurations, Equation (2) is in general
a complicated function. One way to obtain the form of
the distribution Equation (2) is to maximize the entropy
(or equivalently minimize the information), under certain
constraints. The entropy is given by

S = −
∑

A

P(A|b) lnP(A|b), (3)

and the constraints are first, the matrix E containing the edges
between groups, and second the normalization of the probability
distribution of the networks in the ensemble. Using the method
of Lagrange multipliers yields an equation for the desired
probability distribution (45).

So far, we have considered the case where the node
partitioning was known in the first place. Of course, the problem
setting here is exactly the opposite: we have an observed network
and want to infer a plausible partition of it. The central idea of
the inference algorithm used here is to reverse the distribution
Equation 2 using the Bayes formula

P(b|A) =
P(A|b)P(b)

P(A)
, (4)

where P(b|A) is the posterior distribution of network partitions
given an observed network and P(b) is the prior distribution, i.e.,
the distribution of network partitions in the absence of data. If
we make no other assumptions, then each partition is equally
likely, say P(b) = 1/Np, where Np is the number of possible
partitions. The term P(A|b) is called evidence and describes the
impact of the network data on the prior information, and P(A) is
a normalization constant.

This way we obtain a probability distribution of network
partitions (b) given an observed network (A). The task of
finding the optimal partition is equivalent to finding the partition
maximizing the posterior distribution, i.e., the left-hand side of
Equation (4).

Although formal solutions for this equation exist, these
solutions are too complex to find their maxima or even sample
from them. Note that, similar to the modularity function
Equation (1), Equation (4) maps each possible partition onto
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FIGURE 2 | Three different representations of the same adjacency matrix. Through ordering the nodes in various ways we obtain different patterns. Panel (A) displays

a random order of nodes. Panel (B) shows a modular structure, whereas in (C) a block structure is observed.

FIGURE 3 | Partition after a block model with 382 blocks. The sizes of blocks

roughly correspond to sizes of districts.

a probability. The combinatorial number of such partitions Np

(known as the bell number) is extremely large, and finding the
optimal partition of a network is an NP-hard problem, i.e.,
it is intractable for large networks. For this reason, we utilize
a Markov Chain Monte Carlo (MCMC) approach. The idea
behind this approach is to start with an arbitrary partition b0

TABLE 2 | Block sizes of the hierarchical model.

Level Number of blocks

j 1

i 2

h 4

g 12

f 39

e 84

d 180

c 370

b 974

a 2,956

The block size is measured as the number of blocks in the subjacent level.

and change this partition to b1. This can be realized changing
the group membership of a single node. Such a change is
accepted, if the resulting partition b1 increases the posterior
distribution (left-hand side of Equation 4). Even if it decreases
the latter, it is still accepted with a certain probability. In the
long term this procedure results in a random walk in the space
of possible partitions and defines a way to sample from the
posterior distribution. For the above procedure to converge to the
maximum of the distribution, one can slowly reduce the mobility
of the random walk, until it remains at the most probable
position. This is known as simulated annealing (46).

Although the algorithm above is applicable to the partition
problem, it has been shown that convergence can be slow on large
networks. For this reason, an optimizedMCMCmethod has been
proposed in Peixoto (47). This method is a greedy agglomerative
heuristic, i.e., we start with each node being one block and
then group nodes together successively. In contrast, in a divisive
algorithm, one would start with the whole network as one block
and divide until only nodes are left. Divisive algorithms, however,
are computationally expensive and agglomerative algorithms are
commonly used for large datasets.

The purpose of this section is to give an intuitive
understanding of the method of inferring block structures. For
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FIGURE 4 | Distributions of block sizes on the different levels. The lower levels

have smaller block sizes, while the upper levels are larger.

a far more comprehensive explanation the reader is referred to
Peixoto (38, 45). An implementation of block model inference
including the hierarchical version is provided in the software
package graph-tool (48).

Using this software package, we infer a block partition
of the German cattle trade network and obtain a partition
into 382 blocks. The sizes of blocks are between 1 and
2,887. A map with the block membership of the farms is
shown in Figure 3. Similar to the modules, we note that
the found blocks show a high degree of spatial clustering,
although no geographical information has been used
to compute them. Some of the detected blocks reflect
borders of districts. Furthermore, some blocks show a
geographical overlap.

In addition to this partitioning technique, a block model
partition can be inferred for each detected block iteratively
(38). The result is called hierarchical or nested model. It
has the following properties: First, the outcome is a block
model where each block is divided into smaller sub-blocks.
Second, the resolution of the detected blocks can be increased
this way, i.e., blocks found in the lowest hierarchy should
have a smaller size than the blocks found using the non-
hierarchical method.

Using a nested block model to resolve the hierarchical
structure of the network, we obtain a hierarchy of ten levels,
which are labeled from a to j. Table 2 contains the number of
blocks in each level, while Figure 4 displays the distributions
of the block sizes. We consider the highest three levels g, h
and i in the hierarchy. Level j represents the whole country
and is therefore trivial. Figures 5A–C shows the various levels.

As above the blocks show a high geographical correlation. The
blocks of level i strictly divide the country into north (red)
and south (blue) Germany. The subjacent level h divides the
farms by the borders of the regions north (red), central (yellow),
and south Germany (blue). Blocks of level g (Figure 5C) still
reflect larger geographical regions. The north-eastern block
(light green points in Figure 5C) contains large parts of
federal states like Mecklenburg-Western Pomerania, Schleswig-
Holstein, Brandenburg and parts of Lower Saxony. Some
blocks reflect borders of federal states (e.g., Bavaria, Baden-
Wuerttemberg) (blue points in Figure 5C). The red block spans
over several federal states (e.g., Lower Saxony and North Rhine-
Westphalia and others). It also shows a large geographical
overlap with the light green block. Figure 6 shows the trade
links (network edges) between all blocks. The hierarchy is
represented by the blue tree, where the root node represents level
j (whole Germany), its neighbors are level i and so on. In the
center the dominant branch separating northern from southern
Germany is clearly visible. Although the trade structure appears
to be complicated, Figure 6 demonstrates that trade links are
distributed rather homogeneously between the blocks.

Finally, we check to what extent the nested block model
gives a similar result as the non-nested version. Therefore, we
choose level c (Figure 7), since the number of blocks here is
similar to the non-nested version. The figure shows qualitative
similarities to the non-nested model (Figure 3). In addition, the
SBM on level c has similarities with the detected modules (see
Supplementary Material).

4. USING THE INFERRED STRUCTURES
FOR DISEASE CONTROL

We evaluate the applicability of the detected modules and
block models on disease control by simulating epidemics on
the network. Thereby, we utilize different control strategies
(see below) based on trade restrictions and compare them to
established methods. The established control strategy is based on
geographical trade restrictions around a certain radius around
the farm where a disease was detected.

The infection process is modeled using a so called SI-model,
where an infected farm (I) contaminates a susceptible farm (S)
upon trade contact with a rate β . Once a farm i is infected, it can
infect its neighbors, i.e., farms being connected to i by a trade
link, with rate β . An infected farm stays infectious during the
whole simulation. In order to guarantee stable results, we have to
choose different initial conditions. Thus, we first sample 10 blocks
and then sample 10 nodes out of each block as starting nodes. If
we modeled the epidemic process as explained, the disease would
infect large fractions of the network within a few steps, since the
network is static and all infectious links are permanently active.
Therefore, we mimic the temporal nature of trade considering
only a fraction of network edges as being present at each step.
This fraction can be estimated considering the time span, where
a farm does not trade. Out of the data, we observe that nodes are
only active every 10 days on average. Figure 8 shows the waiting
time distribution (the time span where a farm does not trade) for
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FIGURE 5 | Hierarchical structure after a nested SBM. The levels i (A), h (B), and g (C) are geographically shown. The blocks show high spatial correlation on all levels

of the hierarchy. Panel (D) shows the hierarchy tree.

all nodes of the network. Since the mean value of the waiting time
distribution is around 10, we mimic the waiting times using the
infection rate, and set β = 0.1.

In order to assess the performance of different control
strategies on the simulated outbreak, we simulate SI dynamics for
the different starting nodes and compare the results of the non-
nested and nested stochastic block model (level c) to the modules
found with community detection and the geographical method
as explained above. We thereby model disease control measures
in terms of trade restrictions. These are realized by removing
edges of the trade network according to different schemes. The

first control strategy is based on geographical trade restrictions
around a 10 km radius of the index farm after detection of the
disease (49). Second, we evaluate the applicability of the found
modules and blocks by applying trade restrictions at the (edge)
boundary of the respective structures. That is, we remove all
edges of the module/block of the index farm that point to other
modules/blocks, respectively. The different strategies are shown
in Figure 9.

Assuming that a disease will spread freely only before it is
detected, we remove the trade contacts regarding the infection
start node after a detection time td. We choose td = 1 day.
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FIGURE 6 | Hierarchy of trade links between blocks of Figure 5. The outer

nodes correspond to blocks on level d. The blue tree shows the hierarchy and

each node of the tree corresponds to a block. The dominant branch in the

center separates the northern from the southern German blocks.

This can be considered a best case scenario. Indeed, the detection
time depends on the incubation period of the considered disease.
However, choosing other values for the detection time does not
change the results qualitatively (see Supplementary Material).
Due to the fact that the infection process is stochastic, we run
the simulation ten times for each starting node.

Figure 10 shows the results of the different control strategies
for the nested and non-nested block model. We determine
for each strategy the mean values of the outbreak size and
the number of edges, which were removed in the simulation.
As a consequence of this result the block model leads to a
slightly higher number of removed edges in comparison to the
geographical method. However, the outbreak size of the block
model is significantly smaller. Both strategies, the non-nested
block model and the geographical method, perform better than
module based trade restrictions in the sense that many edges
have to be removed for the latter case and the outbreak sizes
are still relatively large. This is due to the fact that the size of
the modules is significantly larger than the sizes of the other
two groups. Figure 11 shows the sizes of the different groups on
a map.

Concerning the nested block model (level c), the results are
very similar to the non-nested case (see Figure 10). The only
difference here is that slightly more edges have to be removed for
trade restriction.

An evaluation of different values for the parameters detection
time d, infection rate β , and radius around the index farm for
trade restrictions, is provided in the Supplementary Material.

FIGURE 7 | Spatial distribution of level c of the nested block model. This level

has a block size similar to the non-nested case.

FIGURE 8 | Farm waiting time distribution. The waiting time is the interval in

which a farm is not active, e.g., it does not trade. The mean value is roughly

10, i.e., farms trade every 10-th day on average. Therefore, we choose an

infection rate β = 0.1.

All parameters affect the outbreak sizes and number of removed
edges systematically, but do not alter the qualitative results of
Figure 10.
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FIGURE 9 | An example of applying the different control strategies of a network. The red framed node represents the index node. We remove all edges of the module

or block of the index node that point to other modules or blocks, respectively. Panel (A) shows the whole the network. The geographical strategy is represented in (B).

Nodes which have a small distance to the index node, build a group (red colored) and there are no edges to nodes with a long distance to the index node (gray). In

(C), we see a possible result of the stochastic block model with the blocks. All edges from the block of the index node to the other blocks are removed. A similar result

is shown in (D), which presents the groups of modularity optimization. It should be noted that there the group is still similar to the corresponding block but contains

more nodes.

FIGURE 10 | Outbreak size and number of removed edges for different control

strategies. Geographic based disease control (red) compared with control

based on the block model. Trade restrictions isolating the block of the nested

block model of the index node are shown in black, trade restrictions isolating

the module of the index node are green. Furthermore the average error of the

mean value is shown for each result.

In summary, geographically based trade restrictions are
superior to module based restrictions. However, stochastic block
model based trade restriction outperforms the geographical
method yielding smaller outbreaks at a similar number of
removed edges.

5. DISCUSSION

In this work, we have analyzed the cattle trade network in
Germany for the first time. The focus was to evaluate the
applicability of different partitions of the network for disease
control. As a relatively new method for network partitioning we
have used a stochastic block model to infer densely connected
farm groups. In contrast to the well-established community
detection algorithms, the stochastic block model is capable of
detecting relatively small farm groups and can even be used
to infer a hierarchical structure. We have found that applying
trade restrictions based on a stochastic block model is more
efficient for disease control than geographical, or module based
trade restrictions.

Disease control has been implemented in this work as trade
restrictions, and the disease spread follows a relatively simple
model, i.e., the SI-model. Even though this model oversimplifies
the course of most relevant diseases, the infection mechanism in
the beginning of the outbreak can be approximated by an SI-
process in most cases. We provide a comparison between the
SI-model and the SIR-model (susceptible - infected - recovered),
where farms are removed from the infection process after a
certain period, in the Supplementary Material. The difference
between the two models is marginal for detection times less than
14 days.

In contrast to geographically based trade restrictions network
based restrictions are not guaranteed to be constant over time
since trade patterns might change (15, 18, 24, 50, 51). In
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FIGURE 11 | An example to illustrate the different memberships of the same

farm. The red area describes the ten kilometer radius around the chosen node

and represents the geographical control strategy. Furthermore, the green

colored area represents the block affiliation. The module membership of the

node is shown as the blue surface.

applications trade boundaries could simply be computed using
current trade data so that temporal constancy plays a minor role.
Moreover, it is plausible that particularly larger node groups show
only small fluctuations over time (24).

As we have demonstrated, modules as well as blocks show
a high degree of spatial clustering. Even though this property
is also used in the geographical approach, the trade data offers
still another way of node partition: the underlying production
chains. A stochastic block model should in principle be capable
of finding such structures as well. For example, functional blocks

in the world trade network have been found in Reichardt and
White (52), where the authors could resolve the role of different
countries in global economy. However, this requires a relatively
complex null model (mathematically speaking in the form of
constraints in the optimization) in the inference algorithm. It
would be interesting for future work to validate different null
models in order to resolve production chains. If the production
chains were known, we could implement economically efficient
trade restrictions allowing for redirecting trade channels in the
case of an outbreak.

As our results show, the application of a hierarchical block
model on cattle trade data seems to be a promising approach for
applications in livestock disease control. Moreover, decoupling
trade restrictions from geographical neighborhood protects the
neighborhood of the index farm from being considered false
positive, and thus might contribute to animal welfare. However,
these statements only holds if we neglect current legislation for
disease control, and it is of course beyond the scope of this
paper to change legislation. Nevertheless, the strategy for trade
restriction presented here is technically feasible, i.e., only low
computational power is needed and block structures could be
inferred on the fly, or at least on a regular basis, in order to have
on-time trade groups. We therefore believe that groups in trade
data are useful in application and could improve disease control.
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Critically appraised topics (CATs) are evidence syntheses that provide veterinary

professionals with information to rapidly address clinical questions and support the

practice of evidence-based veterinary medicine (EBVM). They also have an important role

to play in both undergraduate and post-registration education of veterinary professionals,

in research and knowledge gap identification, literature scoping, preparing research

grants and informing policy. CATs are not without limitations, the primary one relating

to the rapid approach used which may lead to selection bias or restrict information

identified or retrieved. Furthermore, the narrow focus of CATs may limit applicability of

the evidence findings beyond a specific clinical scenario, and infrequently updated CATs

may become redundant. Despite these limitations, CATs are fundamental to EBVM in

the veterinary profession. Using the example of a dog with osteoarthritis, the five steps

involved in creating and applying a CAT to clinical practice are outlined, with an emphasis

on clinical relevance and practicalities. Finally, potential future developments for CATs

and their role in EBVM, and the education of veterinary professionals are discussed. This

review is focused on critically appraised topics (CATs) as a form of evidence synthesis

in veterinary medicine. It aims to be a primary guide for veterinarians, from students

to clinicians, and for veterinary nurses and technicians (hereafter collectively called

veterinary professionals). Additionally, this review provides further information for those

with some experience of CATs who would like to better understand the historic context

and process, including further detail on more advanced concepts. This more detailed

information will appear in pop-out boxes with a double-lined surround to distinguish it

from the information core to producing and interpreting CATs, and from the boxes with a

single line surround which contain additional resources relevant to the different parts of

the review.

Keywords: critically appraised topic (CAT), knowledge summary, BestBETs, evidence synthesis, evidence-based

veterinary medicine, veterinary medicine, clinical practice
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EVIDENCE-BASED VETERINARY
MEDICINE

Evidence-based veterinary medicine (EBVM) can be defined
as the application of scientifically generated evidence into
clinical veterinary practice, whilst synergistically incorporating
the expertise of the veterinary professional, the specific features
of the patient and the values of the owner (1). In order to
practice EBVM, it is important for veterinary professionals to
keep up to date with the latest research findings to ensure
they are providing the best possible care for patients they
treat (2). This is challenging due to the vast amount of
information published every day, and for professionals working
in the current framework of veterinary practice, it is difficult
to find the time (3). Additionally, it can be challenging to
interpret the published literature to determine whether it is
of relevance, to identify whether the results of the studies are
valid and the conclusions drawn by the authors appropriate
(4). Structured summaries of the published research (evidence
syntheses) are of huge benefit to veterinary professionals,
allowing them to easily and quickly incorporate evidence into
clinical practice.

EVIDENCE SYNTHESES: REVIEWS AND
CRITICALLY APPRAISED TOPICS

Most people will have heard of “literature reviews” or “narrative
reviews.” They are typically written by experts who summarize
a number of information sources, often peer reviewed articles,
on a particular area of interest and offer conclusions. They
rarely control for bias or follow a specific methodology for
identifying and selecting the sources that are included. Without
these standards, the review may not cover the topic inclusively
and the conclusions may support a specific agenda or view.

FIGURE 1 | Schematic of the main differences between the types of literature review.

Evidence syntheses [also known as “research syntheses” or
“knowledge syntheses” (5)] collectively describe a range of
approaches for more objectively summarizing the literature (6).
Methodological differences between types of evidence syntheses
include the processes and standards for identifying, selecting,
and analyzing the sources reviewed and included (7). These
methodological variations support differences in the efforts to
control for bias, size of the project team, comprehensiveness,
and duration. Systematic reviews (SRs) are a type of evidence
synthesis that follow a structured methodology to ensure all the
available evidence (published and unpublished) is identified and
considered (8).

Critically appraised topics (CATs) use the principles of SRs to
minimize bias in gathering and appraising evidence, but do so
much more quickly (5, 9–11). A CAT is based on a question of
interest originating from professionals asking the question after
an encounter with a particular clinical case or situation (12).

Evidence synthesis methods exist along a spectrum of brevity
and detail; CATs are the quickest, SRs the lengthiest and most
thorough, and other types fall in between (13). As well as speed
and detail, the scope of the question, qualifications of the reviewer
and the risk of bias may also differ between the different types of
review (3) (Figure 1).

Publications describe the different types of evidence synthesis
methods that have been used in research in health related (6, 7),
and agri-food public health areas (14). These studies interestingly
do not include CATs as a type of review, which may be an
oversight, or indicative of why and how they are used.

ORIGIN OF CRITICALLY APPRAISED
TOPICS

The CAT concept was developed by a group of internal medicine

fellows at McMaster University, Canada (15) and refined in
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collaboration with a clinical group at Oxford University in the
UK (16). CATs were created so fellows could add value to
discussions during case rounds and journal clubs (17). It was
felt that for busy clinicians, spending a lot of time trying to
keep up to date with the wealth of literature was challenging,
and traditional methods of searching and reviewing were
not applicable (16). Furthermore, for evidence-based medicine
(EBM) to be implemented successfully into clinical practice,
access to relevant evidence needed to be quickly and easily
accessible at the point of patient care (18). CATs helped clinicians
learn the skills to search for relevant evidence, critically appraise
and write evidence summaries—fundamental skills to practice
and teach evidence-based medicine (17). The first CAT process
was published in 1993 (19) with the first peer-reviewed article
about CATs published in 1995 (17).

The “quick and dirty” applied approach of a CAT
makes it versatile and practical to be translated to
other disciplines. Physiotherapy, occupational therapy,
dermatology, urology, radiology, nursing (9, 11–13, 20),
management (21), and education (22) have embraced the
CAT approach. The first mention of veterinary professionals
using a CAT format was by Cockcroft and Holmes (2);
according to the authors, veterinary CATs did not exist
at that time. Soon after, a discussion followed about
the role of CATs in veterinary education by Hardin and
Robertson (23).

USES OF THE METHOD IN VETERINARY
MEDICINE

CATs are primarily used in veterinary clinical practice to
answer clinical queries resulting from specific cases or
conundrums (13). These could be in relation to the case
itself, the clinical professionals’ knowledge or familiarity
with treatments, diagnostic tests, management regimes or
surgical approaches, or questions arising from the client.
The CAT methodology has been described as a way of
closing the gap between clinical research and clinical decision
making (15).

CATs are also used in veterinary undergraduate and
post-registration education (9, 24) to investigate a clinical
question by teaching searching skills, critical appraisal of
scientific literature, and the principles of EBVM (23, 25).
This is important as research suggests veterinary clinicians
(26), mirroring those in other disciplines (9), do not always
use an evidence-based approach (e.g. using peer reviewed
publications) when finding literature to aid clinical decision
making. This is despite EBVM being increasingly recognized
as a core skill for all practitioners. The value of the CAT
approach in teaching EBVM and critical appraisal skills
has been recognized by a variety of veterinary educators
globally (3, 27–29).

Other uses in veterinary medicine for CATs are those relevant
to any structured review of the literature, including identification
of knowledge/research gaps (24, 30), preparation for research
grant applications and for informing policy (14, 31).

WHAT ARE THE STEPS IN UNDERTAKING
A CRITICALLY APPRAISED TOPIC?

For clinicians, it is useful to think of the CAT process in
sequential steps or stages (32, 33). A schematic of the CAT
process can be seen in Figure 2.

The CAT process is explained in the steps below,
using an example to highlight key points, with an overall
summary of the example demonstrated in Figure 3.
Additional information for those more experienced in the
CAT methodology is provided in the pop out boxes with
double-lined surrounds.

1. Define CAT Question Using Structured
Approaches
Transforming a clinical question into a searchable query can
be daunting (34). One of the ways to facilitate this process
is by using a defined question format. A PICO question
(13), where PICO stands for Patient, Intervention, Comparator,
Outcome, are the important components a searching strategy
should contain (35) if the question relates to treatment efficacy
or interventions (for example drugs, vaccines, or surgical
procedures). If the question relates to the accuracy of diagnostic
tests, then a slightly different format might be appropriate e.g.,
PIT—Population, Index Test, Target condition or disease (5).
Alternative formats for clinical question including prevalence of
disease, etiology and comorbidities are described by O’Connor
and Sargeant (5).
The PICO format is often illustrated as:

In [patient group] does [intervention and comparator] result
in [outcome]

The following clinical scenario will demonstrate the steps of the
CAT process.

FIGURE 2 | Diagrammatic overview of the CAT process.
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FIGURE 3 | Overview of the example CAT provided on the use of NSAIDs (meloxicam vs. carprofen) in dogs with osteoarthritis.

You have been treating Miley, a 12-year-old Doberman, for
osteoarthritis for the past two years. Her owners bring her
in for a check-up. On clinical examination you find further
reduction in her range of movement, and some signs of pain
when you manipulate both of her hind limbs. She is currently
on carprofen. Miley’s owner asks about meloxicam, as one of
the dogs at the park where he walks Miley receives it for a
similar problem. You wonder whether Miley may show a greater
improvement in clinical signs if she is treated with meloxicam
instead of carprofen.
In this clinical scenario, the PICO question might be:

P= Patient group (dogs with osteoarthritis)
I= Intervention (meloxicam)
C= Comparator (carprofen)
O= Outcome (greatest clinical improvement)
In [dogs with osteoarthritis] does [meloxicam compared with
carprofen] result in [greater clinical improvement]?

It is possible that further defining the patient group (e.g.
forelimb osteoarthritis vs. osteoarthritis) and outcome (e.g.
lameness determined by a visual analog scale vs. general clinical

improvement) would permit the evidence to be evaluated for

applicability more specifically to the clinical case in front of the
veterinary professional.

By converting the scenario to a structured PICO format,

a search strategy can be focused to answer the question, and
appraisal of the evidence (see section below) can focus on the

applicability as it relates to the specific question. For further

information about searching see the box entitled “General
references for defining a question.”

General references for defining a question:

De Brun C, Pearce-Smith N. Searching Skills Toolkit: Finding the Evidence.

Oxford, UK: Wiley-Blackwell. ISBN: 9781118463130 (2009).

EBVM Learning “Ask” module (http://www.ebvmlearning.org/ask/)

EBVM Toolkit 1 (https://knowledge.rcvs.org.uk/document-library/ebvm-toolkit-

1-asking-an-answerable-clinical-question/)

PICOvet website (https://pico.vet/index.html)

2. Creating a search strategy
Identifying Search Terms
The PICO question can then be used to search for published
evidence relating to the clinical scenario it describes. The first
step is identifying search terms that will find the greatest number
of relevant publications whilst omitting those that are irrelevant
(2). Publications may be inconsistent in the terms used in their
titles and abstracts to describe the same thing, so creating a
list of synonyms for each PICO component will help to ensure
that relevant material is located. By being as comprehensive as
possible within each of the P, I, C and O components, the greatest
amount of relevant material can be identified.

The search terms identified for the example PICO question are
shown in Table 1.

In veterinary medicine, the patient group makes up
two different sets of terms: the species, and the condition
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TABLE 1 | Search terms identified for the PICO question “In [dogs with

osteoarthritis] does [meloxicam compared with carprofen] result in [greater clinical

improvement]?”

Patient Intervention Comparator Outcome

Species Condition

Dog

Dogs

Canine

Canines

Canis

Osteoarthritis

Osteoarthritic

OA

Arthritis

Arthritic

Joint disease

Joint diseases

Degenerative

Joint Disease

DJD

Meloxicam

Loxicom

Metacam

Inflacam

Rheumocam

Meloxidyl

Non steroidal

Nonsteroidal

Non-steroidal

NSAID

NSAIDs

Carprofen

Rimadyl

Canidryl

Carprodyl

Rimifin

Carprieve

Novox

Vetprofen

Non steroidal

Nonsteroidal

Non-steroidal

NSAID

NSAIDs

Clinical

improvement

of interest. The acronym SPICO has been suggested for
veterinary medicine (32), starting with “Species” before
“Patient group.” Note the separate search terms for plurals
(e.g. dog, dogs), synonyms (e.g. osteoarthritis, arthritis,
degenerative joint disease), and acronyms (e.g. NSAID
for non-steroidal anti-inflammatory drug) in the example
search terms. Other general considerations are to include
“colloquial” terms (e.g. milk fever for hypocalcaemia; cherry
eye for nictitans gland prolapse) and eponyms (e.g. Johne’s
disease for paratuberculosis). When considering synonyms,
active ingredients of products (e.g. meloxicam) are the
most important terms to look for, although trade names
(e.g. Metacam) can also be searched. However, registered
trade names differ between countries and, although they
may be included as synonyms, they should not be solely
relied upon.

Another technique to help with searching inclusivity is truncating or stemming

a search term. This is indicated by the addition of a non-letter character, often
∗ or $ depending on the database. Truncated terms can save time when it is

likely a number of relevant terms will have the same primary structure (e.g.

desex∗ or desex$ instead of searching for desex, desexed, desexing). These

symbols can also be used in the middle of terms to search for different

spellings (e.g. “sterili$ation” could be used to represent both the English

“sterilisation” and American “sterilization” spellings); this is termed a wild card.

Consult the help documentation for each database searched for guidance.

Whilst it is important to identify outcome terms for the PICO
as these will assist in determining which of the results are most
appropriate, they are often not included in the search. Results
from a search of the Patient, Intervention, and Comparison
typically yield a sufficiently small number of results that are
easily and quickly assessed. Additionally, outcomes may not be
clearly defined, it may be difficult to identify all relevant terms for
outcomes, and the more concepts that are combined, the greater
the risk of excluding a relevant article. Being as specific as possible
with the “O” or outcome in the PICO is also useful and important

in the appraisal phase of evidence reviews (see section Appraisal
of the Evidence).

Structuring the Search and the Use of Boolean

Operators
Although the CAT methodology is quite structured, there is a
degree of choice and flexibility in how the search is carried out,
depending on the timespan available and anticipated amount of
evidence. To create a search that is broad (“sensitive”) yet relevant
(“specific”), terms must be combined in an appropriate way (36).
Best practice is to combine search terms and their synonyms
using the Boolean operators AND and OR (12, 37); this
programs the online search to retrieve relevant results. As a rule,
“OR” is used when combining within components (e.g. all the
patient terms), whilst “AND” is used when combining separate
components (e.g. patient and intervention term lists) to assure
that each component is present in the search results. Capitalizing
“OR” and “AND” to denote them as search commands is best
practice because it can affect the results returned in some
search interfaces.

An additional consideration centres on the differing opinions as to whether the

intervention and comparator components should be combined using the

Boolean “OR” term. This permits citations to be identified if only one of the

two components are mentioned in the abstract. Information specialists, or

librarians, have specialist training and are highly skilled in generating searches

that optimize the chances of identifying all relevant publications. It is best

practice to seek guidance from them whether for training to conduct your own

searches, or as collaborators.

The search strategy for the above scenario might appear
as follows:

(dog OR dogs OR canine OR canines OR Canis)
AND
(osteoarthritis OR osteoarthritic OR OA OR arthritis OR
arthritic OR joint disease OR joint diseases OR Degenerative
Joint Disease OR DJD)
AND
(meloxicam OR Loxicom OR Metacam OR Inflacam OR
Rheumocam OR Meloxidyl) OR (carprofen OR Rimadyl OR
Canidryl OR Carprodyl OR Rimifin OR Carprieve OR Novox
OR Vetprofen) OR (non steroidal$ OR nonsteroidal$ OR
non-steroidal$ OR NSAID$)

Use of AND allows papers to be identified that contain terms
from all components of the search, identifying the most relevant
citations, as can be seen in Figure 4. In the results, the following
must be present: any term from species, any term from patient,
any term from intervention, any term from the comparator.

Literature Databases
Once a search strategy has been created, searching can commence
within a literature or bibliographic database. These differ from
searching the internet using a search engine (e.g. Google or
Google Scholar) in two important ways. Bibliographic databases
contain journal articles that are not generally available online or
accessible via internet search engines. Coverage by internet search
engines is not transparent and changes frequently.
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FIGURE 4 | Venn diagram illustrating the interaction between the different

search terms within the search components for the example scenario (denoted

by a red star).

A number of bibliographic databases exist. Research
suggests at least two databases should be searched, including
CAB Abstracts since it contains the most comprehensive
database for veterinary topics (38). The data in CAB Abstracts
are available for subscription by institutions (39), and for
individual subscription as VetMed Resource (40) which includes
bibliographic records, limited full-text, and links to free and
subscription articles. PubMed, from the US National Library
of Medicine, is a freely available bibliographic database that
covers biomedical sciences including a core of veterinary
medicine information (41). It includes the MEDLINE database
and additional bibliographic records and links to free and
subscription articles.

For those employed at a university or corporation, check
with your information specialists or librarians to find the
databases available to you. For those not affiliated with an
institution, collaboration with individuals at universities or
obtaining practice or individual subscriptions to databases [e.g.
VetMed Resource (40)] is useful. Some professional bodies offer
access to databases as a member benefit. It would be pertinent
for veterinary professionals to consider membership to relevant
initiatives such as the RCVS Knowledge Library (42) which offers
training in literature searching. Other cost-effective options are
available (37).

Searching Using Database Specific Subject Headings
Search results may be improved by the inclusion of standardized
terms in the search (43). These terms are specific to each
bibliographic database. The content of each publication being
indexed is identified, assessed, and assigned a standardized
database specific term, often called a subject heading. These
are “umbrella” terms for a given concept and are organized
in a database-specific thesaurus. PubMed and MEDLINE
use MeSH (Medical Subject Headings), CAB Abstracts
uses the CABI Thesaurus. Consult the help documentation

provided by the databases for guidance. Not all CAT guidance
recommends the use of subject heading searches (11, 12)
but when used, it is likely to improve the sensitivity of
searching strategies (43) and therefore should be carried
out if possible. For further information about subject
headings, see the box entitled “General references about
using subject headings.”

General references about using subject headings

EBVM Toolkit 2 (https://knowledge.rcvs.org.uk/document-library/ebvm-

toolkit-2-finding-the-best-available-evidence/)

EBVM Learning Acquire (http://www.ebvmlearning.org/acquire/)

PubMed for Veterinarians (https://www.tamucet.org/product/pubmed-for-

veterinarians/)

3. Identification of Relevant Studies
After the search has been carried out, the next step is to identify
publications that can be used to answer the CAT question. Firstly,
the citation must be relevant to the PICO question—it must
contain all the components, including the outcome of interest.
This assessment begins by looking at the title of each citation. If
the title does not sound relevant, the citation is excluded and the
next one is assessed (37). If the title is potentially relevant, the
abstract is assessed for further detail. If the abstract is relevant,
the full text of the article is scanned. If the full text article
is not available, the citation may be excluded or further work
undertaken to obtain a complete copy (37). There is a flow
diagram that appears in White and Larson (44) that can help to
facilitate the process described above.

Secondly, exclusions might apply to ensure the citations are
as evidence-based as possible. For example, those citations that
are not peer-reviewed (e.g. conference proceedings, textbooks,
theses), do not contain evidence of research methodology (e.g.
narrative reviews), or are carried out in a non-applied setting
(e.g. in vitro research) may be excluded (36). Often if the full
text version of a paper is in a language in which the authors are
not sufficiently fluent, it is excluded due to the lack of time for
translations in the rapid CAT process.

It is possible that at the end of this stage, no relevant peer-
reviewed citations are found, or the material found provides
insufficient confidence that the findings are valid. The searching
strategy could be amended (e.g. using “OR” between the I and
C components instead of “AND”) to “widen the net.” If this is
not successful, the process of a traditional CAT ends here. Some
published CATs include searches that don’t return any citations
to demonstrate evidence gaps (45). If the search retrieves no
results but clinical decisions need to be made about a case, other
forms of evidence such as conference proceedings, textbooks,
narrative reviews and expert opinion could be used instead (46).
Publications looking at the PICO topic as it relates to other
species (including humans), or those containing in vitro studies
could be investigated.

In the example scenario above, a MEDLINE search returned
345 citations, one of which was relevant. No papers were excluded
because they were not in English, 11 papers were excluded as they
were narrative reviews, conference proceedings or related to in
vitro research, and 333 were excluded because they did not meet
all components of the PICO question. A CAB Abstracts search
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returned 412 citations, one of which was relevant (the same paper
as in the MEDLINE search). One paper was excluded as it was
not in English, nine as they were narrative reviews, conference
proceedings or related to in vitro research, and 401 were excluded
because they did not meet all components of the PICO question.
This left a total of one relevant paper from the two database
searches, Moreau et al. (47).

4. Appraisal of the Evidence
One of the most important parts of the CAT process is the
appraisal of the evidence. This assesses the study design and
its execution (48). Often there is an assumption by medical
and veterinary professionals that if something is published in
a scientific journal, it is automatically valid and high quality.
However, the publishing and peer review process is not flawless
(49–51) and not all published articles are of equal quality (52).
Therefore, it is important that all publications undergo an
assessment of how they were conducted.

The first step in this process is to identify the study design
and assess its place in the evidence “hierarchy” (24). All study
designs have a degree of bias associated with them, but some
are considered more objective than others (8). A number of
schematics rank the study designs according to their inherent
level of bias (hence “hierarchy”) in a “pyramid” [(2); Figure 5]
or “staircase” of evidence (52). Study designs at the top of
the pyramid are theoretically the least biased (e.g. systematic
reviews and meta-analyses), with bias increasing toward the
bottom (e.g. personal anecdotes) (24). The pyramid shape
also indicates that the majority of evidence sources are at
the bottom, with fewer, less biased studies at the tip of the
pyramid (54).

However, the pyramid can be followed too strictly, ignoring
the point that the “ideal” study design to answer a specific
question relates to the type of question that is being asked.

Concerns raised include whether a case-control design is of lesser evidentiary

value than cohort studies and whether the terms cohort, case control, and

case series can be used to “filter” out studies of lower evidentiary value (55).

Additionally, this common version of the pyramid is geared toward questions

of treatment comparisons (SRs, meta-analyses and randomized controlled

trials appearing at the top of the pyramid). Where a question relates to other

types of clinical question, such as establishing disease prevalence, the

“hierarchy” here no longer applies—for example, cross sectional studies are

more appropriate to conduct in this case than randomized controlled trials

(56). Additionally, there are an increasing number of qualitative research

studies being undertaken in veterinary medicine; it is difficult to know where to

integrate these studies into the traditional pyramid hierarchy.

It can be difficult to determine what type of study design
has been carried out; the stated study design may not be
correct (57, 58), which can leave CAT authors uncertain as to
how to approach reading the paper. There are a number of
resources that contain a good description of common study
designs (1, 8, 59), including some with flow diagrams for
helping to determine what type of study design has been
used (8, 60, 61).

FIGURE 5 | Pyramid of evidence, modified from Phillips (53). SR, Systematic

reviews; MA, Meta-analysis; RCTs, Randomised controlled trials.

The second step in the process is to determine whether the
study design has been executed in the appropriate manner;
this assessment is termed “critical appraisal” (48). This is
often undertaken using structured worksheets which contain
questions tailored to the specific study design (13). There are
many different resources that can be used for this process, but
all are fundamentally similar in the questions they address.
Some examples from the medical and veterinary field are
highlighted in the box entitled “General references for appraising
the evidence.”

General references for appraising the evidence

Veterinary—

CEVM website (https://www.nottingham.ac.uk/cevm/evidence-synthesis/

resources.aspx)

EBVM toolkit, RCVS Knowledge (https://knowledge.rcvs.org.uk/evidence-

based-veterinary-medicine/ebvm-toolkit/)

Dean RS. How to read a paper and appraise the evidence. Practice. (2013)

35:282–5. doi: 10.1136/inp.f1760

Downes MJ, Brennan ML, Williams HC, Dean RS. Development of a critical

appraisal tool to assess the quality of cross-sectional studies (AXIS).BMJOpen.

(2016) 6:e011458. doi: 10.1136/bmjopen-2016-011458

Moberly HK. How to read and appraise veterinary articles. Texas Vet. (2019)

81:54. uri: 1969.1/178285

Pinchbeck GL, Archer DC. How to critically appraise a paper. Equine Vet Educ.

(2020) 32:104–9. doi: 10.1111/eve.12896

Medicine—

Centre for Evidence Based Medicine (https://www.cebm.net/2014/06/critical-

appraisal/)

CASP (https://casp-uk.net/casp-tools-checklists/)

Joanna Briggs Institute (https://joannabriggs.org/ebp/critical_appraisal_tools)

How to read a paper series, British Medical Journal (https://www.bmj.com/

about-bmj/resources-readers/publications/how-read-paper)

Crombie IK. The Pocket Guide to Critical Appraisal. London: BMJ Publishing

Group (2009).

Greenhalgh T. How to Read a Paper: the Basics of Evidence-Based Medicine.

5th ed. Chichester, UK: Wiley-Blackwell (2014).

While specific questions need to be answered based on the study’s
design, there are key, easy questions that should be asked of all
study types. These are (62):

• Does this study address a clearly focused question?
• Did the study use valid methods to address this question?
• Are the valid results of this study important?
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• Are these valid, important results applicable to my patient
or population?

The Centre for Evidence-Based Medicine takes a time-efficient
approach to the answers to these questions, saying that if the
answer is no to any of them, clinicians should avoid reading the
rest of the paper as it is not relevant (62).

Veterinary professionals can worry that appraisal will be too
difficult and may need advanced understanding of statistics.
In reality, critical appraisal relies on the application of
common sense in conjunction with an appraisal template with
much of the focus on the study design, not the statistics.
For example, of the 27 questions posed in the randomised
controlled trial (RCT) critical appraisal sheet developed by
the Centre for Evidence-based Veterinary Medicine (CEVM),
only four relate to statistical calculations (63). None require
the appraiser to carry out any statistical tests. There are
a number of easy to understand statistical reference guides
that could assist professionals to interpret common types of
analyses (64–66) that could be used alongside the structured
worksheets to assist them in interpreting the study results.
Alternatively, assistance or further training could be sought
(2, 67), but this level of higher knowledge is rarely required.
Therefore, veterinary professionals should be able to appraise
the vast majority of important features within each study
in order to draw meaningful conclusions. If the study
is well-conducted and well-reported, it should be easy to
critically appraise.

In the given scenario, the paper that was identified
(47) was a randomised controlled trial. After appraisal
using the RCT critical appraisal sheet from the CEVM
(63), the main points to note in relation to the
study were:

• Prior to the study commencing:

◦ There was no assessment of how many animals would be
required prior to the study commencing (e.g. no sample size
or power calculations were presented).

• Once the study had commenced:

◦ The study focused on dogs weighing more than 20 kg
and were older than 18 months of age with radiographic
evidence of osteoarthritis in a range of joints. Subjects
were excluded if there was history of other types of
musculoskeletal comorbidities.

◦ Outcomes measured were owner activity and pain scores,
clinician orthopedic examination score, ground reaction
force gait analysis and biochemical, haematological and
faecal assessments.

◦ Baseline characteristics and clinical characteristics of the
subjects were not reported.

◦ Aggregated results were reported for most but not all
parameters; it was difficult to determine basic results as
a consequence.

◦ There were no statistically significant improvements in
owner score compared to pre-treatment scores. The
exception was a subset of dogs with stifle disease in the

Metacam group (n = 6) who showed an improvement at
day 30 only (not at day 60). There was no statistically
significant difference between the two treatments for
this measure.

◦ Within each treatment group, there were statistically
significant improvements in clinician score (at day 30 only),
and in selected ground reaction forcemeasures compared to
pre-treatment scores. There was no statistically significant
difference between the performance of the two treatments.

5. Summarise Findings and “Clinical
Bottom Line”
The last part of the process is an overall assessment of
all the evidence appraised. There is no standard way of
amalgamating results from appraisals in the CAT format
(36) but it becomes easier with practice. Challenges include
comparisons of different types of study design (e.g. a randomized
controlled trial and cohort study), and where different studies
report conflicting answers to the question. Conflicting answers
could be related to the varying abilities/characteristics and
biases inherent in the different study types (35), or because
different populations have been studied (e.g. shelter animals vs.
owned animals; a study based in Australia vs. a study based
in Canada). This is where the judgement of the veterinary
professional becomes important. It is a common occurrence
that, even after reading the evidence, there is no clear, definitive
conclusion. It should be noted that such an outcome is
distinct from a conclusion stating that there is no effect of
the intervention.

In the given scenario, the study weaknesses were
felt to be substantial enough to conclude it was not
possible to answer the clinical question. The clinical
bottom line was that there was insufficient evidence to
demonstrate a difference in relation to the greatest clinical
improvement between the performance of meloxicam
or carprofen in dogs with osteoarthritis. For an overall
summary of the example CAT provided here, refer back
to Figure 3.

PUBLISHING A CAT

Production of the CAT can be carried out by more than one
author (45) to increase objectivity and reduce bias. Once the
question and search strategy are agreed, multiple authors may
independently search the literature and/or, more commonly,
agree on any relevant studies. They reach a consensus on
which studies to include and then independently appraise
their quality, before collaborating again to summarize the
findings and arrive at the clinical bottom line. There is a
lack of guidance on reporting CATs in the literature, and
those that do exist tend to be journal specific. At the time
of writing, the Veterinary Evidence journal had the most
comprehensive guidance for reporting Knowledge Summaries
(a form of CAT) (33), with minimal guidance provided by
Equine Veterinary Education (68). It is recommended also
to look at the examples following this section for further
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guidance on reporting. Journals such as the Veterinary Record
(publish BestBETs—a form of CAT—and other formats),
BMC Veterinary Research, Equine Veterinary Education and
Veterinary Evidence (publish Knowledge Summaries) have
published CATs previously.

Good Examples of Critically Appraised Topics From

Medicine and Veterinary Medicine
There are a number of excellent examples of CATs and
resources available to help facilitate the construction
of CATs, both in the medical and veterinary fields.
This section will focus on published examples of CATs,
collections of existing CATs, and website resources that
can be utilized to construct CATs. The applied nature
of CATs means that many of the most useful “how to”
resources are not published in peer-reviewed journals, but
on university webpages, open access online tutorials or
online databases.

Medicine
Over time there have been a number of medical CAT
databases in existence; in 2005 there were at least 13
different places where medical CATs appeared (69); it is
unknown how many of these are still regularly contributed to.
Software was developed to be able to search simultaneously
across a number of different CAT databases [“CAT
crawler”; (70)], but widespread use of this is not evident in
the literature.

A good example of a working database of CATs is
BestBETs (www.bestbets.org). This database was constructed
by emergency clinicians working at the Manchester Royal
Infirmary in the UK, in response to a lack of high
quality evidence for some of what was seen regularly in
emergency care (71), hence the use of the term “Best
Evidence Topics (BETs).” Some of these BETs are also
published in peer-reviewed journals. The topics covered
in this database have expanded to include other specialties
besides emergency medicine, including cardiothoracics
and paediatrics.

Veterinary Medicine
There are numerous different formats of CATs available in
veterinary medicine, most of which have emerged over the past
10 years. There are some differences between these formats in
relation to how the review question has come about, what format
the review is available in (e.g. on a website, published literature),
and how the “review” component of each format occurs (e.g.
number of authors, reviewers etc.), but they essentially follow
the same process. The advantage for veterinary professionals
is that there are several CAT collections available to utilise
for decision making in clinical practice. The collections of
veterinary CATs available at the time of article preparation are
listed alphabetically in Table 2. The majority of these are freely
available, although not all appear to be current and are being
updated at variable frequencies. Published examples of CATs and

useful web sources to help create CATs can be seen in the inset
boxes below.

Published examples of veterinary CATs:

There are several good examples of veterinary CATs that have been published

in the literature. Two can be seen here, both of which are free to view. These

examples demonstrate a contrast in relation to the types of question and

approaches that can be used under a CAT format.

Finka LR, Ellis SLH, Stavisky J. A critically appraised topic (CAT) to compare

the effects of single and multi-cat housing on physiological and behavioral

measures of stress in domestic cats in confined environments. BMC Vet Res.

(2014) 10:73. doi: 10.1186/1746-6148-10-73

This CAT contributed to the development of welfare guidelines for unowned

cats (72).

Olivry T, Mueller RS, Prelaud P. Critically appraised topic on adverse food

reactions of companion animals (1): duration of elimination diets. BMC Vet

Res. (2015) 11:3. doi: 10.1186/s12917-015-0541-3

Useful web sources:

Medicine:

“How to” resources—

Centre for Evidence Based Medicine CATmaker: (https://www.cebm.net/2014/

06/catmaker-ebm-calculators/)

Physiopedia: (https://www.physio-pedia.com/Critically_Appraised_Topics)

Veterinary medicine:

Other CATs—

Healthy Feet website: (https://www.cattle-lameness.org.uk/critically-

appraised-topics/)

BMC adverse food reaction CATs: (https://www.biomedcentral.com/

collections/catsfoodreactions)

SOME OF THE LIMITATIONS AND
MISINTERPRETATIONS ASSOCIATED
WITH CATs

The main limitation associated with the use of the CAT
methodology is the “quick and dirty” nature of the process.
Due to the rapid approach, the process is not as detailed
nor in depth as other types of review, and therefore there
is more potential to miss relevant evidence sources (9). This
may mean that a CAT may not be representative of the
totality of the evidence in existence on a particular topic
(36). In addition, the questions asked when using a CAT
format are usually narrow and tend to be very specific
to a clinical scenario or experience (9). This sometimes
limits the ability to translate findings to a wide variety
of situations. However, there are so few evidence-based
resources and limited funding for CAT resources for veterinary
professionals that any structured reviews can be of benefit
to clinical decision making. As with any type of review
publication, they can become outdated and should be re-assessed
regularly (9).

There are other pitfalls associated with this methodology
which are inherently related to structured reviews generally. If
only “colloquial” terms are used (those used locally or regionally)
to describe diseases/conditions/procedures then it is more likely
a CAT author from a different part of the world may miss a
relevant publication. For example, the term “tup” can be used to
describe a male sheep in the UK; in other countries this term is
not generally used. The majority of known CAT collections in
veterinary medicine are published in English, and to the authors’
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TABLE 2 | Collections of veterinary CATs.

Name of CAT collection References Start date of

CATs

Date of last

CAT

Approach Type of

source

Frequency of

updates

Banfield Applied Research and

Knowledge (BARK) CATs website

https://www.banfield.com/veterinary-

professionals/resources/research/cats

Nov 2009 2013 Single author

reviews

Free to view Unknown

BestBETs for Vets website (and a

selection of these in the Veterinary

Record journal)

http://bestbetsforvets.org/ Sept 2013 Current at

time CAT

review article

published

Multi-author

reviews

Free to view Every 2 years

Equine Veterinary Education journal https://beva.onlinelibrary.wiley.com/

hub/journal/20423292/homepage/

critically_appraised_topics_for_clinical_

evidence_in_equine_practice.html

March 2015

(for clinical

evidence

series of

CATs)

2020 Single author

reviews

Free to view No set timeline

Veterinary Evidence journal (called

Knowledge Summaries)

https://veterinaryevidence.org/index.

php/ve/index

Oct 2015 Current at

time CAT

review article

published

Single author

reviews

Free to view Most popular

automatically

updated every 2

years; others

when required

Veterinary Prescriber website https://www.veterinaryprescriber.org/ Mar 2014 Current at

time CAT

review article

published

Multi-author

reviews

Subscription

based

Variable; 3 years

or more

“Where’s the evidence” series in the

Journal of the American Veterinary

Medical Association in conjunction

with the Evidence Based Veterinary

Medicine Association

https://avmajournals.avma.org/loi/

javma/

Nov 2009 Aug 2011 Multi-author

reviews

Subscription

based

Unknown

knowledge, none of the reviews in these databases go to the extent
of searching for non-English publications for inclusion. This is a
distinct limitation (73) but is also likely to be related to the rapid
nature of these reviews in relation to the delay it may take for
additional searching and translation to be undertaken.

For relevant studies to be identified, published research must be indexed

correctly. Information specialists rely on authors identifying the most

appropriate key words for their publication and ensuring the most important

terms are included in the title and abstract. It also depends on the terminology

used to describe disease conditions or procedures. Additionally, depending

on the database in question, some of the indexing of veterinary related

publications is done by personnel who may not necessarily be familiar with

some of the conditions that afflict animals. Automated indexing systems can

both omit relevant subject headings from a record which can impact on

retrieval or include erroneous subject headings. All of the above can impact on

whether specific publications are returned after a structured search has

been performed.

There are sometimes misconceptions by veterinary
professionals in relation to these clinically relevant reviews
of the literature, analogous to those held by some medical
professionals in relation to clinical guidelines (74). They can be
seen as the definitive answer, from which health professionals are
only allowed to deviate for good reasons. This can be comforting,
particularly to those inexperienced in clinical decision making,
such as new graduates. Alternatively, CATs can be regarded as
over-prescriptive, too restrictive in scope and even draconian.
However, these reviews should always be applied contextually

to the patient in front of the decision-maker. If the study
populations are substantially different to their own patients, the
veterinary professional may deem the CAT irrelevant and choose
to ignore it (24). The evidence must be applied within the context
of the circumstances of the patient and owner in order for the
clinical plan and treatment to have the greatest chance of success.

FURTHER DEVELOPMENTS

Excluding for educational purposes, the role of the CAT appears
to have been superseded by SRs, which are often used as the
basis for clinical guidelines for medical practitioners [e.g. in
the UK, Clinical Knowledge Summaries; (75)]. SRs are a more
thorough representation of the existing evidence than CATs,
and include both published and, often, unpublished sources
of information. For areas not covered by such guidelines (e.g.
common questions still to be answered, and areas where it
is inherently difficult to undertake unbiased types of study
such as randomised controlled trials, for example in emergency
medicine), CATs will continue to play an important role in
clinical practice. In veterinary medicine, there are unlikely to
be large numbers of systematic reviews generated in order to
develop clinical guidelines, primarily due to a lack of both
suitable research funding and appropriate skills within the
veterinary profession. However, many veterinary and nursing
undergraduate courses and further education courses for
technicians globally include elements of EBVM training (such
as how to carry out a CAT) within them (27, 28) and there
are also opportunities now for post-registration training and

Frontiers in Veterinary Science | www.frontiersin.org 10 June 2020 | Volume 7 | Article 314120

https://www.banfield.com/veterinary-professionals/resources/research/cats
https://www.banfield.com/veterinary-professionals/resources/research/cats
http://bestbetsforvets.org/
https://beva.onlinelibrary.wiley.com/hub/journal/20423292/homepage/critically_appraised_topics_for_clinical_evidence_in_equine_practice.html
https://beva.onlinelibrary.wiley.com/hub/journal/20423292/homepage/critically_appraised_topics_for_clinical_evidence_in_equine_practice.html
https://beva.onlinelibrary.wiley.com/hub/journal/20423292/homepage/critically_appraised_topics_for_clinical_evidence_in_equine_practice.html
https://beva.onlinelibrary.wiley.com/hub/journal/20423292/homepage/critically_appraised_topics_for_clinical_evidence_in_equine_practice.html
https://veterinaryevidence.org/index.php/ve/index
https://veterinaryevidence.org/index.php/ve/index
https://www.veterinaryprescriber.org/
https://avmajournals.avma.org/loi/javma/
https://avmajournals.avma.org/loi/javma/
https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Brennan et al. Critically Appraised Topics (CATs) in Veterinary Medicine

continuing professional development in these skills (32, 67, 76,
77). This suggests that the skill base may well increase in the
future. With some additional work, the CATs undertaken by
students that are currently kept internally within institutions
could become publicly available CAT collections. Alternatively,
with some assistance from educators, student CATs could be
published in veterinary journals. There are awards available for
students to publish CATs currently (78), which should facilitate
this process.

With the creation of more CAT collections in the veterinary
sphere (Table 2), professionals can use CATs without requiring
the same skills needed to generate them. To facilitate carrying
out the CAT process in clinical practice, adequate time
must be given to professionals to be able to perform
searches and interpret evidence during their working day.
This is a bigger challenge for the profession that must
be prioritized moving forwards. With the rise of corporate
practice groups, there have emerged roles with the responsibility
of ensuring EBVM-based practice. This may accelerate the
prioritization of evidence reviewing as part of a veterinary
professionals’ role, which could increase the demand for CATs
and thereby facilitate formation of a more centralized source
for professionals.

For busy practitioners, having numerous different CAT
collections to search across is suboptimal. In the future it may
be that provision of software, such as the “CAT crawler” (70)
would overcome this barrier. However, this requires funding
for development and maintenance which, for these sorts of
resources, is unlikely to be prioritized by funding bodies.
Additionally, in order to increase the translatability of the CATs
in these collections, adding a patient perspective section may
add a different dimension. The CAT undertaken by Wootton
et al. (79) that appeared in the British Journal of Dermatology
includes such a section, so a template is already in existence

that could be utilized. A similarly motivated patient perspective
column has recently been initiated as a feature in the Veterinary

Record journal (80) which demonstrates the power of the
client’s voice.

CONCLUSION

The CAT framework is still a current and useful process for
veterinary professionals to use primarily for evidence-based
clinical decision making and for undergraduate and post-
registration training. With the provision of new CAT collections
that can be utilized often at no cost, there are good options
available for those in clinical practice who do not yet have the
skills to generate CATs themselves. All veterinary professionals,
with regular practice, have the ability to successfully navigate the
CAT process. However, time must be given to those in clinical
practice for the development of these skills so that more CATs can
be generated, facilitating excellent evidence-based care of clients
and their animals.
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Spatiotemporal visualization and analytical tools (SATs) are increasingly being applied to

risk-based surveillance/monitoring of adverse health events affecting humans, animals,

and ecosystems. Different disciplines use diverse SATs to address similar research

questions. The juxtaposition of these diverse techniques provides a list of options for

researchers who are new to population-level spatial eco-epidemiology. Here, we are

conducting a narrative review to provide an overview of the multiple available SATs,

and introducing a framework for choosing among them when addressing common

research questions across disciplines. The framework is comprised of three stages: (a)

pre-hypothesis testing stage, in which hypotheses regarding the spatial dependence

of events are generated; (b) primary hypothesis testing stage, in which the existence

of spatial dependence and patterns are tested; and (c) secondary-hypothesis testing

and spatial modeling stage, in which predictions and inferences were made based

on the identified spatial dependences and associated covariates. In this step-wise

process, six key research questions are formulated, and the answers to those questions

should lead researchers to select one or more methods from four broad categories of

SATs: (T1) visualization and descriptive analysis; (T2) spatial/spatiotemporal dependence

and pattern recognition; (T3) spatial smoothing and interpolation; and (T4) geographic

correlation studies (i.e., spatial modeling and regression). The SATs described here

include both those used for decades and also other relatively new tools. Through this

framework review, we intend to facilitate the choice among available SATs and promote

their interdisciplinary use to support improving human, animal, and ecosystem health.

Keywords: geographical/spatial analysis, geostatistics, epidemiology, disease mapping, framework

SPATIAL EPIDEMIOLOGY

Spatial epidemiology is defined as “the description and analysis of geographic variations in
disease with respect to demographic, environmental, behavioral, socioeconomic, and infectious
risk factors” (1). The importance of understanding the interplay between genetic, population,
and environmental factors, and temporal characteristics of diseases in relation to space (2–4)
has provided a set of powerful reasons to further develop the field of spatial epidemiology. The
integration of epidemiological concepts, spatial analysis, geographic information system (GIS), and
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statistics leads to the accomplishment of the objectives of spatial
epidemiology in understanding and modeling spatiotemporally
explicit health risks (5–10). Essentially, geostatistics was
originated in fields of geoscience, and the use of geostatistics
on health data is synonymously referred to as “medical/health
geography” or “spatial/geographical epidemiology” (11, 12).

The poster child of spatiotemporal epidemiological studies
is Dr. John Snow’s map of cholera deaths in Soho, London, in
1854 (13, 14). Dr. Snow used the map to support his theory that
disease was associated with contaminated water, contrary to the
popular belief at the time that it was airborne (14). Dr. Snow’s
classic work is an early example of how spatial epidemiological
methods may support improving the quality of epidemiological
investigations, eventually providing risk estimates in a timely
manner to support decision and policy in preventive and control
measures (15–17). Traditionally, spatial epidemiology focused on
two major concepts: (a) mapping and spatial pattern analysis,
such as cluster analysis, to determine visual and geographical
relational cues (pre-hypothetical stages of research), and (b)
using ecologic approaches to recognize etiologic clues of disease
spread and explanatory factors (hypothesis-driven research) (18).
However, the emergence of a large variety of tools and methods
over the last decades has made the landscape of spatiotemporal
epidemiological tools quite complex, challenging researches
ability to identify the analytical approaches most suitable for
their needs.

SPATIOTEMPORAL VISUALIZATION AND

ANALYTICAL TOOLS (SATs)

A plethora of SATs, especially geostatistical tools, have been
published and used in the field of spatial epidemiology (15, 19).
However, for a beginner in spatial eco-epidemiology, selecting
an appropriate analytical tool is often a challenging decision.
Different disciplines, including epidemiology, econometrics,
and ecology, use different SATs to address similar research
questions (20–23). Juxtaposing these diverse techniques may
support an interdisciplinary approach of shared knowledge
while providing a list of options for researchers. The choice
of SATs depends on a variety of factors/criteria. The majority
of the published reviews and books on SATs are focused on
describing the features of the tools/methods and do not guide
a beginner researcher through the options to consider when
choosing a spatial eco-epidemiological analysis. The objective
of the paper here was to suggest a framework that facilitates
choosing SATs which enables the researchers to analyze existing
epidemiological data, draw inferences, and plan future research
in spatiotemporal epidemiology.

DATA USED IN SPATIOTEMPORAL

ANALYSIS

The types of spatial data that can be used in epidemiology
to represent the distribution of diseases and adverse events in
space include (1) point-referenced data (presence and absence
of the disease or number of animals at each farm location),
(2) point-pattern data (presence of the disease: where the

disease occurrence itself is random giving rise to a “spatial
point process”), and (3) areal data or “lattice data” (number
of disease cases aggregated by an administrative division such
as counties) (19, 24). The first case is often referred to as
“geocoded” or “geostatistical” data (19). The point-referenced
data and areal data may be of binary, count, or continuous in
nature. The key difference between point-referenced and point-
pattern data is that the former has a set of pre-known locations
from which a certain value for a given variable was observed,
whereas in the latter the events are assumed to have a stochastic
or random nature (19). Therefore, in point-pattern data both
the location and the observation of the disease themselves are
random or stochastic. While the term “lattice data” may lead to
the assumption that the areal units are regular shaped grids, in
practice most areal data are summarized over irregular lattice
such as administrative divisions. Reduced spatial explicitnessmay
lead to aggregation of the events by administrative divisions and
non-availability of the temporal details would limit the researcher
to use purely spatial tools for the analysis.

While disease status data are the primary focus,
epidemiological studies often look into association of the
disease with underlying risk factors, such as human population
density, air pollution parameters, temperature, precipitation,
or soil pH among many other possible examples, which vary
continuously over the space. These variables that are usable
on GIS platforms are available from various data base sources
in the form of point-referenced observations, polygon maps,
or gridded i.e., “raster” maps. WorldClim [www.worldclim.
org; (25, 26)] and LandScan Global Population Database (27)
are examples of such data sources. The relevant value of these
continuous variables, at each location where the disease status
has been determined, can be extracted and used for further
analysis, i.e., point-referenced data (19). The availability of
exact location details and the time of the case supports more
spatiotemporally explicit and reliable analysis. Unless specified as
applicable to a particular type of data only, SATs described here
are suitable to be used point-pattern, point-referenced, or areal
data. It is important to notice that under certain circumstances
the data types can be converted from one form to another.
Point-referenced data can be summarized and represented
by administrative divisions (i.e., polygon data). For example,
point-referenced data representing 10 different farm locations
recorded with a disease can be represented as 10 cases with in
the county. Similarly, disaggregation of areal data with certain
assumptions, such as density dependent disaggregation (28), is
possible. Representing the area by the centroid of each polygon,
thus, converting areal data into a point-referenced format,
which, of course, is a simplification of the analysis that may be
acceptable only under certain circumstances.

A FRAMEWORK FOR CHOOSING

SPATIOTEMPORAL EPIDEMIOLOGICAL

TOOLS

Here, we are suggesting a framework for choosing SATs
(Figure 1). The framework is classified into three stages: (a)
pre-hypothesis testing/hypothesis generating stage; (b) primary
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FIGURE 1 | Schematic illustration of a framework for choosing spatiotemporal visualization and analytical tools (SATs). The research questions/objectives are identified

with Q1:Q6. The specific SATs under the relevant categories, i.e., T1:T4, are listed in Table 1.

hypothesis testing stage; and (c) secondary-hypothesis testing
and spatial modeling stage where the predictions and inferences
are made. The primary hypothesis refers to the existence of
spatial dependence and spatial patterns in the distribution

of adverse health events, while the secondary hypotheses
involve the association of the events with risk factors/covariates.
The different types of SAT are broadly classified into four
categories: (T1) visualization and descriptive analysis; (T2)
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spatial/Spatiotemporal dependence and pattern recognition; (T3)
spatial smoothing and interpolation; and (T4) spatial correlation
studies: modeling and regression. The types of data primarily
applicable with different SATs are listed under T1:T4. The
framework seeks to suggest a suitable category of the SAT among
the four, based on the stage of the research question. The types
of SAT that are commonly used in epidemiological studies are
listed under each category (T1:T4) in Table 1 and discussed
briefly below. The usage of tools are further discussed in relation
to one example case study. It is important to note, however,
that this is not a systematic review on the existing SATs, and
that the classification used here is, somewhat, arbitrary, given
the subjective nature of the problem. This contribution of a
narrative review, while not an exhaustive description of SATs,
intends to provide a short guide to introductory-level population
and ecological scientists on commonly used tools and encourage
the users to explore the diverse algorithms for more informed
conclusions. Detailed reviews on SATs can be found elsewhere
(6, 7, 10, 23, 138), as well as, a glossary of commonly used terms
and their definitions in spatial epidemiology is found in Rezaeian
et al. (11).

COMMONLY USED SPATIOTEMPORAL

VISUALIZATION AND ANALYTICAL TOOLS

(SATs)

T1 Tools for Visualization and Descriptive

Analysis
Spatial data visualization is one of the key steps in understanding
and generating hypotheses on the spatial distribution of
events. Global Navigation Satellite Systems (GNSS), such as
Global Positioning System (GPS); Global Navigation Satellite
System (GLONASS); Galileo; Navigation Indian Constellation
(NavIC); and BeiDou provide the ability to position the exact
geospatial locations during the data collection phase. In the
absence of GNSS based data, geocoding plays a major role
to generate spatially explicit databases (29, 30). In addition
to the visualization, description of the extent of spatial
distribution by means of size, shape, and directionality of
the spread supports understanding the extent of the adverse
health/environmental effect. Descriptive analysis using T1 tools
may support planning primary interventions including assigning
vaccine or surveillance buffer zones and recognizing the distance
to closest epidemiologically important features.

GIS is a system which enables capturing, storing, visualizing,
and analyzing spatially explicit or “georeferenced” data to
cartographic projections (31, 139). The true value of the ability
to place data or measurements on a map, either as discrete
events using its exact location (i.e., point-referenced data) or as
continuous data by regular grids (i.e., raster data), is the ability
to assess possible relationships within the data. GIS technology
makes it technically feasible to integrate large amounts of data
collected from different sources into a single georeferenced
map/model for analysis. Therefore, GIS plays a major role in the
spatial analysis as a platform which facilitates bringing data and

analytical techniques together. The key analytical tools are listed
under T2:T4.

T2 Tools for Spatial/Spatiotemporal

Dependence and Pattern Recognition
Measures of Spatial Autocorrelation
According to Walter Tobler’s First Law of Geography,
“everything is related to everything else, but near things are more
related than distant things (140).” This phenomenon, otherwise
known as spatial autocorrelation or spatial dependence, is a
key component of spatial epidemiology. The majority of the
T2 techniques are focused on determining the extent to which
data are spatially autocorrelated and performing hypothesis tests
after accounting for spatial autocorrelation (141). Assumptions
involved in the analytics include the spatial stationarity, isotropic
spatial autocorrelation, and spatial continuity (141). In simpler
terms these assumptions imply that events (infectious diseases
in animals for example) of the considered spatial process are
homogeneously distributed across the region regardless of
geographical directions or barriers. However, understanding
the violations of these assumptions, i.e., detecting patterns of
non-stationarity or anisotropy, is paired with the descriptive
analytics (32). Moran’s I (37), Geary’s C (38), Mantel test (39),
and Getis Ord (40, 41), which often referred to as “global spatial
autocorrelation indices” (142) are the commonly used techniques
to measure spatial autocorrelation.

Measurement of spatial heterogeneity, i.e., uneven
distribution of the populations and risk factors across the
geographical space, is another important component for
understanding the disease process. Spatial heterogeneity
measures could be either (1) local where we measure whether
an attribute at one site is different from its surrounding or (2)
stratified where the attributes are stratified within strata, such
as Agro-ecological zones or land use categories in which the
spatial variance between strata was measured. An example of
local measures of spatial heterogeneity is Getis Ord Gi∗ [i.e.,
hot-pot/cold spot analysis; (40, 41)]. Other techniques such as G-
statistics are increasingly available facilitating the measurement
of stratified spatial heterogeneity (51). The indices of spatial
heterogeneity provide opportunity to quantitatively measure the
differences and compare the landscape patterns of populations
and risk factors.

Spatial Cluster Analysis
A spatial cluster is an excess of events or measurements in certain
areas in geographic space, compared to the null expectation
of complete spatial randomness (143). The cluster analysis is
generally aimed at detecting if there is any clustering in the
spatial data (i.e., Global cluster analysis), and detecting and
locating the clusters (local cluster analysis and focused cluster
analysis). In general, the cluster analysis provides information
about the cluster morphology, including the magnitude of the
excess/deficit feature, geographic size, shape, and the locations
of spatial clusters.

Detecting first-order adjacencies such as Local Indicators of
Spatial Autocorrelation (LISA) statistics (41, 50) and nearest-
neighbors relationships such as used in Cuzick and Edward’s
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TABLE 1 | A summary of types of common spatial analytical tools and their purpose.

Purpose Measure Commonly used techniques D* References

T1: Visualization and

descriptive analysis

Transformation of locational

information into geographic

coordinates

Geocoding/

georeferencing

GIS based geocoding of street address,

postal code, or administrative divisions

pp, pr, ar (29–31)

Visualization and description of the

size and shape of the spatial

distribution

Exploratory spatial data

analysis

Mean center pp, pr, ar (32)

Median center (32)

Convex hull (33)

Standard deviation (weighted by

attributes)

(32)

Directional mean and variance (34)

Moran scatter plot (35)

Characterize nearby

features

Features with in a distance band/buffer

zone

pr, ar (31, 36)

Distance to feature (31)

Overlaying features (31)

T2: Spatial/

Spatiotemporal

dependence and

pattern recognition

Test whether there is spatial

dependence in the event data

Spatial autocorrelation Global Moran’s I pr, ar (37)

Geary’s C (38)

Mantel test (39)

Geti’s ord (40, 41)

Spatial autocorrelation

among regression

residuals

Moran’s I test pr, ar (42, 43)

Kelejian–Robinson test (44, 45)

Distance analysis Nearest neighbor analysis (46)

Ripley’s K (47, 48)

Distance matrices (31)

Measure the uneven distribution of

the populations and risk factors

Local or stratified spatial

heterogeneity

Getis Ord Gi* pr, ar (40, 41)

K-means clustering (49)

Anselin’s local Moran’s I (L-Moran) (50)

Spatial stratified heterogeneity test (51)

Measure the spatial dependence

while accounting for background

population

Oden’s Ipop ar [(52, 53); https://

www.biomedware.

com]

Test whether there is any spatial

trends

Testing for first-order

effects

Trend analysis pr, ar (18, 54, 55)

Test whether there is any spatial

clustering in the data

Global cluster detection Nearest neighbor test pp, pr, ar (46)

Cuzick and Edward’s test (case-control

data)

(56)

Local indicators of spatial association

(LISA)

(50)

Locate the clusters and the

statistical significance of the

clustering

Purely spatial local cluster

detection

Spatial scan statistics (57–59)

Flexscan ar (60)

Turnbull’s test pr, ar (61)

Besag and Newell’s test (62)

Test whether there is space and

time clustering in the data

Spatiotemporal cluster

detection

Knox test pp, pr, ar (63)

Mantel test (39)

Barton’s test (64)

kth nearest neighbor test for time-space

interaction

(65)

Space-time permutation scan statistic (66, 67)

Edrer-Myers-Mantel test (68, 69)

Detect the direction of progression

of an event over time

Spatiotemporal

directionality

Spatiotemporal directionality test pr, ar [(53, 70); https://

www.biomedware.

com]

Spatiotemporal anisotropy parameter (71, 72)

(Continued)
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TABLE 1 | Continued

Purpose Measure Commonly used techniques D* References

T3: Spatial

smoothing and

interpolation

Quantifying spatial variations in

event intensity: spatial point pattern

(SPP) intensity

Density based point

pattern recognition

Univariate Kernel density estimation

(KDE)

pr (73–75)

Multidimensional KDE (76, 77)

Empirical Bayes smoothing (EBS) ar (78, 79)

Smoothing and interpolation Deterministic spatial

interpolation

Thiessen (Voronoi) polygons pr (80)

Neighborhood matrices (31)

Inverse Distance Estimation (IDW) (32, 81, 82)

Triangulated Irregular Network (TIN) (83, 84)

Headbang smoothing (85–87)

Spatial modeling with

stochastic partial

differential equations

(SPDE)

pr (88, 89)

Geostatistical interpolation

and spatial regression

Kriging pr (32, 90, 91)

Spline regression models (92)

Trend Surface Interpolation (93–96)

Multivariate spatial

interpolation

Co-kriging pr (32, 91, 97)

Regression kriging (98–100)

Spatiotemporal

interpolation

Space-time kriging pr (101, 102)

Autoregressive spatial smoothing and

temporal Spline smoothing

(103)

T4: Geographic

correlation studies:

modeling and

regression

Estimate the probability of disease

spread using explanatory variables

Regression at spatial units Ordinary least square regression and test

for spatial autocorrelation of residuals

pp, pr, ar (42, 43, 45)

Spatial lag model with independent

variable representing neighbors

(104, 105)

Spatial and

spatiotemporal error

autoregression models for

areal data (When

regression residuals have

spatial autocorrelation)

Simultaneous autoregressive (SAR)

models

pr, ar (19, 24, 106)

Geographically weighted regression

(GWR)

(107, 108)

Purely spatial: Conditional

autoregressive (CAR) models

(19, 109, 110)

Spatiotemporal CAR models (111, 112)

Two-stage space-time mixture modeling (113)

Latent structure models (113–115)

Spatial and

spatiotemporal models for

point-level data

Point process models with weighted

sum approximation

pp (116, 117)

Conditional logistic model pp, pr (118, 119)

Separable models for spatiotemporal

data

(19)

Non-separable models for

spatiotemporal

(19)

Measure the gravitation of adverse

effects and the risk factors based

on distance

Estimate most probable

spatial interactions

between entities

Gravity models pr, ar (120–123)

Analysis of spatially explicit

time-to-event data

Spatial survival models Spatial cure rate model pr (124)

Frailty models (124)

Estimate the probability of disease

when the disease occurrence is

correlated with environmental

variables

Environmental/Ecological

niche modeling

Maximum Entropy Ecological Niche

modeling (Maxent)

pr (125–127)

Genetic Algorithm for Rule Set

Production (GARP)

(128–130)

Machine/statistical

learning techniques

Random forest pr (131, 132)

Generalized additive models (GAMs) (133–135)

Artificial neural networks (ANN) (136, 137)

D* Column represents the type of data primarily applicable on the set of tools, where, pp, point-pattern; pr, point-referenced; ar, areal data.
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(56) test can be considered as global cluster detection techniques.
Most local cluster-detection techniques employ circular scanning
windows, such as the scan statistic (58), Turnbull’s test (61), and
Besag and Newell’s (62) test. In scan statistics, a circular scanning
window of varying sizes that moves across the study area is used
to compare the observed-to-expected ratio of the cases compared
to the expected spatial randomness was calculated, and the
windows that maximize this likelihood ratio were recognized as
the most likely clusters (58). Some of these local cluster analyses
such as scan statistics have been incorporated into widely
used software such as SaTScan that enable temporal, spatial,
and spatiotemporal cluster analysis in a user-friendly manner.
However, it is essential to realize that spatial variation and hence
cluster morphology is complex, and may not be well-described
by the circular cluster window approaches (143, 144). Therefore,
alternative approaches that are flexible for the cluster shape such
as Flex scan (60), Upper Level Set scan statistics (145), and B-
statistics (146) have been introduced. A detailed description on
the spatial pattern recognition and cluster analytical techniques
are found elsewhere (143). The performance of SATs designed to
detect clusters can be highly sensitive to the level of aggregation
of the data (147). Therefore, while the clusters detected based on
point-pattern or point-referenced data are intuitive to interpret,
the clusters of data aggregated at large areal units requires
caution. Distance based assignment of the neighbors instead
of considering shared borders between areal units has been
suggested (147). Morris and Munasinghe (148) have offered
a solution through a user defined computer algorithm that
combines existing areal units, such as administrative divisions,
into regions with populations large enough to diminish spurious
variability in disease rates while limiting the loss in resolution.

T3 Tools for Spatial Smoothing and

Interpolation
Spatial Smoothing Techniques
Many research studies on adverse health/environmental events
apply spatial smoothing and interpolation techniques to improve
estimation and for exploratory mapping of risk (149). There
is a variety of smoothing techniques and they can be broadly
categorized as global (the same function is applied to all the data
points and predictions are made using the entire dataset) and
local (the same function is applied to sub-sets of data points based
on the neighborhood) smoothing techniques. Kernel smoothing,
one of the widely used techniques, facilitates visualization of
the intensity of events (73) while accounting for background
spatial distribution of the population at risk (150), and generate
tolerance contours (i.e., confidence regions) for which the relative
risk of a disease is significantly high (74, 75). Kernel smoothing
can be used to describe and visualize the intensity or the
spatial relative risk of health threats. Smoothing techniques are
used to reduce noise by shrinking values toward the adjacent
observations and estimate the spatial trend, which is applicable to
both homogenous and heterogeneous point processes (75, 151).
In a heterogeneous point process in which the intensity of the
spatially varying event varies within the study area, smoothing
is used to increase accuracy of the estimation of the event

intensity using either parametric or non-parametric methods
(73–75). Spatial smoothing techniques use a moving weighted
function to reduce the noise component, where the differences
in the values on a surface are accentuated resulting in a spatially
continuous map. Commonly used spatial smoothing techniques
include kernel density estimation (KDE) [(73, 74, 152, 153)]
and headbanging (85–87), which are considered as alternatives
of detecting circumscribing clusters of varying shapes in lieu of
circular clusters (74, 143). Empirical Bayes smoothing (EBS) is
a specific case of spatial smoothing where the denominator i.e.,
varying population at risk over the map is used as a measure
of the confidence in risk estimates. Therefore, the confidence
of estimates are higher in highly populated areas, whereas, the
estimates of relative risk would have high margins of error in
the less populated areas (79). For example, if two counties have
same the standardized incidence ratio (SIR) but have different
population sizes, the confidence of EBS estimates would be higher
for the county with a larger population size.

Spatial Interpolation Techniques
Spatial interpolation techniques are used to estimate or predict
values at unknown locations using available/known data points
(32). These tools can be broadly categorized as deterministic
(they use the extent of similarity or distance to create the
surface using measured points) and geostatistical (they use
the statistical properties of the measured points to create the
interpolated surface) interpolations. The resulting interpolated
surfaces i.e., statistical surfaces are raster layers and often can
be considered as risk maps in epidemiological analyses. There
are multiple spatial interpolation techniques including Inverse
distance estimation (IDW) (81), Triangulated Irregular Network
(TIN) (5, 83), Kriging as well as its variations such as Co-kriging
(32), and Trend Surface Interpolation (93–96) are among the
commonly used techniques. TIN represents the surface by a
set of contiguous and non-overlapping triangles connecting the
original data points and allows construction of 3-dimensional
surfaces based on a secondary variable of a researcher’s choice,
which, for example, the prevalence of a disease in a farm location.
A review by Li and Heap (84) summarizes and compares several
interpolation methods used in environmental sciences that are
highly applicable in eco-epidemiological studies as well.

Geostatistical interpolation, such as kriging can be understood
as a two-step process, where, step 1 is fitting the spatial variogram
or likelihood for the data observed at the sampled points;
and step 2 involves the interpolation of values for unsampled
points or blocks using the weights derived from this covariance
structure (32). In situations in which disease events are biased or
undersampled, co-kriging can be used to enhance the accuracy
of the estimation using a highly sampled auxiliary variable
(154). For example, when invasive species detected at lakes are
underreported, but the known invasions are highly correlated
with the visitors/boater traffic in-and-out of the lakes and data
are available for this variable, boater traffic network may use as
an auxiliary variable to determine the lakes that are likely to be
invaded (155). Trend surface interpolation facilitates mapping
variables while allowing for the local fluctuations. Therefore,
trend surface analysis may reflect the regional distribution,
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trend, and the local variation of the mapped disease (156, 157).
Interpolation techniques, their model assumptions, and usage are
discussed extensively, elsewhere (32, 96).

Spatiotemporal interpolation techniques are used to
predict variables in-between and beyond observation times
(101, 102). In space-time kriging, the spatial, temporal, and
spatiotemporal dependence structures are modeled using
spatiotemporal variograms (102). Modeling the spatial and
temporal components independently is one of the drawbacks
in most of the spatiotemporal interpolation techniques (158).
A detailed discussion on the spatiotemporal interpolation
techniques used in the environmental modeling is found
elsewhere (158). Recent developments including spatial
modeling with stochastic partial differential equations (SPDE)
have further improved spatial and spatiotemporal smoothing
using Bayesian inference (88, 89).

T4 Tools for Geographical Correlation

Studies: Modeling and Regression
Spatial Regression Models
In geographic correlation studies in epidemiology, spatial
regression analysis is commonly used to examine the effects
of certain risk factors/covariates on disease incidence while
accounting for the spatial autocorrelation/dependence (19, 104,
159–161). Spatial dependence is incorporated into the model
specifications typically using a spatial lag term or spatial error
autorregression models [i.e., assigning autoregression terms for
regression residuals; (104, 160)]. This is because the standard
regression models assume that observations are independent, an
assumption that is not met when spatially dependent data are
analyzed. Fitting regression models while assigning a variable
to represent the neighbor effect is one way of modeling the
spatial dependence. For example in spatial lag model in which
we assume that disease status in at one location is affected by
the disease status at the nearby locations, a “lag” term, which is
a specification of disease status at nearby locations, is included
in the regression, and its coefficient and p-value are interpreted
as for the independent variables (104). Both Frequentist and
Bayesian spatial regression techniques have been extensively used
in epidemiological analyses. Spatial regression models vary by
their computational complexity, capacity of capturing spatial
heterogeneity, and the quantification of uncertainty associated
with parameter estimates (161).

Spatial error autoregressive models for discrete/areal data
include: Simultaneous autoregressive (SAR) models (19, 24, 106,
162), Geographically weighted regression (163), and Conditional
autoregressive models (CAR) with neighborhood structures
defined based on Besag, York, and Mollie (BYM) model or
Leurox (109, 110). Defining the neighbors for areal data is done
based on contiguity including first-order contiguity (i.e., presence
of shared borders between polygons such as adjacent counties);
graph-based contiguity (i.e., based on defined algorithms such
as nearest-neighbor graphs); or distance-based contiguity [i.e.,
neighbors within 10 km; (45)]. Due to sampling and reporting
variabilities of disease incidences and risk factors, borrowing

strength from neighboring regions to get more reliable estimates
is the motivation behind these spatially dependent regression
models (e.g., closer neighbors might receive higher weights). This
strategy of borrowing information from neighbors is applicable
in autoregressive models, where the spatial or spatiotemporal
structure is modeled via sets of autocorrelated random effects
(19, 109, 164).

In addition to accounting for the spatial dependency,
multiple spatiotemporal regression models have been used in
epidemiological studies that enable the researchers to analyze the
influence of spatial and temporal dependence of disease events
and risk factors (19, 165). Detailed descriptions on spatial and
spatiotemporal autoregressive models can be found elsewhere
(19, 165). For example, latent structure models which accounts
for the heterogeneity or the discontinuity in risk surface such that
homogenous areas can be grouped together while discriminating
for the risk levels (114).

When the events are recorded as point-referenced data
from locations within a continuous spatial domain, such as by
households or animal farms in a certain area, the binary outcome
that the adverse event occurs in each location is assumed to
have an underlying continuous spatial process. Spatial processes
with binary outcomes are usually modeled by spatial logistic
or probit regression models. Assigning the spatial dependence
and neighbors in spatial process is complicated. This is
because point-referenced spatial data often come as multivariate
measurements at each location and we anticipate dependence
between measurements both at a particular location as well
as across locations. For example presence of a certain animal
disease in a farm is correlated with the farms own characteristics
including number of animals and management practices, as
well as the presence of neighboring farms. Separable and non-
separable spatiotemporal regression models are commonly used
to model spatial point processes (19, 166).

Environmental/Ecological Models
Ecological niche modeling (ENM) approaches are widely used to
characterize the complexity and heterogeneity of the landscapes
in research related to epidemiologically relevant vector and
parasite-reservoir distributions (167, 168). In addition to the
characterization of the areas where disease is distributed, ENM
is used to identify potential distributional areas in response to
the likely geographic shifts in distributional areas of species
or phenomena under scenarios of climate change or changing
land use (169). Genetic Algorithm for Rule Set Production
(GARP) (129, 130); Maximum Entropy Ecological Niche
modeling (Maxent) (125, 126); and Machine/statistical Learning
Techniques such as random forest (131, 132) and artificial neural
networks (ANN) (136, 137) are the commonly used algorithms
in epidemiology. Most ENM studies use presence-only data for
the analyses. Further details regarding GARP, Maxent, and other
ENM algorithms are found elsewhere [(125, 126, 128, 129)].
Additionally, hybrid methods that are bringing together multiple
tools are being used in several disciplines to improve estimation
and prediction abilities in spatial analysis.
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EVALUATING THE PERFORMANCE OF

SPATIOTEMPORAL ANALYTICAL TOOLS

Model Performance Indicators
Evaluating model performance is important when choosing
between similar SATs (Especially those listed under T3 and
T4). These measures include correct classification rate (CCR)
(170), model sensitivity and specificity (i.e., the number of
correctly classified cases) and area under the receiver operating
characteristics (ROC) curve (170, 171). The sensitivity of a
spatial model in disease mapping can be defined as the model’s
ability to correctly predict high-risk areas/locations, whereas,
the specificity of the model would be its ability to correctly
identify low-risk areas/locations. Error and accuracy measures,
such as root mean squared error (RMSE), are also used to
measure how wrong the resultant model estimates can be (138).
Similarly, penalized-likelihood criteria for comparing models
including Akaike information criterion (AIC) (172), Bayesian
information criterion (BIC) (173), Deviance information criterio
(DIC) (174, 175), and Watanabe-Akaike information criterion
(WAIC) (176) are used in regression models as relative measures
to compare between models and evaluate goodness of fit with
penalty on model complexity. Further reading on the choice of
model selection criterion is found elsewhere (177, 178).

Model Validation Techniques
The SATs, especially the predictive modeling-and correlation
models (listed under T3 and T4 of Table 1), are evaluated
for their performance because the predictions would have no
merit if the accuracy of the models cannot be assessed using
independent data (138, 170, 179). A variety of techniques are
available to validate the SATs (Listed under T3 and T4 ofTable 1).
Data partitioning techniques such as bootstrapping (180, 181),
randomization (182), prospective sampling (182, 183), and k-fold
partitioning (184, 185), leave-one-out cross-validation (138) are
commonly used to determine training and testing datasets for
model validations.

Cross validation, i.e., partitioning the data into several subsets
and each fitting the model excluding one subset and validating
the fitted model’s ability to correctly predict the risk areas using
the excluded subset of data, is one of the common practices
in spatial model validation (138, 185). This includes dividing
the data over space or time. For example, if the incident
data are from 2000 through 2018, fitting model using early
data/incidents and validation of the model predictions using
recent events is considered an approach of temporal cross
validation. Temporal cross validation is also achieved through
the prospective sampling where new cases are evaluated against
already built models from a different region or from a different
time (170). A review by Anselin (179) discuss model validation
techniques used in spatial econometrics in relation to the
statistical validity of the models. The model fitting concerns
related to theory, hypothesis testing, choice of criteria, and
practical considerations are discussed under this criteria of model
validations (179).

AVAILABLE SOFTWARE TOOLS

FACILITATING SAT

Multiple free and proprietary software tools are available
facilitating the spatiotemporal analytical studies. However, there
is no quality control over to assess the accuracy, reliability,
and sustainability of the majority of those non-proprietary
software. Some software, such as SaTScanTM (https://www.
satscan.org) and ArcGIS (https://geocode.arcgis.com), have
become successful commercial products that are widely in use
(7, 186), while others are underutilized due to less popularity and
irregular maintenance. Sustainability and maintenance of these
software is essential when incorporating these software based
eco-epidemiological analyses into surveillance or intervention
measures. An overview of the spatial data analytical software is
found elsewhere (186).

Geocoding can be implemented using either commercial
GIS software or online that are developed by governmental
(Ex. USGS map locator: https://store.usgs.gov/map-locator),
private (ArcGIS Online Geocoding Service by Esri (https://
geocode.arcgis.com/arcgis/); QGIS Geocoding Plugins (https://
plugins.qgis.org/plugins/GeoCoding/); Geocoding using Google
maps (https://cloud.google.com/maps-platform), or through
educational organizations (e.g., TAMU Geo coding Services of
the University of Texas A&M: http://geoservices.tamu.edu/).
Similarly, Python based geocoding using open or commercial
spatial data repositories and spatial database management
systems such as Google geocoding application programming
interface (API) and improving the capacity of spatial computing
is a field in developing (187). These software and tools enable
both batch geocoding where multiple addresses are submitted at
once for geocoding, and reverse geocoding, i.e., determining the
nearest street address based on given coordinates.

The commonly used user-friendly software in the
spatiotemporal analysis that are capable of performing
the descriptive analysis, spatial pattern recognition,
smoothing/interpolation, and/or spatial modeling are
ArcGIS (188), QGIS (189), GRASS (190), GeoDa [(191);
http://geodacenter.github.io/index.html], Clusterseer [(53);
https://www.biomedware.com/], SaTScan (http://www.satscan.
org/version 9.6), and CrimeStat (192). Similarly, there are
multiple toolboxes relevant to spatiotemporal analysis that can
be used through following software: R statistical software (193),
SAS (194) (SAS/STAT R© software), STATA (195), and Matlab
(Matlab: https://www.mathworks.com)1. platforms that are
specifically developed for handling geospatial analysis. Some of
the advanced statistical software packages enables performing
both frequentist and Bayesian spatial analyses. For example, the
R package “spatialreg” (196, 197) enables performing frequentist
spatial error models including CAR models (listed under T4),
while R packages “CARBayes” (198), “CARBayesST” (165), and
“R-INLA” [(88); www.r-inla.org; (199)] enables fitting Bayesian
CAR models using Markov Chain Monte Carlo (MCMC)

1MATLAB and Statistics Toolbox TM Release 2018a. Natick, MA: The

MathWorks, Inc.
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or Integrated Nested Laplace approximation (INLA) based
estimation of the posterior distributions, respectively.

HOW TO USE THE FRAMEWORK TO

CHOOSE SAT: AN EXAMPLE

While we have introduced a framework and a categorization
of commonly used SATS, it is important to note that the
choice of the SATs is entirely a researcher-driven decision.
There are certain factors/criteria associated with the decision
of choosing one method over the other. The factors include:
(1) characteristics of the disease/adverse event; (2) study
design; (3) spatial explicitness of data; (4) data quality and
availability; (5) research question and hypothesis; (6) stakeholder
involvement; and (7) existence of resources, policy, and
regulations for the mitigation of events (200). These factors
influences the six questions (Q1:Q6) illustrated in the framework
(Figure 1).

For example, assume a researcher is interested in
understanding epidemiological characteristics of natural
Anthrax in animal populations and intends to use that
information to plan a surveillance/vaccination program in an
endemic area. Let us assume that the final output the researcher
intends to have is a criteria to define zoning distances for
ring vaccination or surveillance when at least one Anthrax
case is reported. Firstly, understanding the extent of spread
and duration of previous Anthrax outbreaks would play a
major role when determining this surveillance/vaccination
radii. Secondly, understanding the association between the
epidemiological drivers of the disease and the characteristics of
susceptible population would be of importance when planning
an area-based surveillance/vaccination program.

At the pre-hypothesis stage of the framework
(Supplementary Figure 1), answering questions Q1 and
Q2 would guide the researcher to use T1 tools and obtain
a spatially explicit data set that is ready for further spatial
analysis. Anthrax, caused by a spore-forming bacterium Bacillus
anthracis, is characterized by the prolonged survival of the spores
on soil and wide range of hosts including wildlife, livestock, and
human (201, 202). Therefore, the observational study designs on
Anthrax are likely to be retrospective based on reported cases
(203). Given Anthrax is reportable to the animal and public
health authorities, most likely type of data available would be
point-referenced in nature (i.e., presence of the disease at farm
locations or grazing lands). Although in rare situations, data may
be available aggregated at administrative divisions due to privacy
policy. If the coordinates of case locations are not recorded
along with the case report, geocoding the locations based on the
descriptions or farm addresses would be the initiating step.

Once geocoded, answering the Q3 and the use of SATs listed
under T2 would facilitate the recognition of spatiotemporal
dependence between the reported cases (i.e., the primary
hypothesis testing stage). Given the prolonged survival of
Anthrax spores in contaminated soils/environment, in addition
to the initial testing for spatial dependence, understanding the
spatiotemporal dependence and spatiotemporal directionality is

the key to understand the extent of past spread of the disease.
Testing whether there are space and time clustering in the data
would facilitate determining any particular area/s with high
relative risk for disease clusters at a specific time [i.e., disease
hot-spots; (203)].

Once geocoded, the primary hypothesis testing stage of the
framework and the T2 tools would facilitate the recognition
of spatiotemporal dependence between the reported cases and
determining any particular area with high relative risk for disease
clusters [i.e., disease hot-spots; (203)]. Given the prolonged
survival of the Anthrax spores conducting purely spatial and
spatiotemporal dependence and directionality is the key to
understand the extent of past spread of the disease. This
spatiotemporal pattern detection may lead to the refinement
of further research questions (Q4: Q6 of the framework) and
secondary hypothesis testing using the SATs listed under T3 and
T4 (Supplementary Figure 1).

Because the pathogen is invariably dependent upon
the distribution of susceptible species and environmental
characteristics such as soil pH, rain fall, and flood plains; the
choice of predictive modeling using correlated environmental
factors such as regression or ecological niche modeling (ENM)
(204) is a suitable option to consider (i.e., tools under T4).
However, it is important to recognize that the ideal analysis
for a chronic disease like Anthrax would be spatiotemporal
correlation models that enable incorporating temporal changes
of both the disease and underlying environmental characteristics,
in addition to space.

Once the range of cluster radii (T2 tools) and key
epidemiologically important environmental factors by area (T4
tools) were identified, these two key pieces of information
would facilitate informing the decisions of planning the ring
vaccination/surveillance programs. For example, recognition of
which areas are at high risk for Anthrax based on the models
outputs from T4 tools, such as ENM (204), and the extent/cluster
radii of past outbreaks using T2 tools would allow us to inform
defining the minimum and maximum zoning distances for
ring vaccination/surveillance.

ADVANTAGE, CHALLENGES, AND

DRAWBACKS OF SATs

The framework provides an introductory guide for choosing
SATs for eco-epidemiological studies. Use of SATs improves
an eco-epidemiological investigation by adding precision,
facilitating the comparison of distributions by means
of quantitative criteria, and capturing risk factors and
characteristics that are unlikely to be detected by visual
inspection or analyzing data without the spatial component
(6). Therefore, SAT outcomes, commonly represented as “risk
maps,” may serve as estimates of the effects of “real” exposures to
human, animal, and environmental health threats and facilitate
recognizing the effect size at more vulnerable locations and
time periods.

Common weaknesses associated with the spatial analysis and
risk mapping are related to shortcomings in the accuracy of data,
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choices of mapping and projections, choice of the analytical/
modeling tools and relevant assumptions, and eventually the
decisions related to the representation of the risk maps to
the end users (205, 206). In relation to the data aggregated
by administrative divisions, commonly discussed issues include
“edge effect” i.e., problems posed by the presence of adjacent
locations not included in the analysis but that can influence
its outcome, such as an unknown disease status in a country
adjacent to the study area [(207, 208)]; and the “modifiable
areal unit problem (MAUP)” i.e., the existence of differences
in the analytical results obtained through the analysis of the
same input data after aggregation at different levels. Examples
include aggregation of point data from dairy farms in to
counties or data available at sub districts level into provinces.
The MAUP pertains to scale and zoning effect of the divisions
(209, 210). A variety of methods are discussed in the literature
to quantify and account for the edge effect and MAUP issues
(211, 212). When spatial analytics and models are conducted
based on available and potentially biased data, the resulting
risk maps are invariably subjected to the negative impact of
the data quality. However, we emphasize the use of existing
data, bringing several databases together, and the spatiotemporal
analytical tools can support initiating the process of improving
data quality.

The choice of SAT, as discussed, varies with multiple factors.
Inevitably, all analytical tools and models involve certain
assumptions on statistical properties of variables and often these
assumptions are violated in natural environments. In other
words, none of the SAT are perfect matches for any particular
situation (158). For example, spatial continuity of risk is a
common assumption in risk-mapping process while there can
be natural (e.g., mountain range acting as a physical barrier)
or infrastructural barriers (e.g., urban vs. rural neighborhoods)
that violate the continuity assumption resulting in step changes
of risk between adjacent areas (112). Therefore, clarity on
the choice of SAT, underlying assumptions, and the seven
factors/criteria is essential when choosing SAT to address eco-
epidemiological problems.

FUTURE DIRECTIONS

Improving the quality of spatially explicit health and
environmental data through systematic collection of high-
resolution data and public participation GIS approaches such as
“crowdsourcing” or “citizen science data” is increasingly popular
in both public and environmental health monitoring efforts
(213–215). Additionally, the use of existing databases as passive
surveillance systems and improving systematic data collection
are suggested as ways to generate spatially explicit animal health
databases (203).

While the geostatistical techniques introduced here, especially
those under T4, commonly are frequentist approaches. The
hierarchical specification of geostatistical models (216), therefore
the adoption of a Bayesian framework for inference and suitable

Gibbs sampling, MCMC, or INLA [(88); www.r-inla.org; (199)]
for model fitting is being increasingly used. In addition to the
geostatistical SATs discussed here, there are non-geostatistical
spatial analytical tools such as Agent-based modeling (217–219)
that are increasingly used by the researchers interested in spatial
eco-epidemiological studies.

When modeling complex systems of adverse health and
environmental effects, incorporation of several other analytical
and modeling techniques in addition to SATs may support
further exploring the phenomena including understanding the
network effects (21). Spatial networks are another branch of the
complex system approaches to spatial data. Because complex
systems are often organized under the form of networks where
nodes and edges are embedded in space, such as transportation
networks of swine farms or water connectivity networks between
salmon farms, the importance of connectivity in addition to the
spatial proximity has a major role when determining disease
transmission (220).

Predicting where the phenomenon would move/flow/spread
next is an essential component in spatial modeling. SATs such
as space-time kriging (T3 of Table 1) are capable of estimating
such phenomena (221). Atmospheric dispersion models such
as plume models (222) and Hybrid Single Particle Lagrangian
Integrated Trajectory Model (HYSPLIT) (223) are examples of
applications of spatial models that account for flow directions
and cost surfaces used to predict wind-mediated transmission of
arthropod-borne diseases. While these models can be considered
as advanced spatiotemporal variations of SATs listed under
T4 here, they can be computationally costly. Hence, for the
researchers who are new to population-level spatial analysis and
models, it is recommendable to start with the simpler and more
established SATs to explore health or environmental threats prior
to applying novel modeling techniques.
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Contact network analysis has become a vital tool for conceptualizing the spread

of pathogens in animal populations and is particularly useful for understanding the

implications of heterogeneity in contact patterns for transmission. However, the

transmission of most pathogens cannot be simplified to a single mode of transmission

and, thus, a single definition of contact. In addition, host-pathogen interactions occur in a

community context, with many pathogens infecting multiple host species and most hosts

being infected by multiple pathogens. Multilayer networks provide a formal framework

for researching host-pathogen systems in which multiple types of transmission-relevant

interactions, defined as network layers, can be analyzed jointly. Here, we provide an

overview of multilayer network analysis and review applications of this novel method

to epidemiological research questions. We then demonstrate the use of this technique

to analyze heterogeneity in direct and indirect contact patterns amongst swine farms

in the United States. When contact among nodes can be defined in multiple ways,

a multilayer approach can advance our ability to use networks in epidemiological

research by providing an improved approach for defining epidemiologically relevant

groups of interacting nodes and changing the way we identify epidemiologically important

individuals such as superspreaders.

Keywords: network analysis, multilayer networks, animal movement, pigs, transmission, infectious disease

INTRODUCTION

The use of social network analysis and modeling in epidemiology has significantly enhanced our
understanding of pathogen transmission dynamics in populations with heterogeneous contact
(1–3). Network analysis gained traction with the field of veterinary epidemiology over a decade
ago and has often been applied to livestock and wildlife populations in an attempt to unravel
the impact of contact heterogeneity on the spread of pathogens (4–9). These advancements have
led to greater knowledge surrounding potential risks for disease spread, which ultimately support
decision-making pertaining to resource allocation for surveillance, management, and control
strategies (10–12).

Although social network approaches provide a robust framework to study a variety of systems,
they can fall short of capturing complexity associated with interactions that are commonly
considered in veterinary epidemiology. In many contexts considering the role of different types
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of contact (e.g., different types of social interactions, different
types of movement between farms or interactions between
different species) can have a significant impact on our
understanding of how infectious diseases spread (13–15).
Multilayer networks facilitate such an approach by including
multiple network layers to more explicitly represent features
of natural systems (16, 17). In traditional contact networks,
or disease-relevant social networks, nodes represent individuals
or populations, and edges represent disease-relevant contacts
between the nodes. In multilayer networks, nodes are organized
into layers, and edges can connect nodes in the same layer
(intralayer edges) or nodes in different layers (interlayer edges)
(Figure 1).

The separation of layers within the multilayer framework
allows for the coupling of dynamical processes across and within
layers and has consequently revealed phenomenon unattainable
through traditional network representations (18). For example,
the multilayer network framework has been used to capture
epidemiological processes contributing to our understanding of
the influence of information spread (19, 20), social support on
infectious disease transmission (19–22), the role of different
species in multi-host infections (23, 24), and the role of different
modes of transmission in infectious disease dynamics (25, 26).

The purpose of this review is to highlight the potential
uses of multilayer networks in veterinary epidemiology. The
review is divided into four main sections. The first describes
key terms and techniques commonly used in multilayer network
analysis. We then review the use of multilayer models in
human and veterinary epidemiology. We provide an example
using U.S. swine networks representing contact through swine
shipments and spatial proximity. Finally, we discuss important
considerations when using the approach in an epidemiological
context and outline some key research questions that multilayer
network approaches will help veterinary epidemiologists address.

MULTILAYER NETWORK METHODOLOGY

Terminology
The power of multilayer networks lies in their flexibility
to characterize multiple types of interactions not possible
using a traditional monolayer network approach. In monolayer
networks, edges (or links) represent connections between nodes
that can be directed or undirected. For example, networks
may describe social associations (undirected edges) among wild
animals (each individual being a node) or movements (directed
edge) from one farm to another (each farm being a node).
Multilayer networks also consist of nodes and edges, but the
nodes exist in separate layers, representing different forms of
interactions, which connect to form an aspect (16, 17). Aspects,
or stacks of layers, can be used to represent different types of
contacts, spatial locations, subsystems, or points in time. The
edges between nodes in the same layer of an aspect are called
intralayer connections, whereas edges between nodes in different
layers are interlayer connections (17, 18, 23).

There are two main types of multilayer networks, multiplex
networks and interconnected networks (17, 27). In multiplex
networks, interlayer edges can only connect nodes that represent

the same actor in different layers. Therefore, multiplex networks
typically represent sets of interactions between the same (or a
similar set) of entities (e.g., individuals, farms). In interconnected
networks, interlayer edges can connect between different actors,
and therefore different layers typically represent different entities
(e.g., individuals of different species, or farms in different
production systems) (Figure 1). Thus, the structure of interlayer
edges can be used to distinguish different types of multilayer
network. When interlayer edges can only link nodes to nodes
representing the same entity (the same individual animal or farm)
in different layers, the network is classified as amultiplex network
(28, 29). When interlayer edges can link nodes representing one
entity to nodes connecting others in different layers then the
network is classified as an interconnected network.

Multi-relational networks are an example of a multiplex
network (30). In multi-relational networks, layers may represent
the same population of individuals but with different forms
of contact, which is advantageous for representing different
modes of transmission. For example, one layer may represent
direct contact in which edges represent the shipment of animals
between farms, and the other may represent indirect contact
through edges representing a shared source of feed. Another
example of a multiplex network is a temporal network in which
each node is connected to itself over discrete layers that represent
time periods, but the connections between individuals within
a layer represent interactions captured during that duration of
time (16, 17, 30). Understanding variation in the temporality of
disease processes can be critical to the application of intervention
activities as well as providing useful information surrounding
potential sources of infection.

Extending Centrality Measures to
Multilayer Networks
Centrality is often used as a measure of an individual’s
importance in a network and as proxy for its role in the
transmission of infection (31). Measures of centrality include
local measures such as degree and strength that take into
account only immediate neighbors in the network (31), global
measures such as closeness and betweenness centrality that
take into account the entire network structure (31), and
intermediate measures such as eigenvector (32), Katz and
PageRank centralities (33) that account for some indirect
connections when calculating the influence of an individual.
In monolayer networks, centrality measures have been used
to identify individuals with disproportionately large numbers
of contacts that serve as potential super-spreaders (34) or can
be crucial cut-points (35) or capacitors (36) in the spread
of infection.

The multilayer network approach allows for flexibility
to capture an individual’s engagement in contact across a
variety of disease-relevant contexts by extending the suite
of centrality measures to consider interactions within and
across layers. Multidegree is a vector of the connectedness
of an individual in each layer of a multiplex network,
and the same vector of centralities can be used for other
measures (37). Quantifying the centrality of nodes for multiple
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FIGURE 1 | Multilayer networks. Dashed lines represent interlayer connections, and solid lines represent intralayer connections. (A) A multiplex network formed by

three layers, with interlayer edges connecting the same individual across layers. (B) An interconnected network formed by three layers, with interlayer edges

connecting different individuals across layers.

layers makes it possible to consider how its connectedness is
distributed across layers and can provide nuance in identifying
which individuals might be most important to the spread
of infection through different transmission modes. Versatility
provides a single measure of a node’s importance across
multiple layers and considers the full multilayer structure
(38). Various versatility metrics can be implemented for
betweenness, eigenvector, and PageRank centralities (39), and can
be calculated using the MuxViz software (40). For centrality
metrics that are based on paths within a network, such as
betweenness, it readily apparent how a multi-layer index that
allows a path to traverse the network via several different
layers could better capture a node’s importance when there
are multiple transmission modes. Individuals or farms that
are not especially well connected in any one layer may
have the highest versatility if they are well connected across
multiple layers.

Mulitplex Neighborhoods and Relevance
It is also possible to calculate the importance of particular layers
within multiplex networks. The neighborhood of an individual
in a single or specified set of layers is the number of actors
connected to an actor (or node) in that layer (or set of layers).
From this it possible to calculate the exclusive neighborhood,
the number of nodes directly connected to a focal node only
in that layer or set of layers, and the connective redundancy

of a layer (or set of layers) which is 1 −
neighborhood
total degree

. Finally,

the relevance of a layer is the percentage of neighbors present
in a specified set of layers, and the exclusive relevance is the
percentage of neighbors only present in that set of layers. These
measures can be calculated using the multinet package (41) in R
(42). They can be used to provide some indication of the role of
different layers in a multiplex network, and in epidemiological
context would be most useful in identifying layers that are
especially important to transmission, especially in spreading
infection to parts of the population that are less well connected
in general.

Extending Community Detection Methods
to Multilayer Networks
Often, nodes within a network are clustered. Nodes that
are directly connected are more likely to share mutual
connections (transitivity) and networks can often be subdivided
into communities (or modules) in which within-community
connections are much more frequent than connections between
individuals in different communities. The strength of these
subdivisions is measured using modularity and can have
important implications for disease transmission. For example,
networks with higher levels of modularity tend to have a
slower spread of infectious disease (43). Communities in
multilayer networks are defined in a similar manner, but
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can account for variation in connectivity across layers (44).
Frequently used examples of multilayer community-detection
algorithms include multislice modularity maximization (44, 45),
which maximizes the modularity quality over the network
partitions by comparing the total edge weights in an observed
network to the total expected edge weights in a “null network”
(45), and Infomap, which maximizes the map equation by
identifying cluster structures in a network and minimizing
the description length of a random walker on a network (39,
46). Community detection in multilayer networks might be
useful in taking into account multiple transmission routes (i.e.,
different types of contact) while identifying epidemiologically
relevant clusters of individuals that could represent single
units for management interventions. It could also be used to
identify clusters of individuals that play a key role in disease
spread through multiple routes of transmission, but at different
time points.

Compartmental Models on Multilayer
Networks
Mathematical modeling has long been an important tool
in veterinary epidemiology, principally in the form of
compartmental models (47). These approaches model the
transition of individuals between disease states with examples
including the widely used SI (susceptible-infected), SIR
(susceptible-infective-recovered), SIS (susceptible-infective-
susceptible), and SEIR (susceptible-exposed-infectious-
recovered) models. In general, compartmental models on
networks tend to be individual-based (5, 48, 49), but veterinary
epidemiological studies have developed population-based
network models (50), which are often more suitable for studying
livestock populations. Compartmental models have already been
applied to study the spread of infectious disease in multilayer
networks (21, 22, 51, 52), and can frequently provide additional
insights into infectious disease dynamics. Methods for modeling
infectious disease transmission on multilayer networks are
similar to those developed for compartmental metapopulation
models of disease spread but generally support higher levels of
complexity than metapopulation models, as they allow for the
integration of multiple modes of contact within and between
population and other interconnecting processes (53). It has
been shown that, when interlayer edges connect individuals
in different, discrete populations and intralayer edges connect
individuals within each population, certain distributions of
interlayer vs. intralayer edges can cause outbreaks in the system
as a whole which would not occur in any single population
(layer) within the system. Further, under certain conditions,
the epidemic threshold of the whole system may be smaller
than the epidemic threshold of its parts (54). These additional
insights can be important in exploring the effects of interventions
strategies aimed at different subpopulations or the effects of
multiple spreading processes, such as disease awareness or
vaccination behavior (22, 55), which can continue to advance
our understanding of the influence of complex contact structures
on infectious disease dynamics.

PREVIOUS USES OF MULTILAYER
NETWORKS IN EPIDEMIOLOGY

The scientific study of multilayer networks is a burgeoning
area of research, particularly the development of theoretical
epidemiological models and its application to human
epidemiology. Although its use in veterinary contexts is
still limited, here we outline key areas of research that have been
pursued in theoretical and empirical studies (in both humans
and animals) and highlight how multilayer networks might be
applied to veterinary epidemiology.

Different Routes of Infection
Multilayer networks can be usefully applied in contexts where
a pathogen can be transmitted through multiple modes or
pathways of infection (12), as the multiplex approach provides
a framework to account for multiple transmission probabilities.
Considering the presence of multiple transmission modes can
influence the efficacy of targeted interventions, particularly if
nodes were traditionally targeted according to their degree in
only one layer (25, 26, 56). This has implications for situations
where data, networks, and resultant optimal control strategies
are only available for one mode of transmission, leading to
overconfidence in the efficacy of control.

In the context of veterinary epidemiology, animal movements
are typically considered the most effective transmission mode
between farms (direct contacts) (57). However, other infection
mechanisms might play an important role such as wind-borne
spread and fomites disseminated through contaminated clothes,
equipment, and vehicles by personnel (indirect contacts) (58–60).
Ignoring one mode of transmission could lead to inaccurate farm
risk predictions and ineffective targeted surveillance. This has
been demonstrated in a network analysis that considered both
direct (cattle movements) and indirect (veterinarian movements)
contacts to reveal that indirect contact, despite being less efficient
in transmission, can play a major role in spread of a pathogen
within a network (13).

In another example, Stella et al. (51) used an “ecomultiplex
model” to study the spread of Trypanosoma cruzi (cause of
Chagas disease in humans) across different mammal species.
This pathogen can be transmitted either through invertebrate
vectors (Triatominae or kissing bugs) or through predation
when a susceptible predator feeds on infected prey or vectors.
Thus, their model included two ecological/transmission layers:
the food-web and vector layers. Their results showed that
studying the multiplex network structure offered insights on
which host species facilitate parasite spread, and thus which
would be more effective to immunize in order to control the
spread. At the same time, they showed how, in this system,
when parasites spread occurs primarily through the trophic layer,
immunizing predators hampers parasite transmission more than
immunizing prey.

Furthermore, multilayer network analysis can help
differentiate between different types of social interactions
that may lead to disease transmission. For example, sex-
related dynamics of contact networks can have important
implications for disease spread in animal populations, as
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seen in the spread of Mycobacterium bovis in European
badgers (Meles meles) (61). The authors constructed an
interconnected network that distinguished male-male,
female-female, and between-sex contacts recorded during
proximity loggers. Inter-layer between-sex edges and edges
in the male-male layer were more important in connecting
groups into wider social communities, and contacts between
different social communities were also more likely in
these layers.

Dynamics of Coupled Processes—the
Spread of Two Pathogens
Another application of multilayer networks in epidemiology is
to model the concurrent propagation of two entities through a
network, such as two different pathogens co-occurring in the
same population or the spread of disease awareness alongside
the spread of infection. In both scenarios, the spread of one
entity within the network interacts with the spread of the other,
creating a coupled dynamical system. A multiplex approach can
allow for each coupled process to spread through a network
that is based on the appropriate type of contact for propagation
(i.e., contact networks involved in pathogen transmission vs.
interaction or association networks that allow information to
spread). In the case of two infectious diseases concurrently
spreading through a network, a multiplex approach can be
particularly useful if infection of a node by pathogen A alters
the susceptibility to pathogen B, or if coinfection of a node
influences its ability to transmit either pathogen. For example,
when infection by one pathogen increases the likelihood of
becoming infected by another pathogen, it could theoretically
facilitate the spread of a second pathogen and thus alter epidemic
dynamics (62). This type of dynamic is likely to widespread
in wild and domestic animals due to the importance of co-
infection in affecting infectious disease dynamics by influencing
the replication of pathogens within hosts (63). However, when
there is competition or cross-immunity, the spread of one
pathogen could reduce the spread of a second pathogen
(64). For example, this type of dynamic could be expected
for pathogens strains characterized by partial cross-immunity,
such as avian influenza (65), or microparasite-macroparasite
coinfections in which infection with one parasite reduces
transmission of a second, such as infection with gastrointestinal
helminths reducing the transmission of bovine tuberculosis in
African buffalo (Syncerus caffer) (66). Similar “within-node”
dynamics could be important at a farm-level in livestock
movement networks. For example, the detection of a given
pathogen infection in a farm might cause it to be quarantined,
thus reduce its susceptibility and ability to transmit other
pathogen infections.

Dynamics of Coupled
Processes—Interactions Between
Transmission Networks and
Information/Social Networks
For coupled processes involving a disease alongside a social
process (i.e., spread of information or disease awareness), we

might expect that the spread of the pathogen will be associated
with the spread of disease awareness or preventative behaviors
such as mask-wearing, and in these cases theoretical models
suggest that considering the spread of disease awareness can
result in reduced disease spread (67). A model was presented by
Granell et al. (19), which represented two competing processes
on the same network: infection spread (modeled using a
Susceptible-Infected-Susceptible compartmental model) coupled
with information spread through a social network (an Unaware-
Aware-Unaware compartmental model). The authors used their
model to show that the timing of self-awareness of infection had
little effect on the epidemic dynamics. However, the degree of
immunization (a parameter which regulates the probability of
becoming infected when aware) and mass media information
spread on the social layer did critically impact disease spread
(19). A similar framework has been used to study the effect of the
diffusion of vaccine opinion (pro or anti) across a social network
with concurrent infectious disease spread. The study showed a
clear regime shift from a vaccinated population and controlled
outbreak to vaccine refusal and epidemic spread depending on
the strength of opinion on the perceived risks of the vaccine. The
shift in outcomes from a controlled to uncontrolled outbreak was
accompanied by an increase in the spatial correlation of cases
(20). While models in the veterinary literature have accounted
for altered behavior of nodes (imposition of control measures)
as a result of detection or awareness of disease (68), it is not
common for awareness to be considered as a dynamic process
that is influenced by how each node has interacted with the
pathogen (i.e., contact with an infected neighbor). For example,
the rate of adoption of biosecurity practices at a farm, such as
enhanced surveillance, use of vaccination, or installation of air
filtration systems, may be dependent on the presence of disease
in neighboring farms or the farmers’ awareness of a pathogen
through a professional network of colleagues.

There is also some evidence that nodes that are more
connected in their “social support” networks (e.g., connections
with family and close friends in humans) can alter network
processes that result in negative outcomes, such as pathogen
exposure or engagement in high-risk behaviors (22). In a case
based on users of injectable drugs, social connections with
non-injectors can reduce drug-users connectivity in a network
based on risky behavior with other drug injectors (69). In a
model presented by Chen et al. (22), a social-support layer
of a multiplex network drove the allocation of resources for
infection recovery, meaning that infected individuals recovered
faster if they possessed more neighbors in the social support
layer. In animal (both wild and domesticated) populations, this
concept could be adapted to represent an individual’s likelihood
of recovery from, or tolerance to, infection being influenced by
the buffering effect of affiliative social relationships (70). For
domestic animals, investment in certain resources at a farm level
could influence a premise’s ability to recover (e.g., treatment)
or onwards transmission of a pathogen (e.g., treatment or
biosecurity practices). Sharing of these resources between farms
could be modeled through a “social-support” layer in a multiplex,
for example, where a farm’s transmissibility is impacted by access
to shared truck-washing facilities.
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Multi-Host Infections
Multilayer networks can be used to study the features of mixed
species contact networks or model the spread of a pathogens
in a host community, providing important insights into multi-
host pathogens (12). Scenarios like this are commonplace at the
livestock-wildlife interface and therefore the insights provided
could be of real interest to veterinary epidemiology. In the
case of multi-host pathogens, intralayer and interlayer edges
represent the contacts between individuals of the same species
and between individuals of different species, respectively. They
can therefore be used to identify bottlenecks of transmission
and provide a clearer idea of how spillover occurs. For example,
Silk et al. (24) used an interconnected network with three
layers to study potential routes of transmission in a multi-
host system. One layer consisted of a wild European badger
(Meles meles) contact network, the second a domesticated
cattle contact network, and the third a layer containing badger
latrine sites (potentially important sites of indirect environmental
transmission). No intralayer edges were possible in the latrine
layer. The authors demonstrated the importance of these
environmental sites in shortening paths through the multilayer
network (for both between- and within-species transmission
routes) and showed that some latrine sites were more important
than others in connecting together the different layers. Pilosof
et al. (23) presented a theoretical model, labeling the species
as focal (i.e., of interest) and non-focal, showing that the
outbreak probability and outbreak size depend on which species
originates the outbreak and on asymmetries in between-species
transmission probabilities.

Similar applications of multilayer networks (see
Supplementary Material) could easily be extended to systems
where two or more species are domesticated animals, as well.
Examples of these could be the study of a pathogen such as
Bluetongue virus, which affects both cattle and sheep (71), or
foot-and-mouth disease virus, which infects cattle, sheep, and
pigs (60). In such cases, each species can be represented by a
different level in the network, and interlayer edges are made
possible as a result ofmixed farms (i.e., cattle and sheep), different
species from different farms grazing on the same pasture, or for
other types of indirect contacts such as the sharing equipment
or personnel.

Overall, multilayer approaches provide an elegant way
to analyze cross-species transmission and spillover, including
for zoonotic pathogens across the human-livestock-wildlife
interface. They can be used to simultaneously model within-
species transmission, identify heterogeneities among nodes in
their tendency to engage in between-species contacts relevant
for spillover and spillback, and better predict the dynamics of
spread prior and subsequent to cross-species transmission events,
which may contribute to forecasting outbreaks in target species.
Measures of multilayer network centrality in this instance could
be used to extend the superspreader concept into a community
context; individuals that are influential in within-species contact
networks and possess between-species connections might be
predicted to have a more substantial influence on infectious
disease dynamics in the wider community.

CASE STUDY: MULTIPLEX NETWORKS IN
THE U.S. COMMERCIAL SWINE INDUSTRY

To demonstrate the utility and application of multilayer network
analysis, we provide an example from the commercial swine
industry in the United States. Our objective is to cement the
concepts presented in this review with a real-world example, and
to demonstrate how a multi-layer approach can enhance insights
on the identity of high-risk nodes (highly connected farms that
have greater exposure or are potential super-spreaders) and the
architecture and modularity of networks when multiple modes
of contact are considered. In this example, we calculate centrality
metrics and identify communities using data from 1,544 farms
belonging to two swine companies from production systems
that have been previously described (72). Both companies are
vertically integrated, meaning that different phases of production
occur at different farms (gestation and farrowing at sow farms,
rearing of weaned piglets at nursery farms, and fattening pigs for
the market at finishing farms). We created a multiplex network
with two layers to account for multiple modes of transmission-
relevant contact. Intralayer edges in one layer consisted of
animal movement between farms as it is a known pathway
of pathogen transmission between farms. The second layer
consisted of predicted contacts arising from spatial proximity
(threshold at < 5 km), because it has also been postulated
that local area spread occurs via windborne spread or indirect
contacts, such as shared personnel, trucks or equipment, for
several important swine diseases (58, 73). For example, spatial
proximity networks based on a 5 km threshold have been shown
to be associated with the occurrence of porcine reproductive
and respiratory syndrome virus (72). There are additional
nuances to both spatial proximity (e.g., wind direction, climatic
factors, vegetation (74), and animal movements (temporality,
directed vs. undirected, etc.) that should be accounted for
in a rigorous analysis of transmission within swine systems,
but we have simplified these to create a clearer conceptual
illustration of multi-layer networks. From an initial visual
assessment of Figure 2, it is apparent that either layer alone
would misrepresent connectivity patterns. Spatial proximity
overestimates the fragmentation of the network across space,
while animal movements underrepresent local connections.

We quantified the centrality of each node in the multiplex
network, in each single-layer network, and the overall aggregated
network usingMuxViz v2.0.1 (40). In this analysis, we focused on
degree, strength, and eigenvector centrality. Because the spatial
proximity network was denser than the movement network,
we re-scaled the edge weights such that the sum weight of all
edges was equal to one in both networks. This helped ensure
that the spatial proximity layer, which had higher density,
was not excessively dominant over the movement layer which
contained many fewer edges. In practice, the relative weighting
of edges in different layers should be subject to a sensitivity
analysis or tested with data (see Points of considerations section
below), as this choice can influence multilayer metrics and
communities. However, we used a simple re-scaling approach
here to demonstrate multilayer concepts.
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FIGURE 2 | A zoomed-in subset of 100 farms plotted into geographic space, where node color represents each production system. (A) Connections between farms

based on spatial proximity (<5 km). (B) Connections between farms based on animal movements. (C) Aggregate visualization of the spatial proximity and movement

network, where edges are colored according to the type of contact (gray = spatial proximity, purple = animal movement).

Outputs of this analysis were visualized as an annular plot
in which a node appears in the same position in each ring of
the plot (Figure 3). Figure 3A shows the annular visualization
of node centrality for the subset of farms shown in Figure 2,
with each segment representing a different node in the multiplex
network and each ring representing the network layers. Across
all three metrics shown here, it is clear that there is a variable
correlation in centrality across the single-layer and multilayer
networks (Spearman correlation coefficients range from −0.18
to 1.0, Figure 3). In particular, we see that farms with high
strength or eigenvector centrality in the movement network are
not necessarily the same farms that have high values of these
measures in the spatial proximity network. For targeted disease
control, the selection of key nodes based on a single layer could
therefore be misleading.

Targeted disease control in livestock industries, especially
as an outbreak response strategy, can also rely on defining
control zones around infected premises, with strict control
measures applied to farms within these zones. A related strategy,
zonation, relies on defining regions of a country as disease-
free for the purposes of international trade. An alternative
approach to defining zonation and control zones called
compartmentalization has also been proposed. A compartment
is defined as a subpopulation of interlinked premises (such as
a swine production system) with a common health status with
respect to a specific disease, limited contact with premises outside
the compartment, and for which surveillance, control, and
biosecurity measures have been established for the purposes of
trade (75). For a pathogen with multiple modes of transmission,
it would be logical to define compartments based on connectivity
in a multiplex network.

Here, we demonstrate the use of the Infomap multilayer
community finding algorithm to define such compartments.
Communities are thus defined as groups of farms that are in
greater contact with one another than with farms outside of
their communities. Critically, here contact between farms of

the same community can either be through animal movement
or spatial proximity. In the Infomap analysis, each node
is assigned to a community in both the movement and
spatial proximity layer, and some communities span both
layers (Figure 4A). Our Infomap analysis identified numerous
communities. If we map out the distribution of five largest
communities in geographic space (Figure 4B), we see that
each community generally includes several groups of farms
that cluster tightly together in space, reflecting connectivity
in the spatial proximity layer. However, different spatial
clusters can occur within the same community if they are
interlinked in the movement layer. This approach could thus
be used to define groups of epidemiologically linked farms as
compartments for pathogens with multi-modal transmission.
From a disease control perspective, these compartments could
be used to define high-risk (pathogen detected within the
compartment) or low-risk farms (pathogen not yet detected in
the compartment). Additional hypotheses could also be tested
about transmission, such as the extent to which community
membership influences pathogen diversity (i.e., do different
communities have genetically distinct variants of a pathogen?).

IMPORTANT CONSIDERATIONS WHEN
USING MULTILAYER NETWORKS

Data Collection
Appropriate collection of network data is a fundamental
challenge in the design of network studies, and it is important to
ensure enough data is collected to provide a realistic insight into
the study system (76–79). This problem is enhanced when using
network modeling approaches in epidemiology, where missing
edges can result in substantial underestimates of outbreak sizes
(80). On the other hand, a similar but opposite problem might
arise when the lack of a transmission-relevant contact data
triggers the use of imprecise proxies such as shared contractors
(i.e., two farms are considered connected when they use the

Frontiers in Veterinary Science | www.frontiersin.org 7 September 2020 | Volume 7 | Article 596146

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Kinsley et al. Multilayer Networks in Veterinary Epidemiology

FIGURE 3 | Annual visualization of node centrality metrics: (A) degree, (B)

strength, and (C) Eigenvector centrality. Each node appears in the same

(Continued)

FIGURE 3 | position in each ring. Darker colors indicate nodes with higher

centrality values. Each ring visualizes node centrality when measured in each

layer separately (inner two rings), in the aggregate network (ring 3), and using

the multiplex version of the metric (outer ring 4).

same company for feed delivery, milk trucks, etc.): this could
lead to overestimating the potential epidemic spread (13). For
studies of infectious disease, it is typically necessary to construct
networks over a time period relevant to the transmission of the
infection of interest to increase the accuracy of network-based
inference (81–83), which may provide time constraints on when
data can be collected. Using multilayer network approaches can
exacerbate this difficulty if it requires researchers to collect data
on more different types of contact or interaction for multiplex
networks, or potentially across more species or fomites for
interconnected networks. Therefore, the feasibility of collecting
sufficient data is an important consideration when weighing up
whether to usemultilayer approaches. Multilayer networks might
be most naturally applied in wildlife epidemiology studies in
whichmultiple different types of interactions between individuals
are already recorded (84–86). In livestock context, while animal
movements data have been regularly collected and analyzed
in several countries in the past two decades (11, 57, 59, 87–
89), challenges in adopting multilayer approach might arise
for (i) countries where the collection of movement data and
other industry-related information (e.g., farm location) is not
mandatory, in particular developing countries (76), and (ii)
including non-animal movements related potential infectious
contacts, which data are often scarce and temporally limited
(13, 90).

Network Construction
There are also important considerations to be made when
constructing multilayer networks for use in epidemiological
studies. When layers consist of very different types of contacts
or interactions involving distinct behaviors that are performed
at different rates, it is possible that layers may differ drastically
in their edge weights, and this can lead to problems with their
analysis (16, 30). The same problem can also occur if sampling
effort differs between layers. In multiplex networks with one
layer that is much more well-connected than others, inferred
transmission dynamics tend to be almost entirely controlled by
the network structure of that single layer (91, 92). Therefore,
in these contexts, it may be important to consider what added
benefits using a multilayer approach can bring. If using a
multilayer approach is still favored, then a variety of approaches
are available to change the contribution of different layers (30)
such as thresholding to produce unweighted or binary networks,
or scaling/normalizing edge weights between layers (see our
case study in this paper). In many situations, edge weights
carry important information, especially when networks have a
high density of connections, and incorporating edge weights
can be important in network modeling of infection (93). As a
result, any decision to threshold edge weights should be done
with caution and be appropriate for the question being asked.
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FIGURE 4 | (A) Community structure of nodes based on Infomap community detection. Each row represents a farm, and each column represents its community

assignment in the movement and spatial proximity networks, with some communities spanning both layers (same color in both columns). Rows with no color in the

movement network are farms that only occurred in the spatial proximity network (no animal movements recorded) and thus did not have a community assignment in

the movement layer. (B) Map of the five largest communities, with color of circles representing the community membership of farms. Spatial distribution of each

community is shown by the colored polygons, which were determined by creating a minimum convex polygon around each community’s farms. Farms in gray were

not part of any of the largest five communities. Inter-layer edge weights were set to 0.01.

A related consideration in multiplex networks is whether there
is any redundancy between different layers (e.g., sets of intra-
layer connections that are closely correlated with each other
and represent the same set of ties). There are now a number of
approaches available to calculate redundancy between layers in
multiplex networks (94) that can provide valuable insights into
the importance of taking a multilayer approach.

An important independent consideration in multiplex
network studies is how interlayer edges should be weighted (16).

While in interconnected networks, both intra- and interlayer
network studies have natural weights, interlayer edge weights in
multiplex networks are less intuitive as they typically connect
the same actor to itself in different layers (whether this is
an individual in a contact network or a farm in a livestock
movement network). Epidemiological research offers an
opportunity to provide interlayer edge weights with meaningful
values in multiplex networks, especially when network modeling
approaches are used. In these cases, interlayer edges can be

Frontiers in Veterinary Science | www.frontiersin.org 9 September 2020 | Volume 7 | Article 596148

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Kinsley et al. Multilayer Networks in Veterinary Epidemiology

used to represent the probability of being infected through one
layer, causing an individual to be infectious in the second layer.
For example, in a multiplex social network that included layers
representing biting interactions (with knowledge that these
could provide a transmission route) and close contact (as a proxy
for aerosol transmission), interlayer edges could be weighted
by the probability that an individual infected through being
bitten by an infectious neighbor could subsequently transmit the
infection through the contact network. A similar approach could
be used for other multiplex networks (such as the between-farm
networks in our case study). When these probabilities are
unknown, then a sensitivity analysis on interlayer edge weights
could be used to test the robustness of any conclusions drawn
to these values, or alternatively, when empirical disease data
is available, it might be possible to estimate these probabilities
using an appropriately implemented network model.

Points of Consideration
There remain some practical limitations in the analysis
of multilayer networks (30). While methods for calculating
descriptive metrics for multiplex networks have been widely
developed and can be implemented using software packages
in R (42) and Python (95), methods for the analysis of
other multilayer networks (e.g., interconnected networks) are
much less accessible. Therefore, when analyzing or modeling
interconnected networks, it may be important to review the
options available or feel confident in applying the calculations
or algorithms required in the absence of ready-built functions.
A similar consideration needs to be made when applying
randomization-based analyses in multilayer networks. Especially
for wildlife-based studies, comparison of multilayer networks
to suitable permutations is likely to be important (30), and
when conducting randomizations for multilayer networks it is
important to consider both the research question being asked and
any additional network features that arise as an outcome of the
multilayer network structure of the data (17, 30).

OPPORTUNITIES FOR FUTURE USE OF
MULTILAYER NETWORKS IN VETERINARY
EPIDEMIOLOGY

An exciting area for future application of multilayer networks in
veterinary epidemiology includes the delineation of functional
relationships between livestock systems for the implementation
of subpopulation management strategies forWorld Organization
for Animal Health (OIE)-listed diseases, as mentioned in the
U.S. commercial swine industry example in a previous section.
Establishing disease-free status throughout a country can be
a difficult and timely undertaking. As such, the concepts of
“zoning” and “compartmentalization” were developed by the
OIE to recognize animals with different health statuses based
on the geographical location (zoning) or based on management
practices (compartmentalization) to facilitate the continuation
of trade. A multilayer approach can be used to identify such
subpopulations or estimate the risk of disease spread between
subpopulations given different modes of transmission, which

can guide the designation and maintenance of a subpopulation’s
disease-free status.

Moreover, multilayer networks can advance our knowledge of
how temporal dynamics of network structure influence infectious
disease spread. Contact networks of both wild and domestic
animals are inherently dynamic (82, 96), and information
contained in these contacts can change the rate of pathogen
spread, as well as the efficacy of control strategies based on static
networks. Many monolayer contact networks that incorporate
temporality assume some level of aggregation of contacts over
a period of time, such as calculating the mean or total edge
weight for all edges over all time-steps, then use traditional
techniques to characterize network properties (45). Others
use traditional monolayer approaches to characterize network
properties within each time-step then analyze the changes over
the time-ordered layers (45). However, either approach results in
loss of information and the ability to understand more complex
interactions such as simultaneous interactions of multiple modes
of contact and their evolution over time (97). It is prudent to note
that the temporal analysis of an epidemiological process should
consider the natural history of the pathogen under investigation
in order to reflect the underlying epidemiological processes
appropriately. Despite increases in research activity addressing
the influence of temporality on complex systems, there is much to
uncover regarding the impact of duration, concurrency, order of
network properties, especially pertaining to disease transmission.

Multilayer network approaches are likely to be especially
valuable at the (human-) livestock-wildlife interface (24), where
identifying multi-host dynamics of pathogens is particularly
important (98). Properly implemented multilayer network
models will make it possible to better quantify the role of wildlife
reservoirs of infection and estimate the rate of spillover from
wildlife to livestock and vice versa. Taking these approaches
may facilitate the identification of bottlenecks to transmission
that can represent targets for management interventions or
promote an understanding of the characteristic of individual
animals or premises that play disproportionate roles in the
spread or maintenance of infection in a community context.
This extends naturally to encompass vector-borne transmission,
especially for multi-host vector-borne diseases such as yellow
fever, Lyme disease, and West Nile virus. A multilayer network
approach could be used to unravel vital questions surrounding
the management of such pathogens by incorporating factors
that influence transmission, such as vector preference and
host transmissibility.

CONCLUSIONS

In this paper, we provide an overview of the early use multilayer
networks in human and veterinary epidemiology. From the
dynamics of coupled processes, such as information spread
and disease transmission, to multi-host transmission, multilayer
networks have been used to analyze a range of complex
epidemiological systems that have been challenging to study in
monolayer networks. Despite the caveats associated with their
use, multilayer networks show promise in providing a powerful

Frontiers in Veterinary Science | www.frontiersin.org 10 September 2020 | Volume 7 | Article 596149

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Kinsley et al. Multilayer Networks in Veterinary Epidemiology

framework for furthering our understanding of the complex
interactions that influence disease transmission dynamics in
veterinary medicine.
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A time-series is any set of N time-ordered observations of a process. In veterinary

epidemiology, our focus is generally on disease occurrence (the “process”) over time,

but animal production, welfare or other traits might also be of interest. A common source

of time-series datasets are animal disease monitoring and surveillance systems. Here,

we scan the application of methods to analyse time-series data in the peer-reviewed,

published literature. Based on this literature scan we focus on autocorrelation and

illustrate the recommended steps using ARIMA (Autoregressive Integrated Moving

Average Models) methods via analysis of a time-series of canine parvovirus (CPV) events

in a pet dog population in Australia, 2009 to 2015. We conclude by identifying the

barriers to the application of ARIMA methods in veterinary epidemiology and suggest

some possible solutions. In the literature scan the selected 37 studies focused mostly

on infectious and parasitic diseases, predominantly for analytical, rather than descriptive

or predictive, purposes. Trends and seasonality were investigated, and autocorrelation

analyzed, in most studies, most commonly using R software. An approach to analyzing

autocorrelation using ARIMA methods was then illustrated using a time-series (week

and month units) of CPV events in a pet dog population in Australia, reported to a

national companion animal disease surveillance system. This time-series was derived by

summing veterinarian reports of confirmed CPV diagnoses. We present data analysis

output generated via the R statistical environment, and make this code available for

the reader to apply to this or other time-series datasets. We also illustrate prediction

of CPV events by rainfall as a covariate. Time-series analysis using ARIMA methods to

understand and explore autocorrelation appears to be relatively uncommon in veterinary

epidemiology. Some of the reasons might include limited availability of data of sufficient

time unit length, lack of familiarity with analytical methods and available software, and

how to best use the information generated. We recommend that wherever feasible, such

time-series data be made available both for analysis and for methods development.

Keywords: time-series analysis, veterinary science, methods, animal disease, canine parvovirus
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INTRODUCTION

A time-series is any set of N time-ordered observations of a
process (1). Within the discipline of epidemiology, our goal
is often to understand the underlying processes that generate
time-series of disease events. These processes can be explored
as part of a time-series analysis, particularly when potential
explanatory variables are included as covariates. This can
provide insights into disease causation, and thus contribute to
the formulation of disease prevention and control programs.
However, time-series analysis can also be predictive, with or
without covariates. This facilitates the development of forecasting
systems to anticipate disease occurrence or detect changes in
disease occurrence. Here, we focus on the former goal of
understanding disease occurrence.

A key property of time-series is non-independence of
values at consecutive time periods. This results in a statistical
relationship between values at consecutive time periods and
sometimes at different time lags, known as autocorrelation.
Temporal autocorrelation is a fundamental characteristic of
observations recorded over extended periods of time. We can
appreciate that daily rainfall data, for example, recorded over
a period of months will show autocorrelation: if it rains on
a specific day, it is more likely to rain the following day.
In addition, rainfall might be more common during certain
months, or seasons. Perhaps less obvious is autocorrelation in
time-series of disease occurrence. Diseases can be clustered in
time due to causes that are autocorrelated (such as climate),
due to the methods used to detect disease and the surveillance
programs used (for example, certain diagnostic tests only being
performed on Mondays, or inspectors at abattoirs working
fixed 6-day shifts), and (for infectious diseases) because the
number of infected individuals at one time period directly
affects the number of infected individuals at a subsequent time
period due to disease transmission. Rather than searching for
evidence of temporal clustering (2), autocorrelation methods
assumes it is present and seek it describe and understand it.
Whilst temporal autocorrelation might be expected, often it
is subtle.

Autocorrelation makes common statistical approaches
inappropriate, and alternative techniques are needed. Time-
series analysis invariably begins with descriptive analyses of
the dataset under consideration. This consists of separating
out (“decomposing”) the time-scale dependent characteristics
which make up the observed temporal pattern of disease
or event occurrence. Broadly, these patterns are the long
term (secular), periodic cyclical (if time-independent), and
seasonal trends. The aim of this analysis is to characterize
temporal patterns. There are a variety of methods for
decomposition, including decomposition based on locally-
weighted scatterplot smoothing [“seasonal and trend
decomposition using locally weight scatterplot smoothing
(loess),” STL]; we demonstrate this method in the context
of the CPV events. The process of decomposition, whilst
attempting to remove autocorrelation from a time-series, also
allows an understanding of the autocorrelation itself and its
potential causes.

As part of the process of exploring a time-series, autoregressive
models can be used to determine how much of the observed
time-series can be explained by previous observations in
the time-series itself. Characterization of temporal patterns—
such as trend and seasonality—can be used to understand
potential causes of disease. Autoregressive models to describe
the occurrence of events based on prior observations include
simple autoregressive (AR) models, autoregressive moving
average (ARMA) and autoregressive integrative moving average
(ARIMA) models, which differ in the way previous values
in the time-series are used to describe future values. AR
models are essentially linear regressive models for which
each regression term is a time-lagged value (i.e., a value
measured at a previous time point—the “lag”) of the same
time-series. MA models instead use lagged values of forecast
errors, and ARMA models combine both. ARIMA models can
also include differencing (i.e., the value at one time point
is subtracted from the value at another time point) of the
series. Causation can be further investigated by multivariate
models. For example, autoregressive models can be extended
to include covariates, and in a further extension, information
from more than one time-series can be used in vector
autoregressive models to forecast future values of each time-
series. We demonstrate the way in which visual exploration
of autocorrelation function (ACF) and partial autocorrelation
function (PACF) plots can provide insights into how to fit a
model, and how to select the best model fit for ARMA and
ARIMA models.

We begin our discussion of the analysis of time-series data
in veterinary epidemiology from our perspective that ARIMA
methods are not commonly applied within the discipline.
In situations in which methods to analyse time-series data have
been applied, we investigate the more commonly used methods
and data sources reported via a scan of recent literature. This is
motivated by an appraisal of current usage and gaps in the field,
rather than a comprehensive, systematic review, to provide the
reader with a range of literature in which methods for analysis
of times-series data have been used. We then demonstrate the
application of autoregressive models using ARIMAmethods on a
surveillance dataset, and make recommendations to increase the
use of such methods in veterinary science.

LITERATURE SCAN

CAB Abstracts Index via Web of Science was searched using
TOPIC: (time-series) and TOPIC: (analysis) and TOPIC:
(veterinary) during the timespan 1980 to present (31 August
2019), restricted to English language journal articles only. The
titles of all articles returned by this search were screened for
scope [time-series analysis methods applied to animal (including
zoonotic) diseases]. Note that studies in which time-series data
were reported, but which did not describe the application of
time-series analysismethods, were excluded.

A template was developed—via discussion between the
authors—to extract information from each article (see
Supplementary Table 1). Full versions of the subset of articles
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were then obtained and randomly assigned to one of the
three authors.

In total, 60 articles (see Supplementary Table 2) were
identified. Of these, five were unavailable for review and 18
were out-of-scope. The latter included articles in which the
primary event was a disease in humans only (for example,
dengue fever, Crimean-Congo haemorrhagic fever, tick-borne
encephalitis, Ross River fever), or the focus was on detection of
aberrations within a time-series [for example, (3)]. We applied
these exclusions because our aim is to introduce readers to
autoregressive models and applications to animal diseases.

Of the remaining 37 articles, publication year ranged from
1990 to 2019 and studies were conducted in 19 different countries
(Supplementary Table 2). One study was conducted at the global
scale [highly pathogenic avian influenza; (4)]. Data used in
these studies were derived from surveillance systems (including
internet searches) (14); monitoring systems (11), for example
slaughterhouse recording systems; clinical records (6); laboratory
records (3); and bespoke research projects (3). These studies
were focused mostly on livestock (26). The temporal unit of data
collection was most commonly day (17) or month (16), and the
median period (years) covered by the datasets analyzed was 10
(IQR 5–16).

The studies identified focused on a wide range of events, but
mostly either specific infectious diseases (e.g., rabies) or defined
syndromes (e.g., pleurisy and pneumonia).

The purpose of the time-series analysis performed was either
analysis (18), description (12), or prediction (7). Studies were
considered descriptive if they included only visualization of
the time-series or descriptive statistics, whereas those that also
included decomposition of the series, or developed models of
the time-series, were considered analytical. Those that used the
models to predict trends beyond the range of the time-series
were considered predictive. Data analyzed was most commonly
counts of events. Where data was manipulated before analysis,
aggregation to a coarser temporal unit was most common.

Analysis of trends was performed in most (27) studies, mainly
using regression models (13). Autoregression was analyzed in
the majority of studies (23). In six of these, autocorrelation
and partial autocorrelation functions (ACF and PACF; see
section An Example of Time-Series Analysis Methods—Canine
Parvovirus Reports for Definitions and Methods) were used,
and in other studies (10) modeling approaches were used,
including autoregressive models. ARMA or ARIMA models
were described in 13 of the 23 studies in which autoregression
was analyzed. Seasonality was analyzed in 28 studies, however
the methods used varied greatly; for example, visual, ACF and
PACF, seasonal autoregressive models, automated exponential
smoothing state space models, periodograms, and seasonal and
trend decomposition STL.

Forecasting was undertaken in 12 studies. The most common
(18) software used to analyse time-series data was R.

We observed that the most often cited advantage of
using time-series analysis methods was the ability to predict
disease occurrence, contributing to early warning and therefore
disease prevention. Some of the barriers discussed include the
scarcity of long-term, computerized, automatically collected,

and publicly available data; identifying outbreak or disease-
free baselines; event data sparseness (excessive zeros); data
aggregation (temporal scale); time gaps in the data; lack of
constant population at-risk; and model validation.

In summary, in this literature scan, time-series analysis
methods in veterinary science were mostly focused on infectious
and parasitic diseases, analyzed by decomposing and modeling
the time-series. This approach most often involves investigation
of trends and seasonality, and analysis of autocorrelation, usually
aided by the use of R software. Based on this, we next
illustrate methods that can be used to investigate and analyse
trends, seasonality and autocorrelation in veterinary science by
presenting a step-by-step guide to analysis of a canine parvovirus
time-series using R.

We focus on ARIMA methods because beyond a description
of the trend and seasonality of time-series data, ARIMA models
are an accessible method to describe autocorrelations within data
and assess the influence of covariates such as climate variables.
These methods can be considered a foundation in autoregressive
methods for time-series analysis. Other methods—such as
aberration detection algorithms, stochastic modeling approaches
and machine-learning methods—can then be investigated for
applications requiring long-term prediction (5–7).

AN EXAMPLE OF TIME-SERIES ANALYSIS
METHODS—CANINE PARVOVIRUS
REPORTS

Prior to embarking on autoregressive modeling, we need to
consider when it is appropriate to apply these methods—and
when it is not. For such analysis, a dataset of sufficient length
and completeness needs to be available. Without sufficient data,
it is difficult to identify trends and patterns, to build models,
and determine statistical significance. In veterinary science, data
generated by monitoring and surveillance systems are often
analyzed by autoregressive modeling (see section Literature
Scan). However, missing data can be an issue (see section Results
of Analyzing a Time-series of Canine Parvovirus Reports), as can
data gaps in the time-series caused by temporary interruptions
to data collection. Assuming a stable population at-risk simplifies
analysis and interpretation of results, but such assumptions need
to be plausible. Other more general epidemiological issues—
such as selection, ascertainment and measurement bias—also are
applicable to autoregressive modeling and need to be considered.

Here we describe an analysis using autoregressive methods
as an example that readers can use to guide their own analyses
(8). The data and R code used for the analysis are available at
https://zenodo.org/record/3738684#.X1HOYNZuLIU (accessed
04/09/2020).

Our time-series analysis begins with a description of the
data, including the source, results of initial data checking and
any manipulation required to make it suitable for time-series
analysis. The time-series is then plotted, and secular and seasonal
trends are assessed using decomposition then linear regression.
Before fitting an autoregressive model, the series is assessed for
stationarity using graphical and statistical methods. Stationarity
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is a key requirement to fit models to time-series data. A series
is considered stationary if it is not changing systematically over
time. A method for inducing stationarity—differencing—is also
explained and demonstrated. We then fit a number of ARIMA
models and use these to forecast disease cases beyond the range
of the dataset. Finally, we investigate the influence of a covariate
(rainfall) on the time-series and give a brief example of how
cross-correlation and vector autoregressive models can be used
to investigate relationships in time-series.We present the analysis
of the example dataset in a stepwise guide to assist the reader to
replicate the approach on this or other, similar datasets.

We have used the R statistical environment (9) for all
analysis described. For readers not familiar with this platform,
introductory courses and tutorials are widely available online and
we recommend spending some time familiarizing yourself with
the program before attempting this analysis. The code provided
in the Zenodo repository will work if you have R correctly
installed and operating on your computer and have installed the
packages listed below.

The following packages for data visualization, manipulation
and analysis of time-series data used in this analysis: ggplot2 (10),
plyr (11), dplyr (12), lubridate (13), tseries (14), vars (15, 16), and
forecast (17, 18).

To align readers to the associated R code, the corresponding
“chunk” (C) in the code (https://zenodo.org/record/3738684#.
X1HOYNZuLIU, accessed 04/09/2020) is included in
the methods below. Chunks C1-C3 initiate and load the
required packages.

Here, we present a series of six steps to guide the reader in
applying time-series analysis to the example dataset.

Step 1: Describing the Data
This worked example uses data from the Disease Watchdog
system, in operation since 2010 in Australia and initiated to
collect information on infectious diseases of dogs and cats in
Australia (19–22). By 2015, nearly 25,000 disease cases and 19,000
reports had been submitted. The system was deactivated in
early 2017.

Veterinarians and veterinary clinic staff were the contributors
of data within this system. Besides disease diagnoses and their
date of occurrence and postcode of residence, a range of other
patient data was also collected, including age, sex, neuter status,
breed, diagnostic method, and vaccination status. To encourage
timely reporting, data was used to produce near-real time disease
maps which veterinarians accessed to educate their clients (19).
In this example, canine parvovirus (CPV) is used as the event
of interest. CPV is a highly contagious disease of dogs and an
important cause of morbidity and mortality in young dogs (23).
It has a worldwide distribution and occurs as endemic disease or
as local outbreaks.

Records of all CPV cases reported Australia-wide between
October 2009 and November 2015 were extracted from the
Disease Watchdog database. For analysis, cases which were
reported to have been vaccinated at any time were excluded.
Furthermore, only those cases in which the diagnosis of
parvovirus had been confirmed by diagnostic testing were
included. To illustrate approaches to analyzing time-series data,

we applied these methods to events only, where an event consists
of one or more cases reported by the same veterinarian with the
same date of occurrence. We also restricted analysis to events
reported from the state of New South Wales.

The dataset was loaded (C4) and checked for duplicated or
missing data (C5). The number of events, and minimum and
maximum dates of occurrence were reported (C6). The number
of parvovirus events were then aggregated by week and by
month (based on the reported date of occurrence) to create
two time-series datasets (weekly and monthly) for subsequent
analyses (C7−9).

Step 2: Visualization
Summary information on CPV events was calculated for the
time series at both the weekly and monthly aggregation,
and each dataset was plotted with a smoothed curve of
events overlaid to visually assess trend (C11). The smoothing
process in R is achieved by loess regression (see section
Step 4 for a technical explanation of this method). This is
exploratory analysis that can be used to inform further analytical
approaches. Smoothed curves for both events/week (Figure 1)
and events/month (Figure 2) demonstrate a decreasing trend
over time, with the frequency of events being relatively stable
during the period 2010 to 2013. If the aim of the analysis was
to investigate risk factors for the pattern of events observed,
this might suggest that the time-series can be truncated
to the period 2010 to 2013, inclusive. If changes in CPV
surveillance are of interest, further analysis might include
the entire time-series. In addition, these initial plots and
smoothed curves can inform the temporal scale of analysis.
Visual assessment of Figures 1 and 2 suggests that monthly
aggregation of events is sufficient to preserve the patterns
present in the data. However, if the aim of analysis is to
identify covariates associated with these patterns, the temporal
units used to collect covariate data would also need to
be considered.

Step 3: Linear Regression
After conversion of the events series to a computer-recognized
“time-series object” (C12), linear regression analysis was used
to further explore and quantify secular and seasonal trends
(C13). The outcome was the number of events per week (or
per month) and the predictors were time in weeks (or months)
to assess trend, and week (or month) of the year to assess
seasonality. Linear regression is used to confirm impressions
from time-series plots and smoothed curves (step 2), to test the
statistical significance and to quantify these trends. Identifying
such trends is a major component of analysis of time-series data,
and can lead to hypothesis-generation regarding potential causes
of such patterns.

Step 4: Decomposition
The time-series were then decomposed to separately visualize

temporal components including trend and seasonality and the

remainder component (also known as “random” or “white

noise”). Again, such visualization facilitates the identification
and characterization of patterns and potentially what might be
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FIGURE 1 | Confirmed canine parvovirus events/week reported from New South Wales in a surveillance system in Australia, 2009–2015. Blue line, loess smoothed

curve of events/week with 95% CI (gray).

causing such patterns. For example, the trend or seasonal pattern
might dominate. Alternatively, removing trend and season might
still result in the remainder time-series showing a discernable
pattern. This suggests greater complexity in the time-series (or
the incorrect choice of window size to calculate trend and
seasonal components).

Two methods were used: moving averages and “seasonal and
trend decomposition using loess” (STL; C14). Both are additive
models of the form Y[t] = T[t] + S[t] + e[t] in which Y[t]
is the model output at time t, T[t] is the trend component at
time t (which includes cyclical and longer trend patterns, the
“trend-cycle” component), S[t] is the seasonal component at time
t and e[t] is the remainder (or residual i.e., what remains in
the time-series after removing seasonal and trend components)
at time t. If the variance of the trend or seasonal components
of the time-series is not constant throughout the time-series, a
multiplicative decomposition is likely to be more appropriate
than an additive model.

In moving averages the trend component is determined using
a moving average window of an appropriate width. This trend
component is then subtracted from the original values, and the
data grouped by the seasonal element and averaged for each
season. The seasonal component is determined by subtracting the
average of the seasonal averages from each seasonal average.

A challenge is the choice of an appropriate moving average
width. A default width of three time units can be chosen,
meaning that for every observation in the time-series, the
observation immediately preceding and immediately following

that observation is used to calculate an average value. If data
within a time-series have been collected with a known periodicity
(for example, observation of disease conditions at an abattoir
collected every Monday and Tuesday), this could also be used to
inform the moving average width.

The STL method is an iterative process that recalculates
the seasonal and trend components by a loess smoothing
procedure that initially fits a low-order polynomial to the data.
A robustness weighting is calculated for each time point between
each iteration, and incorporated into the smoothing procedure in
the next iteration, which also uses the trend component from the
previous iteration (24).

Step 5: Fitting Autoregressive Models
Once the time-series has been explored using the methods above,

we use the information gained from these analyses to select and

fit an ARIMA model. For demonstration and due to the findings

in these exploratory analyses, seasonal autoregressive models

with an ARIMA structure were then fitted to the time-series.
Autoregression is the relationship between values in a time-series
and values in that same time-series measured previously in time

(the lag). For example, an autoregressive model of lag 1 describes

the relationship between observations and their value in the

preceding time unit. The Auto Regressive (AR) terms refer to the
number of lagged values in the model. In the non-seasonal part
of the model, the order of lagged values is termed “p,” and in the
seasonal part of the model the order of lagged values is termed
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FIGURE 2 | Confirmed canine parvovirus events/month reported from New South Wales in a surveillance system in Australia, 2009–2015. Blue line, loess smoothed

curve of events/month with 95% CI (gray).

“P.” Moving Average (MA) terms—not to be confused with the
calculation of a moving average in series decomposition—refer
to the number of lagged errors in the model. It is essentially the
relationship between current and lagged errors in the time-series.
In the non-seasonal part of the model, the order of lagged errors
is termed “q,” and in the seasonal part of the model the order
of lagged errors is termed “Q.” Integration (I) terms refer to the
number of differences used to make the time-series stationary.
In the non-seasonal part of the model, the order of differences
is termed “d,” and in the seasonal part of the model the order of
differences is termed “D.” The overall structure of the model can
be written as (p, d, q) (P, D, Q) m, in whichm refers to the number
of time-series observations in a seasonal cycle.

The time-series (weekly and monthly reported CPV events)
were assessed for stationarity to determine the orders for d and
D to use in the ARIMA model. Initially, an automated function
in R was used to determine if differencing was required for
both the non-seasonal components (d) and seasonal components
(D) of the ARIMA model using a sequence of unit root
tests (KPSS test as default, C16). Stationarity was then further
assessed using visualization of time-series plots, auto-correlation
function (ACF) plots, and statistical tests (C17−18). Statistical
tests included the Ljung-Box test, the Augmented-Dickey Fuller
(ADF) test and the Kwiatowski-Phillips-Schmidt (KPSS) test.
In the case of a non-stationary time-series, the time-series was
first-differenced and assessed again for stationarity. The objective
of applying this range of methods is to ensure that any need

for differencing—either non-seasonal or seasonal—is identified.
Some methods (particularly statistical tests) might not suggest
the need for differencing in specific datasets, so a conservative
approach is to apply several methods.

ACF and PACF plots were also used to assess the moving
average (MA; q, Q) and autoregressive (AR; p, P) non-seasonal
and seasonal components of the weekly and monthly ARIMA
models following differencing (C19). The ACF plot allows us to
visualize the correlation between values in the series and values
lagged at a certain number of time points previously, whereas
the PACF plot shows the correlation between values in the series
and those at a given lag after removing the effect of values at
intervening lags. ACF plots can indicate the moving average
order q to include in an ARIMA model i.e., the lag at which
autocorrelation becomes statistically non-significant. Similarly,
the PACF plot can inform on the autoregressive order p to
include. These functions can also be used to inform on seasonal
moving average and autoregressive orders, respectively. We give
a practical demonstration of how to interpret ACF and PACF for
the purposes of ARIMA model parameterization in section An
Example of Time-Series Analysis Methods—Canine Parvovirus
Reports, using the time-series of CPV events.

Auto-fitting was used to select a starting model (C20−21).
Further models were constructed that were simpler (lower
parameter terms than the auto-fitted models) but still within
the parameter terms for (p, d, q) (P, D, Q) that were estimated
during exploratory analysis (C22). The models with the lowest
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Akaike Information Criterion (AIC) estimates were selected.
Model fit was assessed by visualization of predicted time-series
relative to observed time-series, and examination of residuals
for stationarity (time-series plot, ACF plot, Ljung-Box test)
and normality. Because of the auto-fitting algorithms used
to identify candidate ARIMA models, it is important to also
visualize model(s) selected to ensure these make logical sense
and have a biological explanation. Once a final model has been
selected, it can be used to predict events for a specified time
period beyond the range of the time-series. A predictive model
can form the basis of a forecasting system, in which timely
anticipation of disease events allows response strategies to be
implemented. There are examples of forecasting in veterinary
science using time-series analysis (see section Literature Scan).
We demonstrate the use and interpretation of these methods in
the context of the CPV data below.

Step 6: Multivariate Analysis
To illustrate multivariate time-series analysis methods, a
corresponding time-series of rainfall was created. The center of
the postcodes in NSW from which CPV was reported during the
study period was identified. This was achieved by joining case
and event data to a polygon shapefile of NSW postcodes (ArcGIS
v. 10.5. ESRI). We then identified the central feature (Spatial
Analyst. ESRI), postcode 2850. From this postcode, a Bureau of
Meteorology weather recording station was identified [Mudgee
(062021), 32.58◦S, 149.58◦E] and daily rainfall data during the
period 1 January 2009 to 31 December 2015 was extracted 1. Any
missing data in the time-series were supplemented by accessing
data from the closest weather recording station [Mudgee Airport
AWS (062101)]. The rainfall time-series was then aggregated to
a monthly time unit to produce a time-series of total monthly
rainfall. Dependent on the data, other metrics might be more
appropriate, such as monthly median daily temperature or total
monthly degree-days.

Covariate time-series datasets are often derived secondarily
to the primary time-series of interest (often disease data
in veterinary science). Besides climate (including rainfall,
temperature and humidity), time-series data might be available
on economic indicators, landscape and environmental variables
and demographics. For analysis, data need to have the same
temporal scale and duration (including time lags) as the primary
time-series of interest, and should also broadly match the spatial
extent (i.e., when covariates are used, they should be derived from
the same area as the outcome of interest, rather than from a larger
or a different area).

The presence of substantial data gaps in the series (other
than randomly distributed missing data as in our CPV–rainfall
example) can render such series unusable if it is not possible to
impute data.

The rainfall data were prepared, described and decomposed to
assess temporal trends (C23). Quantitative assessments further
investigated the trend, seasonality and need for differencing
(C24). An automated function was used to fit a dynamic model
(ARIMA with rainfall as a predictor) to the CPV and rainfall

1http://www.bom.gov.au/climate/data/ accessed 30 September 2019.

time-series (C25). Model fit was assessed by visualization of the
predicted time-series relative to the observed time-series, and
examination of residuals for stationarity (time-series plot, ACF
plot, Ljung-Box test) and normality.

Finally, a vector autoregessive model was fit to the CPV and
rainfall time-series following examination of a cross-correlation
plot between the CPV and rainfall time-series (C26−28). These
models assume that a bi-directional relationship (“feedback”)
between the variables is possible. Whilst this might be a
useful premise in the context of time-series of disease in
different populations (for example, “who infects whom?”), in
the context of this dataset this is implausible (CPV events
cannot cause rainfall). However, we include the code for
demonstration purposes.

RESULTS OF ANALYZING A TIME-SERIES
OF CANINE PARVOVIRUS REPORTS

Step 1: Data Description
Between 2009 and 2015, a total of 24,602 cases and 19,048 events
were reported in the Disease Watchdog system. Of these, 20,182
and 15,499 respectively were dog cases and events. During this
time period, there were a total of 7,933 CPV cases and 5,837 CPV
events reported.

Following application of selection criteria (diagnostic method,
nil vaccination history), a total of 2,987 events (3,584 cases)
remained for analysis (1.2 cases per event). The earliest and latest
reporting dates were 6 October 2009 and 1 November 2015,
respectively. The duration of the time-series dataset was 2,218
days, 315 complete weeks and 74 complete months. The median
(range) number of cases reported per week was 9 (1–45), and the
median (range) number of events reported per weekwas 8 (1–30).

Step 2: Visualization
The temporal distributions of weekly and monthly events are
shown in Figures 1,2, respectively. A decrease in reported events
during the period was apparent in both time-series (indicated by
the blue line generated by a loess smoothing function). There
were no gaps in the time-series of events.

Step 3: Linear Regression
Linear regression analysis indicated that the decrease in
events/week was 1.22 each year (95% CI 0.87−1.57 events/week
each year). Statistically significant (P ≤ 0.05) decreases in the
number of events were observed in weeks 11, 24, 26−29, 31−35,
and 38. Linear regression analysis indicated that the decrease
was 5.76 monthly events/year (95% CI 3.02−8.50 events/year).
Statistically significant (P ≤ 0.1) decreases in the number of
events were observed in July and August (winter season).

Step 4: Decomposition
Plots of the decomposed time-series are shown in Figures 3,4.
The trend lines were consistent with Figure 2, and seasonal
cycles were apparent. The weekly and monthly seasonal cycles
were overlaid in Figure 5 and illustrated that whilst the patterns
were consistent with the regression analyses and with each
other, monthly seasonality had a simpler, less variable pattern
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FIGURE 3 | Components of a time-series of weekly confirmed canine parvovirus events reported from New South Wales in a surveillance system in Australia,

2009–2015. Y-axis units, parvovirus events/week. Gray bars on right y-axis indicate the equivalent magnitude of variation of each component (“trend,” “seasonal,”

“remainder”) relative to the “data” series, which demonstrates that most variation in the series is in the “remainder” component.

FIGURE 4 | Components of a time-series of monthly confirmed canine parvovirus events reported from New South Wales in a surveillance system in Australia,

2009–2015. Y-axis units, parvovirus events/month. Gray bars on right y-axis indicate the equivalent magnitude of variation of each component (“trend,” “seasonal,”

“remainder”) relative to the “data” series, which demonstrates that most variation in the series is in the “remainder”, and “trend” components.
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FIGURE 5 | Seasonal component of time-series of weekly (red) and monthly (black) confirmed canine parvovirus events reported from New South Wales in a

surveillance system in Australia, 2009–2015.

FIGURE 6 | Time-series (top), autocorrelation function (left), and partial autocorrelation function (right) plots of weekly aggregated confirmed canine parvovirus

events reported in a surveillance system in Australia, 2009–2015.
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FIGURE 7 | Time-series (top), autocorrelation function (left), and partial autocorrelation function (right) plots of monthly aggregated confirmed canine parvovirus

events reported in a surveillance system in Australia, 2009–2015.

than weekly seasonality. Both weekly and monthly remainder
components appeared to oscillate symmetrically around zero.

Step 5: Autoregressive Models
Decreasing trend in the weekly and monthly time-series, as
well as significant autocorrelation of 10 weeks and 2 months
in weekly and monthly ACF plots, respectively, suggested non-
stationarity (Figures 6,7). Automated testing of both weekly and
monthly series with a sequence of KPSS tests suggested that first
differencing of one order would make the series stationary for
the non-seasonal component of subsequent ARIMAmodels, and
that differencing was not necessary for the seasonal components
of these models. The differenced time-series plots and ACF
plots of the weekly and monthly time-series were plausibly
stationary—trend was less apparent and there was only one lag of
significant autocorrelation in the weekly ACF plot and no initially
autocorrelated lags in the monthly ACF plot (Figures 8,9).

Statistical tests of the weekly and monthly raw time-series
were consistent with these findings (Table 1). Ljung-Box tests of
both time-series suggested non-independence (P < 0.05). This
was expected due to the autocorrelation observed in the ACF
plots. ADF tests of both series suggested stationarity around
trend (P > 0.05). This was consistent with the time-series plots
in which there was decreasing trend but symmetrical oscillation
of the series around this trend. KPSS tests for trend-stationarity

also suggested trend-stationarity for both time-series (P > 0.1),
and lack of level-stationarity (trend was present) for both series
(P = 0.01).

Statistical test results for stationarity of the differenced time-
series were similar, except that the KPSS test suggested level-
stationarity (no trend) for both series. Overall, given the observed
series, ACF and PACF plots and the findings of the statistical
tests, both differenced time-series appeared more stationary than
raw weekly and monthly time-series, suggesting d = 1 of the
non-seasonal part of the weekly and monthly ARIMA models.

The ACF plot of the weekly time-series has a fast initial decay
with only the first lag significant. This indicates q = 1 for the
weekly ARIMA model. The ACF plot of the monthly time-series
has limited autocorrelation at 2 lags. This could indicate q= 0−2
for themonthly ARIMAmodel. The PACF plot of the weekly data
has a fast decay with significant partial autocorrelation in the first
two lags. This suggests p= 2. The PACF plot for the monthly data
has limited partial autocorrelation significant. This suggests p =

0−2 for the monthly ARIMA model.
For seasonality, there are spikes in the weekly ACF at

approximately 2 years, indicating Q = 1−2. There are 3 spikes
around 6 months in the PACF, indicating P = 3. For seasonality
in the monthly data, there are consistent spikes at 6 months,
suggesting Q = 2, and limited spikes in the PACF, suggesting
P= 0−1.
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FIGURE 8 | Time-series (top), autocorrelation function (left), and partial autocorrelation function (right) plots of differenced weekly aggregated confirmed canine

parvovirus events reported in a surveillance system in Australia, 2009–2015.

Auto-fitted ARIMA models for weekly and monthly time-
series had (p, d, q) (P, D, Q) [m] structures (3,1,1) (1,0,0) [52]
with drift to allow a decreasing trend over time (AICc= 1834.24)
and (2,1,1) (2,0,0) [12] (AICc= 632.61). Other simpler structures
were assessed with reduced orders for (p, d, q) (P, D, Q) that were
still within the orders estimated in the exploratory analysis.

The final selected ARIMA models for the weekly and
monthly time-series had the structures (2,1,1) (1,0,0) [52] with
drift and (2,1,1) (2,0,0) [12] (auto-fitted model), respectively.
Parameter values are shown in Tables 2,3. These models had
the simplest structure and lowest AICc, plausible forecast
plots, and reasonably normally distributed residuals that were
time-independent (ACF plots of residuals and Ljung–Box test;
P > 0.05).

Step 6: Multivariate Analysis
Although decomposition of the monthly rainfall time-series
(Figure 10) suggested a decreasing trend and seasonality, neither
were quantitatively significant. The rainfall time-series appeared
stationary (visually as a time-series and with ACF and PACF
plots, and also following statistical tests). Automated model
fitting of an ARIMA model of the monthly CPV events time-
series with rainfall as a predictor suggested that there was an
association between the previous 3 months’ rainfall and CPV
events (Table 4). The coefficients indicate that current and prior

rainfall are associated with an increase in parvovirus cases—
whilst current and recent (1–2 month lags) rainfall are associated
with an increase in cases currently, rainfall 3 months previously
are associated with a reduction in cases reported. Although all but
the 1 month rainfall lag coefficient are not statistically significant
(95% CIs include 1; P > 0.05), all variables are required in this
model to produce the best model fit.

Interpretation
Without detailed interpretation of the epidemiology of CPV
in NSW, general interpretation of the output from the above
analysis and some observations are as follows. During the
study period, most cases of CPV occurred as individual case
reports rather than events, but focusing on events (in which
cases are likely epidemiologically-linked) produces information
that is more meaningful for disease control and prevention.
The selection criteria applied mean that this event time-series
is accurate, even though it might not represent the entire
study population (owned dogs in NSW between 2009 and
2015) because of the voluntary nature of reporting within the
surveillance system. The length of the time-series analyzed is
2,218 days. Although this is a large size (N), daily fluctuations
in reporting necessitate aggregation to the week and month level
to better understand trends and patterns. In addition, knowledge
of daily patterns of occurrence and reporting are unlikely to
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FIGURE 9 | Time-series (top), autocorrelation function (left), and partial autocorrelation function (right) plots of differenced monthly aggregated confirmed canine

parvovirus events reported in a surveillance system in Australia, 2009–2015.

TABLE 1 | P-values of statistical tests for stationarity on weekly and monthly

time-series of confirmed canine parvovirus events reported in a surveillance

system in Australia, 2009−2015.

Weekly Monthly

Test Raw Differenced Raw Differenced

Ljung-Box <0.001 <0.001 <0.001 <0.001

ADF 0.86 0.42 0.95 0.60

KPSS trend >0.1 >0.1 >0.1 >0.1

KPSS level 0.01 >0.1 0.01 >0.1

ADF, augmented Dickey Fuller; KPSS, Kwiatowski-Phillips-Schmidt-Shin. P > 0.05

indicates failure to reject the null hypothesis.

match the temporal scale of disease causation investigations and
management of the disease.

The apparent decrease in reported events during the period—
especially toward the end of the series—likely reflects decreasing
enthusiasm for reporting in the surveillance system and then
an extended period of it being decommissioned. In addition to
this long-term trend in the CPV event data, seasonality was
apparent. This makes biological sense, since virus survival is
affected by climatic factors (25), dog management and behavior
can vary with the seasons and human activity, and breeding
cycles might add additional seasonality to CPV transmission.

TABLE 2 | Coefficients and 95% confidence intervals for parameters in an ARIMA

model fitted to a weekly time-series of confirmed canine parvovirus events

reported in a surveillance system in Australia, 2009−2015.

Parameter Coefficient 95% range

AR1 0.46 0.41 – 0.52

AR2 0.30 0.23 – 0.37

MA1 −1.00 −1.02 – −0.98

SAR1 0.11 −0.04 – 0.19

Drift −0.02 −0.04 – −0.00

Analysis also demonstrates how monthly aggregated data is
better than weekly aggregated data (and by implication, daily
reported data) for highlighting the seasonal patterns. Removing
trend and seasonal components, the remainder of this series
had a regularly repeating pattern, indicating that this series
of CPV events can be described using an ARMA or ARIMA
model. Through a series of documented procedures, ARIMA
models fit to the weekly and monthly CPV event series had
(generally positive) seasonal and non-seasonal autoregression
parameters of order 1 or 2 and a negative non-seasonal moving
average of order 1. This indicates that the occurrence of CPV
depends on preceding CPV in the relatively short term (prior
1 or 2 weeks or months, or season), modulated negatively
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FIGURE 10 | Time-series of confirmed canine parvovirus events reported in a surveillance system in Australia, 2009–2015 (top) and corresponding rainfall (below)

recorded from Mudgee, NSW (32.58◦S, 149.58◦E). Blue line, loess smoothed curve of events/month with 95% CI (gray).

TABLE 3 | Coefficients and 95% confidence intervals for parameters in an ARIMA

model fitted to a monthly time-series of confirmed canine parvovirus events

reported in a surveillance system in Australia, 2009−2015.

Parameter Coefficient 95% range

AR1 0.80 0.51 – 1.08

AR2 −0.29 −0.56 – −0.03

MA1 −0.90 −1.12 – −0.68

SAR1 0.16 −0.09 – 0.39

SAR2 0.29 0.03 – 0.56

by short term variation. This can be interpreted as a disease
that responds quickly to recent conditions, consistent with the
dynamic transmission of CPV within domestic dog populations.
Inclusion of rainfall as a predictor of monthly CPV events did
not change the model structure or modify parameter estimates

substantially, but indicated that increased rainfall in the previous
2 months and lower rainfall in the month before this is associated
with increased number of CPV events reported in the current
month. In addition, model fit (AICc) to the data is improved by
the inclusion of rainfall, suggesting that rainfall might play a role
in the pattern of CPV occurrence. Again, this association might
be explained via virus survival or dog behavior (25, 26).

CONCLUSIONS AND
RECOMMENDATIONS

To increase the application of methods to analyse time-series
data in veterinary epidemiology we recommend that wherever
feasible, such time-series data be made available both for analysis
and for methods development. We recommend that time-series
data be made available, because of those studies identified in our
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TABLE 4 | Coefficients and 95% confidence intervals for parameters in a Vector

Auto-regressive model fitted to a monthly time-series of confirmed canine

parvovirus events and rainfall reported in a surveillance system in Australia,

2009–2015.

Parameter Coefficient 95% range

AR1 0.58 0.30 – 0.86

AR2 −0.32 −0.56 – −0.08

MA1 −0.79 −0.98 – −0.60

SAR1 0.17 −0.05 – 0.39

SAR2 0.43 0.19 – 0.67

Rainfall 0m lag 0.07 −0.01 – 0.16

Rainfall 1m lag 0.12 0.04 – 0.21

Rainfall 2m lag 0.06 −0.03 – 0.15

Rainfall 3m lag −0.10 −0.18 – −0.01

literature scan and reviewed, about one-third described time-
series data but failed to use time-series analysis methods; rather,
the data were summarized without exploring temporal trends
and patterns and autocorrelation. Application of time-series
analysis methods has the potential to generate further insight
into the occurrence and distribution of animal diseases, disease
causation and how it can be used to facilitate surveillance and
disease control.

In addition, we recommend that further efforts are made to
make analysis of time-series data (whether in R or other software
platforms) more user-friendly and accessible. Although lack of
availability of data of sufficient length can preclude time-series
analysis, lack of familiarity with analytical methods and available
software might also limit the information generated by such
analyses. In addition, we also recommend that epidemiologic
assumptions underlying the analysis of time-series data—
particularly a constant population at-risk, non-sparse data, and
sources of bias—be thoroughly investigated in veterinary studies.
We have not described such investigations here, because they are
common to all epidemiologic analyses using observational data.

With developments in monitoring and surveillance systems,
and some systems being in existence for extended periods of
time, we expect more time-series data to become available
together with more software options. However, time-series
applications require further promotion to increase adoption
and use in veterinary epidemiology. Given that the most
often cited advantage of using time-series analyses is the
ability to predict disease occurrence, contributing to early
warning and therefore disease prevention, application of this
analytical method in veterinary epidemiology and preventive
medicine is warranted.
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Most infectious diseases in animals are not distributed randomly. Instead, diseases

in livestock and wildlife are predictable in terms of the geography, time, and species

affected. Ecological niche modeling approaches have been crucial to the advancement

of our understanding of diversity and diseases distributions. This contribution is an

introductory overview to the field of distributional ecology, with emphasis on its

application for spatial epidemiology. A new, revised modeling framework is proposed

for more detailed and replicable models that account for both the biology of the

disease to be modeled and the uncertainty of the data available. Considering that most

disease systems need at least two organisms interacting (i.e., host and pathogen), biotic

interactions lie at the core of the pathogen’s ecological niche. As a result, neglecting

interacting organisms in pathogen dynamics (e.g., maintenance, reproduction, and

transmission) may limit efforts to forecast disease distributions in veterinary epidemiology.

Although limitations of ecological niche modeling are noted, it is clear that the application

and value of ecological niche modeling to epidemiology will increase in the future.

Potential research lines include the examination of the effects of biotic variables on

model performance, assessments of protocols for model calibration in disease systems,

and new tools and metrics for robust model evaluation. Epidemiologists aiming to

employ ecological niche modeling theory and methods to reconstruct and forecast

epidemics should familiarize themselves with ecological literature and must consider

multidisciplinary collaborations including veterinarians to develop biologically sound,

statistically robust analyses. This review attempts to increase the use of tools from

ecology in disease mapping.

Keywords: spatial epidemiology, ecological niche modeling (ENM), disease mapping, ecological niche,

distributional ecology

INTRODUCTION

Spatial epidemiology is the branch of epidemiology that aims to understand the geographic
distribution of diseases (including its causative agents, hosts, and related factors) (1, 2). Most
diseases in animals are not distributed randomly across landscapes or regions. Instead, researchers
can quantitatively determine specific environmental factors associated with the occurrence of
disease (3, 4). Reports of the spatial location of pathogens, disease vectors, or reservoirs are
becoming more abundant, high quality, and openly accessible for a series of infectious diseases.
Similarly, data on environmental variables are increasing in availability and cover diverse spatial
and temporal scales: from meters to continents and from days to centuries (both retrospective
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and predictive). For example, many datasets of soil composition
and structure (5), landscape composition and structure (6),
and climate and geomorphology (7–9) are freely and openly
available for mapping diseases in aquatic and terrestrial
ecosystems globally. These variables can be linked with disease
data to reconstruct or predict the geographic distribution of
environmentally (e.g., anthrax), vector-borne (e.g., Bluetongue
disease), and directly transmitted diseases (e.g., rabies), which are
important to veterinary medicine. These studies, however, need a
basic understanding of Geographic Information Systems, spatial
statistics, and a deep understanding of the biology of the disease
system to be modeled.

Diseasemodels accounting for environmental information are
particularly informative to understand the spread of diseases that
are undergoing range expansion, which is termed “distributional
disequilibrium” in ecology (10–12). Ecological theories and
methods are commonly used in spatial epidemiology to design
and interpret models of conditions where infections are likely
to occur, with outputs projected to geography as measures
of “suitability.” Suitability has been defined as the “sum” of
the effects of resource and environmental conditions on the
fecundity, demography, and survivorship of populations (13).
Ecological niche modeling has been the main branch of ecology
employed to map disease transmission. Comprehensive reviews
are available elsewhere regarding the fundamentals of ecological
niche modeling for epidemiologists interested in its applications
on medical geography of infectious diseases (14–16). This
manuscript is an overview of the field of ecological niche
modeling for veterinarians and epidemiologists and considers
parasites (e.g., tapeworm) and pathogens (e.g., virus) as agents
causing disease. The content of this review is a friendly
introduction to more specialized literature and study cases
described in more detail elsewhere (17, 18).

Models
A model is a simplification of a complex system. For example, in
biomedicine, mice could be used as animal models to understand
the effects of a drug in humans. In mathematics and statistics,
equations can be used to simplify and summarize complex
phenomena. Some mathematical models can be complex, by
accounting for many details (i.e., parameters) in the disease
system, while other models can be simple, accounting for
just a few, key components of the system. Models can
be used to reconstruct the structure or functioning of the
system in question—termed descriptive models (e.g., the specific
temperatures where a disease vector is found). Complementarily,
models could be used to anticipate how the system would
respond to determined “what-if-scenarios” —termed predictive
models (e.g., the expected distribution of a disease vector under
future temperature). Descriptive models are the basis and first
stage for the development of predictive models.

Descriptive models are generally evaluated in terms of the
capacity of the model to accurately reconstruct patterns found in
the available data. Thus, evaluation metrics used to differentiate
between good and bad descriptive models generally account
for the amount of information lost (e.g., Akaike’s information
criterion) (19) (Figure 1A). Predictive models are evaluated

based on their capacities to accurately predict, better than by
random, new data (i.e., independent data not used during model
calibration). Therefore, evaluation metrics used to differentiate
between good and bad predictive models commonly measure
model capacity to differentiation between actual data and
random observations (e.g., p-value, sensitivity vs. specificity)
(Figure 1B).

Models can also be differentiated based on their capacities of
interpolation and extrapolation. Interpolation is defined as an
estimation of unknown values present within the range of values
from the data used to calibrate the model (20). Extrapolation
is defined as the estimation of unknown values beyond the
range of data used for calibration. Ideally, models aiming to
be descriptive should have low interpolation and extrapolation
abilities resembling good fit to the data. Predictive models are
expected to interpolate and extrapolate. As a result, the final goal
of the model, descriptive or predictive, should guide the design of
its calibration and evaluation protocols. A perilous arena within
spatial epidemiology is the development of predictive models
that are evaluated using metrics developed for descriptive models
or that are penalized based on extrapolation (21). Similarly,
robust model evaluation of predictive models would require
evaluation data statistically independent from calibration data.
Thus, data-patitioningmethods that do not ensure independency
(e.g., cross-validation) have questionable capacity to differentiate
between good and bad predictive models.

ECOLOGICAL NICHE MODELS

Previous applications of ecology to map infectious disease risk
have resulted in successful disease control and prevention [e.g.,
(22)]. During the last two decades, valuable advancements in
alternative approaches to investigate infectious diseases through
applied ecology have been made (15). The ability to determine
why a disease is present in one animal species, season, and
geographic area but absent in others facilitates the understanding
of spread and persistence of infectious diseases in wildlife and
domestic animal populations, critical for veterinary medicine.

The final goal of ecological niche modeling applications in
spatial epidemiology is to determine environmental conditions
associated with disease occurrence. This in turn can help to
identify localities where such conditions exist and that are
suitable for disease introduction, maintenance, and posterior
spread. These models can be conducted at the local level using
accurate disease reports coupled with landscape information or
at the regional level coupled with climatic variables.

Disease distributions at coarse scales are often manifested
through climatic variables (e.g., temperature and precipitation)
falling across expected ranges of climate values observed
in the bulk of confirmed disease reports. In ecological
niche theory, the fundamental niche, NF , represents the
set of abiotic environmental conditions necessary for long-
term population persistence. More specifically, NF allows
population permanence without subsidy from immigration.
Variables used to estimate NF are not modified by the
presence or abundance of the organism (e.g., temperature,
precipitation) (14). NF models are usually estimated at coarse-
scale based on climatic signatures of biological systems to
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FIGURE 1 | Schematic description of descriptive vs. predictive models in the context of ecological niche modeling. (A) Disease occurrence data (blue points) used to

estimate relationships between temperature (independent variable; x-axis) and suitability (dependent variable; y-axis), interpreted as the probability of specific

environmental combinations to mirror the conditions where the species actually occurs. Correlative ecological niche model (ENM) can also be based on logistic

regression based on relation between continuous environmental variables and binary reports of the species (i.e., presence/absence). Note that the descriptive model

(red line) is evaluated in terms of its capacity to accurately resemble the data; the information lost is expressed as the distance between the model and the data

employed for model calibration (right). (B) Predictive model (same as above) intended to forecast the response of the system to an unknown status. Predictive models

are generally evaluated based on their capacity to predict independent data (i.e., data not used during model calibration). Note that a predictive model could be simple

(red straight line) and could result in the loss of more information. Nevertheless, independent data (red points) may be accurately predicted.

reconstruct the potential geographic distribution of organisms,
revealing areas with suitable climatic conditions across broad
regions (14).

Empirical and theoretical evidence from physiological
experiments suggests that population growth and survival
of species often have a Gaussian response to environmental
gradients (23–28). That is, theory suggests that an organism’s
fitness responds to environmental conditions with a normal
curve, where extremely low and extremely high environmental
values drive low fitness, while intermediate environmental
values are the optimum for fitness (Figure 2A). NF accounts
for multiple environmental variables, and when many
environmental variables are considered, each with a Gaussian
response curve, their combination could resemble an ellipsoid

(Figure 2B). Consequently, Maguire proposed that the NF

should be convex in shape (25), with ellipsoids offering simple
proxies of such convex shape (29). The Gaussian response of
organisms to environmental conditions suggests that a disease
reservoir or vector would have varied demographic parameters
in different sections of its NF . As a result, disease control on
reservoirs or vectors (e.g., culling, vaccination) could have
different effects under alternative environmental conditions.
More specifically, this theory suggests that highest transmission
should be expected in the optimal environmental conditions
suitable for a disease reservoir or vector (30) and population
health management decisions should be made accordingly.

Nevertheless, all the environmental conditions in NF may
not be entirely available for the species. Thus, NF is hard to
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FIGURE 2 | Theoretical representation of the fundamental ecological niche.

(A) Survival or population growth (y-axis), as a proxy of suitability, shows a

Gaussian response to environmental gradients (E1, x-axis). For example,

population growth (λ) is positive within the environmental range tolerated by

the species and negative below or above such range (–λ), with an optimum

observed at intermediate environmental values (red). (B) Ellipsoidal shapes are

the expected species response to n-dimensional environmental gradients.

Example in a bidimensional environmental space where red is higher suitability.

reconstruct with field data due to its theoretical nature; however,
other portions of it may be more feasible to estimate. The
realized niche, NR, is the portion of the NF that is actually
occupied by the organism, reflecting fine-scale constraining
effects of dispersal limitations and biotic interactions (14). Fine-
scale ecological niche modeling is generally achieved by linking
landscape-level variables (e.g., vegetation, host density) as a
proxy of the NR. Essentially, NR is a close representation of the
actual conditions present across the distribution of an organism.
Recent experimental research shows that landscape materials
(e.g., grass, wood, soil, and water) can play a role in the
maintenance and spread of pathogens facilitating environmental
transmission (31, 32). Satellite-derived data of vegetation
phenology, soil composition, moisture, and microclimate have
served as proxies of landscape features, allowing researchers to
capture environmental signatures of pathogen distribution at the
local level (6, 33).

FIGURE 3 | Schematic of NR vs. NF in a disease system. The fundamental

niche, NF , denotes the environmental conditions, available (gray points) or not

(white), that are suitable for the organism (e.g., pathogen, vector, and reservoir)

to persist and establish populations in the long term. NF is represented as an

ellipsoid with a denoting the theoretically most suitable conditions (dark red),

with suitability declining to the edges of NF (yellow). The realized niche, NR,

denotes the environments in NF actually occupied by the organism.

Nevertheless, NR may be a subset of NF maybe because the organism does

not occupy some environments due to dispersal limitations (b), because there

is not host of vector for the organism’s persistence, or because the suitable

environmental conditions do not exist in the area accessible (c), reducing NF to

NF *.

Ecological niche models assume that the biotic interactions
restrict species to occupy their entire NF ; therefore, that NR is
a portion of NF (14, 34) (Figure 3). That is, maybe not all the
utilizable conditions in the pathogen’s NF have the presence of
the host. Additionally, ecological niche inferences must consider
the geographic area accessible to the organism (termed M) and
the set of environments represented across that region (14) as
the limits of NF that are available. That is, maybe not all the
climates utilizable by the organism exist in the areas of study so
that the existing fundamental niche, N∗

F , represents the portion
ofNF that the species could use.N

∗
F is the intersection ofNF with

the area accessible M, such that the existing N∗
F will be a subset

of NF ; any attempt to use the existing N∗
F or NR as estimates

of NF is perilous for species with limited dispersal (35). Based
on this reasoning, the selection of the study area has dramatic
implications on the environmental conditions to bemodeled and,
in turn, on estimations of NF or NR.

THE PROBLEM OF SCALE IN INFECTIOUS

DISEASE ECOLOGY

A major challenge in spatial epidemiology and distributional
ecology is the identification of the scale of the analysis for
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a statistically correct study design and a biologically sound
model interpretation. While this question may appear to be
easily answered based on the data available, generally, incorrect
identification of the scale may result in misleading study designs,
misinterpretation of results, and inability to fill primary gaps
of knowledge. Studies must identify the temporal scale (from
hours and days to decades and millennia, including past, present,
and future time) and the spatial scale (from centimeters to
kilometers) of interest. For example, studies could be conducted
in a protected area during a season, or at the continental level
across a 60-years period. It is also important to define the
organismal level (from molecules and genes to populations and
biomes) upon which the study is focused (36). Because infectious
diseases can be examined on a wide scale, from micro to macro,
assumptions, data, and model interpretation will vary across
scales (Figure 4).

A main assumption in epidemiology is that diseases do not
occur randomly, which can be used to assess the distribution
of pathogens across taxa and geographies to identify specific
patterns that can be modeled and predicted. At the fine scale,
models can estimate the likelihood that specific wildlife species
will be suitable for vector infestation. At the medium scale,
models can assess the landscape drivers of disease transmission.
At the coarse scale, models could be used to reconstruct spatial
patterns of the extent, direction, and speed of disease spread
across continents (Figure 4).

Fine-scale studies are conducted locally and capture
individual-level details in short periods of time (e.g., a season).
The resources and effort necessary to conduct fine-scale research
restrict their development to small study areas (e.g., a forest).
Coarse-scale studies, however, can be conducted at large extents
but generally fail to capture the details necessary to understand
local-level phenomena. The level of detail or grain of variables
quantified is linked to the scale, extent, and their capacity of
prediction. Coarse-scale studies may lack details but would
provide predictions that are more robust across space and time.
Thus, the problem of scale in disease ecology is how predictions
change as scales change (Figure 5). The problem of scale (i.e.,
temporal or spatial) has been described in detail by Simon A.
Levin (36) and provides opportunities to better understand
disease systems across space and time. Interestingly, spatial
epidemiology of animal diseases seems to be biased toward
local-level studies, with limited research conducted at coarser
scales (37).

The organismal level is a major challenge in spatial
epidemiology. For instance, the complex transmission cycles
of vector-borne, water-borne, or directly transmitted diseases
require two (e.g., pathogen and host) or more (e.g., pathogen,
multiple vectors, multiple reservoirs, or hosts) species to be
included in the model. Often in practice, modelers use a single
organism to reconstruct areas of transmission, which could focus
on the vector or the pathogen. While a parsimonious approach,
it requires a strong understanding of the ecology of the disease
in question to identify the organism that best explains the
disease system. Thus, a next frontier in ecological niche modeling
applications to disease systems is the inclusion of more biological
components of the cycle of transmission in the modeling process.

ECOLOGICAL NICHE MODELING AND

SPATIAL EPIDEMIOLOGY

Ecological niche modeling has proven to be a useful tool
for forecasting distributions and distributional changes for
a vast number of organisms (22, 38, 39) and is increasingly
employed to predict distributions of pathogens on diverse
spatial scales (15). Traditional ecological niche modeling
frameworks, however, may make unrealistic assumptions
and therefore yield inaccurate predictions. These modeling
frameworks must therefore be revised and amended if
they are to work in epidemiology (40). Ecological niche
modeling estimates ecological niches of species by linking
spatial occurrence records with environmental covariates, via
correlative or mechanistic approaches (41, 42). Theory and
analytical approaches of ecological niches have been described
during the last century (43), especially for biodiversity and
conservation studies.

A decade ago, it was hypothesized that coarse-scale
geographic distributions of species were constrained principally
by abiotic environmental conditions (i.e., inert variables)
across relevant regions, with biotic interactions having
negligible effect [termed the Eltonian Noise Hypothesis
(14, 29)]. As a result, most modelers have considered it
reasonable to assume that influences of biotic interactions
could be neglected in ecological niche modeling (29). The
Eltonian Noise Hypothesis, however, was conceived in
the context of free-living organisms (e.g., plants, birds).
Currently, most ecological niche modeling applications do not
include biotic variables (i.e., derived from living organisms).
Epidemiologists of infectious disease and veterinarians have a
clear understanding of the major flaws of models neglecting
biotic interactions because infectious diseases are by definition
biotic interactions.

Developing models based solely on abiotic variables make
model outputs of easy interpretation. For example, a model
based on pH and humidity could generate estimates of suitability
with regard to environmental conditions. Nevertheless, the role
of biotic variables has not been assessed rigorously in parallel
analyses in disease ecology [but see (44)]. Indeed, incorporation
of biotic variables in ecological niche modeling analyses for
diseases was proposed only relatively recently (45), and such
applications remain rare in spatial epidemiology. The inclusion
criteria of the biotic variables to be used, their temporal and
spatial scales, and whether biotic variables should be used
before, during, or after the model calibration process remain
understudied (40). Currently, use of abiotic-only predictors
(e.g., climate) dominates the literature regarding modeling and
predicting geographic distributions of pathogens. Including
biotic variables in the ecological niche modeling process would
require a detailed and a priori definition of the modeling outputs.
For example, a model including host density or percentage of
vaccination coverage would require a revision of the “suitability”
term in the context of each study (e.g., suitability for transmission
or exposure); alternatively, other terms would need to be
employed for modeling disease systems, such as risk (46) or
relative occurrence rate (47). Understanding the role of biotic
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FIGURE 4 | Multiscale framework. (A) Scale: Scale of variables (i.e., temporal and spatial) varies from the micro, to the fine, to the coarse. For example, ticks could be

studied at the micro scale, by assessing its distribution across the skin of the host (e.g., deer). (B) Extent: Represents the size of the study area, from the local to the

global extent. For example, increasing the extent will allow to study ticks across a forest (local) or across a continent (global). The scale and the extent are correlated:

Fine-scale studies provide high detail (fine grain) but cover small study areas, coarse-scale studies cover large areas at the cost of detail (large grain).

variables in ecological niche modeling may revolutionize the
utility of these tools drawn from ecology for disease riskmapping.

INGREDIENTS TO MAKE AN ECOLOGICAL

NICHE MODEL

Historically, “ingredients” to build ecological niche models have
been summarized in three major categories: occurrence data,
environmental data (abiotic or biotic variables), and algorithm
(Figure 6). Occurrence data are represented as disease cases,
or serology or direct detection of pathogens or parasites, or
records of vectors, intermediate hosts, or reservoirs recorded
geographically as coordinates (i.e., latitude and longitude).
Environmental data are represented at coarse (i.e., climate)
and fine (e.g., vegetation indices) resolutions in terms of the

abiotic and biotic environmental conditions where occurrence
data are collected. Then, to link environmental conditions and
disease occurrence, correlative or classification algorithms are
generally used. This analytical framework has been criticized
due to the limited understanding of the user regarding the
potential data and algorithm limitations, and the theoretical
bases of the algorithm employed (48). Careless applications of
this simple modeling framework has been termed “click-and-run
ecological niche modeling” (49) and has resulted in misleading
ecological niche modeling applications (50–52). Indeed, studies
to reconstruct disease distributions should avoid using protocols

and parameterization scenarios developed for other taxa, regions,

or periods. Instead, the modeling protocol for disease mapping

should be specific to the study question, data available, and

assumptions of the disease system.
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FIGURE 5 | The problem of scale in disease ecology. Scale can be defined in

two dimensions: spatial (x-axis) and temporal (y-axis). Fine-scale studies (e.g.,

data from at the individual-level during hours to days) can provide high-quality

data and a good understanding of phenomena. The figure shows a pragmatic

categorization of two spatiotemporal scales, fine (orange) and coarse (blue).

Fine-scale studies (orange) tend to offer limited predictability but high detail,

while coarse-scale studies (blue) offer high predictive potential at the cost of

losing detail. Note that landscape/seasonal studies are somewhere

in-between fine- and coarse-scale studies. Modified from Levin (36).

The click-and-run modeling framework (Figure 6) is based
on the use of “recipes” to model the distribution of any
species, neglecting the biology of the organism in question.
These models also neglect biases or artifacts in the data used
for model calibration and the functionality of the algorithm
employed. This approach requires limited data curation and
model parameterization and was used in the past for single-
species ecological niche models, but is currently used for studies
modeling hundreds or thousands of species to capture coarse
ecological patterns (i.e., macroecology). Model evaluation in
click-and-run modeling is generally poor or absent, making this
modeling framework particularly questionable when modeling
infectious diseases.

Models should include occurrence data curated carefully to
include only trusted occurrence records for model calibration.
Trustworthy disease occurrence records should have traceable
diagnostic methods, data sources, transparent surveillance
protocols, temporal details, and quantified uncertainty (e.g.,
spatially error, sensitivity of the diagnostic method). That is,
selection of the occurrence data should include an exhaustive
inspection of the metadata to reduce errors followed by
estimations and mitigations of duplicates, autocorrelation, and
sampling bias, supported by detailed protocols as described by
Cobos et al. (53).

Ecological niche modeling of disease systems should
consider abiotic environmental variables (e.g., temperature, soil,
precipitation) that fit the scale of interest and the biology of the

disease to be modeled. For example, historical satellite-derived
bioclimatic data can be employed at a pixel resolution of 20 km,
if this is in agreement with the approximate home range size
of a pathogen’s reservoir (∼10 km) (10). In this case, one could
use land surface temperature (◦C) and ground humidity (kg) to
overcome limitations of interpolated climatic data (8). That is, it
has been found that satellite-derived data overcome limitations
of the original interpolations found in the climatic data from
ground stations (54). For example, WorldClim, a commonly
used resource for climate data, often includes only 0.001% of
empirical data and 99.99% of interpolated data, resulting in
high spatial lag (autocorrelation) and frequent aberrant and
unrealistic climatic values (15).

Biotic variables (e.g., host density, prey density, and predator
occupancy) are biological factors shaping the distribution
of a species or disease at the local level (55, 56). Biotic
variables must be selected on the basis of the natural
history of the target pathogen, including the presence or
abundance of other organisms that facilitate or limit its
presence. For some pathogens, relevant positive biotic factors
that facilitate the presence of disease may include co-infections
with other pathogens, vegetation preferences of vectors, and
host availability, behavior, and density. Negative biotic factors
that limit pathogen circulation and establishment may include
host immunity and biodiversity values (40, 46, 57). Biotic
components may be critical to understand the ecology of
pathogen transmission, and their effects are evident when
developing studies at fine geographic scales (46), although the
question of their action across broad geographic extents remains
unanswered. Nevertheless, based on the biology of the pathogen,
biotic variables could include proxies of host availability (58),
anthropogenic disturbance (59), wildlife reservoirs availability
(60), and barriers of disease spread (61, 62). Each of these
dimensions has been found to be predictors of infectious diseases
(10, 45, 63–67).

The inclusion of biotic variables in ecological niche modeling
could be done before, during, and after the calibration of the
model. For example, biotic variables could be used before the
development of the model by restricting the distribution of the
focal species (e.g., pathogen) to regions where biotic interactions
may occur (e.g., host distribution; pre-processing). Biotic
variables could be added to model calibration by incorporating
biotic factors as predictor variables in the ecological niche
modeling (e.g., host density; processing). Alternatively, biotic
variables could be used once the model is developed by
incorporating biotic variables on the final model output (post-
processing). For example, a hypothetical model to estimate
transmission risk of rabies (Lyssavirus) transmitted by vampire
bats (Desmodus rotundus) at the local level could include the
use of abiotic (e.g., temperature and precipitation) and biotic
variables. Biotic variables could include livestock densities as
proxy for food resources for the vampire bats (58), surface of
roads as proxy of local-scale barriers (61, 62), and satellite-
derived nighttime light surface as proxy of populated centers
(59), since these variables have been proposed as predictors of
rabies in wildlife (10, 63–67). That is, when biotic variables are
included to reconstruct a disease system, it is crucial to identify
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FIGURE 6 | Click-and-run ecological niche modeling framework. This modeling framework is data-driven, with uncaring study designs. Syndromes used in identifying

click-and-run ecological niche models include (i) strong emphasis on the good performance of the algorithm employed based on external literature and use of default

parameters (green), (ii) moderate emphasis on the quality and quantity of the disease localities (i.e., occurrence data; red), with limited data curation and evaluation,

and (iii) little or no justification and defense of the environmental variables selected for model calibration (blue). Additionally, these models generally fail to define the

ecological niche to be estimated, NF vs. NR. The study area of these models is generally delimited based on data availability or administrative boundaries, while model

interpretation is generally based on visual inspection of maps. Circle size denotes magnitude of importance assigned to each category.

key factors that directly facilitate or limit transmission. Using
biotic variables in ecological nichemodeling is still not a common
practice and more research is necessary in this area to develop a
revised modeling framework.

A revised ecological niche modeling framework could
facilitate replicable estimations for any disease system (Figure 7).
Nevertheless, each component of a revised modeling framework
(i.e., occurrences, environmental variables, and modeling
algorithm) would require careful inspection to discard noise
signals due to incorrect study designs. That is, study designs
should be based on biologically justifiable study areas and
variables, which are important drivers of ecological niche
modeling performance. In some situations, the protocol will
allow one to determine if a robust ecological niche model is
feasible or not.

An important component of the revised protocol is the
careful inspection of occurrences using a specified inclusion
criterion that prioritizes quality over quantity. To assess and
mitigate sampling bias in disease reports, modelers can use
the method proposed by Varela et al. (68), which compares
models from different occurrences filtering methods to mitigate
both oversampled areas and oversampled environments. This
approach allows the generation of a series of models under
different bias mitigation scenarios to (i) reduce model overfitting

(i.e., models mirroring closely the data, resulting on limited
learning from the model compared with the raw data) and (ii)
capture variability for more informed model interpretations.
This methodology has been employed broadly to study the
distribution of biodiversity but has been barely used to
model infectious diseases. In the revised protocol (Figure 7),
model calibration could include biotic variables as predictor
(45, 69). Nevertheless, researchers must clarify the units and
interpretation of the modeling output.

Finally, the study area of interest [M sensu (70)] is a major
component of the modeling process. A common failure in
ecological niche modeling applications based on correlative
models is to pragmatically determine the study area. Restricting
models based on administrative areas (e.g., municipality,
department, province, and state) does not account for the biology
of the organism. Pathogens do not know about political borders;
therefore, models should account for biogeographic barriers (e.g.,
rivers, roads, impervious surfaces, and oceans) for biologically
sound study designs.

The perils of careless study-area delimitations will result
in models that are misaligned with the primary question
of the study, the ecology of the organism, resulting in
underestimations of the true potential of the disease spread.
For example, the mosquitoes Aedes aegypti and Ae. albopictus
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FIGURE 7 | Canonical ecological niche modeling framework (a.k.a. “Peterson’s Framework”). This revised ecological niche modeling framework includes some of the

critical decisions necessary to develop a comprehensive, replicable ecological niche model that accounts for the natural history of the organism, the quality of the

data, and the goal of the model. Here, occurrence data (red), environmental data (green), and the integrative algorithm (blue) have comparable importance regarding

their assessment during the modeling process (i.e., same size of circles). The main differences of this canonical ecological niche modeling framework, as compared

with the classic ecological niche modeling framework (Figure 6), are that more details are evaluated for each modeling component (circles), model design, and

interpretation account for the ecology of the organism and data available, and that model outputs are interpreted in geographic and environmental dimensions.

are important vectors of many arboviruses, including Zika,
Dengue, and Chikungunya viruses with transmission reported
globally. Nevertheless, one may be interested in modeling
the distributional ecology of these mosquitoes in a specific
study area (Figure 8A). For example, mosquito presence in
Guatemala along with climate information from the sampling
region will only capture environmental tolerances of the species
in that particular area. This may therefore result in a gross
underestimation of the true potential distribution of the vectors
and the diseases they transmit. Indeed, these mosquito species
are ecological generalist species that tolerate a broad range of
climatic conditions and have global distributions (Figures 8B,C).
Thus, real tolerances and actual potential distribution of species
could be masked by a restricted study area that only accounts for
a portion of the species truly potential.

ECOLOGICAL NICHE MODELING

ALGORITHMS AND TOOLS

Modeling algorithms in ecological niche modeling have been
described elsewhere (47, 72–74), generating starting points for

new modelers. Algorithms to develop ecological niche models
can be divided into three categories: presence-absence, presence-
background, and presence-only. Presence-absence algorithms

need a set of localities where the organism occurs (i.e., presence)

and a set of localities where the organisms does not occur (i.e.,
absence). Presence-absence models are calibrated by comparing

environmental conditions where the organism is present vs.

where it is absent and are generally useful to reconstruct the

distribution of diseases at fine scale and short periods, resulting in
the need of accurate localities and high-resolution environmental

variables. These models, however, have limited capacities to be
projected to different areas or periods, instead, their signals
are space and time specific. Many algorithms are available
including regression (e.g., Generalized Linear Models and
Generalized Additive Models) (Figure 1) and classification (e.g.,
Boosted Regression Trees, Random Forest, and Support Vector
Machines) (Figure 9A) algorithms, with protocols described in
detail elsewhere (75).

Occurrence data are generally robust, while absence data
are largely questionable in quality and of limited availability
[discussed in (14)]. To solve this problem, researchers generally
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FIGURE 8 | Effects of study area M on ecological niche modeling results. An example of an ecological niche model of arbovirus vectors Aedes aegypti (red) and Ae.

albopictus (blue), which occur worldwide, to predict transmission risk in Guatemala. Global climate data (gray dots) show the broad range and diversity of global

environmental conditions summarized in the first three components of bioclimatic variables (red axis). Restricting the study to Guatemala (gray polyhedron) will require

to use species records only across this country (red and blue dots), resulting in a subset of occurrence records, and environmental tolerances, of the mosquito

species (red and blue polyhedrons) (A). Accounting for all the available data for the vector species, however, reveals that Guatemala only contains a portion of the

species environmental tolerances (B,C). As a result, when the study design is restricted to Guatemala as the study area M, and to its climate and environmental

space, the model would yield in an incomplete reconstruction of the actual distributional potential of vector-borne diseases. Restricting the models to Guatemala

would require other, fine-scale, landscape-level environmental variables. Otherwise, models will simply mirror the density of points. Models constructed using an

envelope algorithm in NicheA (71).

“simulate” absence data to be able to use presence-absence
algorithms. A common approach to simulate absence data is
to generate random points across the study area. Presence-
absence models that use simulated (i.e., fake) absence data during
calibration are termed presence-background models. Presence-
background algorithms thus use the same regression and
classification algorithms used for presence-absence models, with
the unique philosophical variation regarding the interpretation
of absences vs. background points. Also, because the background
corresponds to the study area, calibration of these algorithms
is highly sensitive to variations in the extent of the study area
extent selected.

Maxent is a popular ecological niche modeling algorithm
based on logistic-like regressions comparing densities
of occurrences (presences), densities of random points
(background), and continuous environmental variables
using diverse sets of parameters in the calibration process
(47). Maxent protocols have been summarized in a series of
software including Wallace (76), dismo (75), ENMeval (77),
and KUenm (78) packages in R. Wallace is a user-friendly
analytical environment to calibrate Maxent models, making it
a good starting point for new users since it contains detailed
instructions (76). Dismo provides less details regarding the
different assumptions and complementary scientific literature,
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FIGURE 9 | Classification and hypervolume models. (A) Classification algorithms require environmental values where the species is present (red points) and absent

(black points). Presence and absence data are linked to environmental values (arrows) to quantify the probability (question mark) of identifying a locality (gray point) as

a suitable or unsuitable. Classification algorithms use these data to inform a series of rules (dashed lines) that vary among algorithms. Temp, temperature; Precip,

precipitation. (B) Hypervolume algorithms quantify the density or cluster of presence records of the organisms in environmental dimensions. Hypervolumes measure

the distance (gray cycles) among occurrences (red points) in an environmental space (arrows) to determine a best-fit model (red buffer).

but it is a good starting point for new users interested on
modeling in programming environments (75). ENMeval is
essentially the programming environment of Wallace and allows
more detailed parameterization and evaluation of models (77).
KUenm allows detailed, reproducible ecological niche models
using Maxent and provides detailed model calibration and
selection not available in the other packages (78), overcoming
some of the perils of niche model applications for infectious
diseases regarding differentiation between good and bad models
(46). The KUenm package would be an ideal choice for advanced
users since parameterization and installation would require
advanced programming skills.

Presence-only algorithms focus solely on the environmental
values linked to each occurrence record for calibration. As a
result, calibration of these modes is insensitive to changes in the
extent of the study area. Classic presence-only methods include
environmental envelopes, which are ellipsoids, squares, or
convex-hull that surround the occurrences in an environmental
space (Figure 9), with algorithms that include Bioclim (75)
and NicheA (71). Emerging presence-only methods include
hypervolumes estimated using estimators of density (79) and
cluster of occurrences in the environmental space (80). Protocols
for hypervolume estimations have been described elsewhere
(34, 74), and their use is expected to become common for NR

estimations due to the automatization of their workflows and
computational optimization.

ECOLOGICAL NICHE MODELING AND

CLIMATE CHANGE

A key set of questions in spatial epidemiology relates to effects
of global change on the geographic distribution of infectious

diseases and the potential of disease reservoirs or vectors to
respond to such changes (81). Global change includes climate and
land cover changes and the accelerated introduction of invasive
species (82–84). A recent assessment proposed that catastrophic
climate change effects will be perceived with even a 1.5◦C annual
mean temperature increase in the coming decades (85).

Ongoing climate change trends have been defined as human-

induced, with unprecedented effects on biodiversity, impacting

many organisms involved in disease transmission cycles (86).
Climate change in the Anthropocene is generating geographic

(87) and elevational (88) shifts of biodiversity, including

organisms involved in disease transmission (89). Climate change

is expected to produce bigger and more frequent weather
events and wildfires (90, 91) and reductions of crop yields
(92, 93), which together could generate ecological imbalance
facilitating pathogen spillover (94). Understanding climate effects
on directly transmitted diseases, however, remains in its infancy.
Ecological niche models are a promising tool to help anticipate
likely responses of disease systems to climate change. Recent
assessments of vector-borne diseases have challenged paradigms
related to climate and infectious diseases (95–97).

A recently published meta-analysis demonstrated that many
popular algorithms for ecological niche modeling generally
overestimate organisms’ ability for adaptation to changing

environments (98). The best forecasts should come from analyses
of extensive data with simple algorithms (21, 99). That is, robust
models require abundant, high-quality input occurrence data;
these data are generally limited in availability in developing
countries, so research about global change effects on diseases
may be biased to developed countries (100). Nevertheless,
even when data limitations may exist, ecological niche models
provide opportunities to understand how global change can affect
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infectious diseases globally. Based on the observations described
above, when limited data are available, the use of multiple
algorithms could help to explain uncertainty in model estimates.

The present understanding of potential climate change
effects on organisms is biased geographically to temperate-
zone countries (101). Nevertheless, tropical countries already
show considerable climate change manifested in just the last
three decades. Hence, the tropics represent an important
priority for global change disease ecology research in view
of their considerable research gaps, their role in modulating
global climate, the need to understand organisms’ responses
to environmental change beyond temperate areas, and the
need to assess niche evolution empirically in more rigorous
analyses (102).

THE PARADOX OF DIRECTLY

TRANSMITTED DISEASES

It is not surprising that ecological niche modeling applications
in spatial epidemiology are biased toward vector-borne diseases.
Data of disease vectors (e.g., fleas, mosquitoes, ticks) are broadly
and openly available for many diseases and regions (103). Vectors
are also highly responsive to changes in microclimate, with
strong responses in their abundance, richness, distribution, and
behavior linked to climate and landscape variation (104). As a
consequence, ecological niche models of vector species provide
good proxies of potential distributions of vector-borne diseases.

Environmentally transmitted diseases, such as anthrax,
leptospirosis, and histoplasmosis, can also be studied using
ecological niche modeling. Key components of the models
include variables resembling the environmental drivers of
parasite and pathogen persistence in the environment (e.g.,
humidity, temperature, and soil pH). When such variables
are not available, some proxies could be used with their
respective caveats.

Ecological niche models have many advantages compared
with other disease modeling approaches, especially with regard to
the biological bases that support the use of environmental drivers
to map disease distributions. Nevertheless, ecological niche
models are not suitable for the study of many disease systems,
especially for studies aiming to understand direct transmission
between individuals or populations. In such situations, other
modeling approaches could be more appropriated (e.g.,
compartmental models). Similarly, ecological niche modeling
may be a perilous modeling framework to use for animal
disease systems where the environmental conditions are less
important for transmission compared with animal density or
human behavior.

Directly-transmitted diseases are more challenging to map
based on environmental conditions. Many fine-scale factors
(e.g., host density, age, immune status) shaping direct disease
transmission may be required for correct reconstruction of
transmission, but variables of such factors are generally not
available. When the directly-transmitted disease includes an
animal reservoir (e.g., wildlife), ecological niche models can
focus on such species for the reconstruction of likely areas
of transmission.

Ecological niche modeling of directly-transmitted animal
diseases are a “dark side” that many veterinary epidemiologists
avoid. Limited data of crucial factors associated with transmission
and potential economic and ethical implications generally
reduce explorations of directly-transmitted animal diseases. For
example, the porcine reproductive and respiratory syndrome
(PRRS, caused by a virus from the family Arteriviridae) affects
the pork industry so that understanding and anticipating its
distribution may have enormous benefits for its control and
prevention in pig farms. Nevertheless, intensive farms may have
controlled environmental conditions, so that the environmental
conditions inside the pig farms may not reflect the surrounding
climatic conditions. Thus, ecological niche modeling of PRRS
risk based solely on the surrounding climate of farms is
analytically and computationally feasible [e.g., (105, 106)],
but such models will provide an erroneous signals of the
environmental conditions suitable for transmission. That is, even
when one can model linkages between climate and reports of
directly-transmitted diseases, such models could be incomplete,
biased, or misleading, and local factors may be more important
(107). Paradoxically, models of directly-transmitted diseases are
still popular.

CONCLUSION

Spatial epidemiology of animal diseases seems to be dominated
by local-level studies (37). Thus, ecological niche modeling
approaches provide an opportunity to reconstruct environmental
conditions suitable for diverse animal diseases to identify areas
where transmission is expected. Since disease systems need
at least two organisms interacting (host and pathogen), biotic
interactions may lie at the core of the pathogen’s ecological niche,
and neglecting interacting organisms in pathogen dynamics
(i.e., maintenance, reproduction, transmission, and spread)
may limit the success of forecasts. Pathogen transmission is
strongly influenced by fine-scale interactions among infected and
susceptible hosts, which can be further affected by host behavior
and pathogen demography/transmission. Given the complexity
of these interactions, traditional single-species ecological niche
modeling approaches could fail to predict disease distributions
and transmission risk accurately and protocols need to be revised
with caution.

A new challenge in veterinary epidemiology is to avoid
falling behind advances that distributional ecology offers in
terms of theory and methods to map parasites, pathogens,
vectors, and reservoir. This overview is by no means a detailed
summary of all the advances in the field of ecological niche
modeling. Instead, this review provides a brief introduction to
the field facilitating a more effective use of the comprehensive
ecological niche modeling courses freely available (e.g., https://
www.youtube.com/watch?v=vj8qTo56rPA&ab_channel=A.
TownsendPeterson) (108). Veterinary epidemiology needs
more ecology, and ecologists modeling disease distributions
need to incorporate health professionals for sound and
biologically realistic model interpretations (15). Veterinary
epidemiologists may find ecological niche modeling useful
for disease control efforts, especially for infectious diseases
with vectors or wildlife reservoirs. The limited presence of
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epidemiologists and disease ecologists in the ecological niche
modeling community increases the risk of inaccurate and
misleading forecasting of infectious diseases of questionable
quality and usefulness for stakeholders [e.g., (109)]. The broadly
available epidemiological data, collected systematically from
humans, animals, and plants, can help to advance the study
of disease transmission. The comprehensive understanding of
disease systems by veterinarians provides unique opportunities
for their active participation in the field of spatial epidemiology.
Nevertheless, mature and ethical ecological niche modeling
applications for disease mapping would require familiarity with
classic ecological theory.
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Participatory epidemiology (PE) evolved as a branch of veterinary epidemiology and

has been largely employed for the control and early warning of infectious diseases

within resource-limited settings. It was originally based on combining practitioner

communication skills with participatory methods to facilitate the involvement of animal

caretakers and owners (embracing their knowledge, experience, and motivations) in

the identification and assessment of animal disease problems, including in the design,

implementation, monitoring and evaluation of disease control programs, policies, and

strategies. With the importance of understanding social perceptions and drivers receiving

increasing recognition by epidemiologists, PE tools are being adapted for an increasingly

wide range of settings and endeavors. More recently, PE tools have been adapted

for use in food and nutrition security programs, One Health activities, wildlife disease

surveillance and as part of mixed-methods research across a range of socio-economic

settings. This review describes the evolution of PE (in relation to veterinary epidemiology

and briefly in relation to public health epidemiology), the underpinning philosophy and

principles essential to its effective application and the importance of gender-sensitive

approaches and data triangulation, including conventional confirmatory testing. The

article also provides illustrative examples highlighting the diversity of approaches and

applications of PE, hallmarks of successful PE initiatives and the lessons we can learn

when these are missing. Finally, we look forward, describing the particular utility of PE

for dealing with emerging infectious diseases, gaining attention of field-level cross-sector

officials who can escalate concerns to a higher level and for continuing to raise the voices

of those less-heard (such as women, minority groups, and remote communities with

limited exposure to formal education) in defining the problems and planning activities

that will likely impact directly on their well-being and livelihoods.

Keywords: participatory disease surveillance, medical anthropology, emerging infectious disease, One Health,

participatory impact assessment
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INTRODUCTION

Participatory epidemiology (PE) evolved as a branch of
veterinary epidemiology and has been largely employed for
the control and early warning of infectious diseases within
resource-limited settings (1–4). These approaches and methods
are derivatives of participatory appraisal and are useful in
several conditions where the conventional epidemiological
approaches do not provide the adequate level of understanding
of the existing situation important for designing appropriate
intervention. It was originally based on combining practitioner
communication skills with participatory methods to facilitate the
involvement of animal caretakers and owners (embracing their
knowledge, experience, and motivations) in the identification
and assessment of animal disease problems, including the
design, implementation, monitoring and evaluation of disease
control programs, policies, and strategies. This review describes
the evolution of PE (in relation to veterinary epidemiology
and briefly in relation to public health epidemiology),
the underpinning philosophy and principles essential to
its effective application, and highlights the importance of
gender-sensitive approaches and data triangulation, including
conventional confirmatory testing. It discusses the importance
of understanding social perceptions and drivers, which is
receiving increasing recognition by epidemiologists, and
provides examples as to how PE tools are being adapted for an
increasingly wide range of settings and endeavors, including:
use in food and nutrition security programs (5–7); One Health
activities (8); wildlife disease surveillance (9); gender analysis
(10, 11); communication (12, 13); and for monitoring and
evaluation (14).

HISTORY AND DEFINITION EVOLUTION

Paulo Freire (15) in “Pedagogy of the oppressed” advocated
for a dialogue, and a participatory process for social
transformation. By the late 1980s, there was a shift toward
a more participatory approach to research, communication and
extension services, particularly in the context of development
activities. Consequently, participatory methodologies have
been increasingly used in agricultural and livestock research
development programs. Their use emerged in response to the
failure of “normal” science to yield sustainable improvements
to production and livelihoods in resource-limited, rural settings
because of its inability to describe and intervene effectively in
the complex and changing experiences of farmers and others
involved in rural development (16). Early approaches were
centralized and top-down (17). This top-down approach was
unidirectional; initiated by the educated, expert, or intellectual
(the “haves”), and directed toward the uneducated or ignorant
(the “have nots”). This approach aimed to educate, convince
or persuade individuals that their practices were wrong, and
they should implement “modern” techniques. Chambers (18),
publicized the idea of “putting the last first” and development
organizations and extension services started to adopt some of
these concepts. This led to demand-led extension, a process
by which the information, advice and other extension services

TABLE 1 | A typology of participation: how people participate in development

programs and projects (16).

Passive participation People participate by being told what is going to happen

or has already happened. It is a unilateral announcement

by an administration or project management without any

listening to people’s responses.

Participation in

information giving

The information being shared belongs only to external

professionals. People participate by answering questions

posed by extractive researchers using questionnaire

surveys or such similar approaches. People do not have

the opportunity to influence proceedings, as the findings

of the research are neither shared nor checked for

accuracy.

Participation by

consultation

People participate by being consulted, and external

agents listen to views. These external agents define both

problems and solutions and may modify these in the light

of people’s responses. Such a consultative process does

not concede any share in decision making, and

professionals are under no obligation to take on board

people’s views.

Participation for

material benefits

People participate by providing resources such as labor,

in return for food, cash or other material incentives.

Much on-farm research falls in this category, as farmers

provide the fields but are not involved in experimentation

or the process of learning. It is very common to see this

called participation, yet people have no stake in

prolonging activities when incentives end.

Functional participation People participate by forming groups to meet

pre-determined objectives related to the project, which

can involve the development or promotion of externally

initiated social organization. Such involvement tends not

to be at early stages of project cycles or planning, but

rather after major decisions have already been made.

These institutions tend to be dependent on external

initiators and facilitators but may become

self-dependent.

Interactive participation People participate in joint analysis, which leads to action

plans and the formation of new local institutions or the

strengthening of existing ones. It tends to involve

interdisciplinary methodologies that seek multiple

objectives and make use of systematic and structured

learning processes. These groups take

control/ownership over local decisions, and so people

have a stake in maintaining structures or practices.

Self-mobilization People participate by taking initiatives independent of

external institutions to change systems. Such

self-initiated mobilization and collective action may or

may not challenge existing inequitable distributions of

wealth and power.

should be tailored to the expressed demands of the clients or
users of the service (19–21). In participatory studies, knowledge
is considered subjective and is generated through practical
understanding of community practices (22). Subjective quality
criteria are measured by the extent of individual’s practical
experience which leads to human improvement, hence the values
of both the researcher and the participant are automatically
brought into the research process.

Analysis of prior usage of participatory methodologies
by Pretty (16) revealed at least seven different types of
participation (Table 1) and lead to the recommendation that the
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term “participation” should always come with the appropriate
qualification. Our detailed review of PE was compiled with these
different levels of participation in mind.

In 2000, Mariner and Paskin defined PE as “an emerging
field that is based on the use of participatory techniques
for the harvesting of qualitative epidemiological intelligence
contained within community observations, existing veterinary
knowledge and traditional oral history.” Subsequently, Catley
et al. (2) proposed a refined working definition of PE, i.e.,
“the systematic use of participatory approaches and methods
to improve understanding of diseases and options for animal
disease control.” This working definition referred to “both a
‘participatory approach’ and ‘participatory methods,’ indicating
that an understanding of both approach and methods are needed
to define PE.” Catley et al. (2) further proposed that “the term
‘participatory’ in PE is used to refer to the essential involvement
of communities in defining and prioritizing veterinary-related
problems, and in the development of solutions to service delivery,
disease control, or surveillance. . . . use of the term PE that does
not involve communities in these ways is considered to be a
misnomer.” In 2017, as part of a study of the major applications
of PE in animal health, a modification of the Catley et al.
(2) definition was proposed: “Participatory epidemiology is the
systematic use of approaches and methods that facilitate the
empowerment of people to identify and solve their health needs.
It should promote the participation of people, leading to a shared
learning environment that improves the understanding of their
risk perception, health risks and options for surveillance, control,
and health evaluation in populations. It should be conducted
by professionals on equal partnership among all involved in the
activity and with mutual respect and trust, ensuring acceptability
and a sense of ownership” (3). This same study highlighted
the utility of PE techniques in developing informed animal
health policies by facilitating dialogue between communities and
animal health officials in relation to disease prioritization. A
2020 review of PE disease control activities in pastoralist areas of
Africa (4) examined the Allepuz et al. (3) modified definition by
exploring the concept of empowerment within communities with
significant socio-economic differentiation. Marked differences in
wealth between households (4) and within households (23) have a
significant effect on disease impacts and priorities and prevention
and control preferences. Ensuring that PE techniques are applied
through a gender-sensitive lens is crucial to achieving just and
sustainable actions (2, 23).

The element of responsiveness or action combined with
community engagement appears to set the PE employed within
animal health apart from PE as employed within the public
health arena. For example, “participatory” epidemiology has
been used to refer to autonomous surveillance of social media
for potential disease events (24). Bach et al. (25) conducted
a review of the contribution of participatory research to
epidemiology, emphasizing how participatory approaches can
enhance common epidemiological approaches. The importance
of the dissemination of findings was stressed by Bach et al.
(25) but the need to actively work with communities to develop
solutions appeared to be lacking in the review.

APPROACHES, METHODOLOGIES, AND
TOOLS

Rapid rural appraisal (RRA) was a commonly employed, early
approach to conducting a discrete study in one or more rural
communities. These RRA studies were typically conducted
within a week by a multidisciplinary team of researchers looking
at a set of issues that were clearly defined by the study
objectives (26). Participatory rural appraisal (PRA) subsequently
emerged as an extended process that involves the collection
of information and its eventual use by the community as it
plans further activities (27). The aim of PRA is to stimulate a
learning process and knowledge generation based on community
members’ experience to define priorities, and collect, analyse
and interpret data (28–30). Participants are seen as the owners
of the methods and outcomes of the appraisal. Participatory
action research (PAR) goes a step further by utilizing the
knowledge and understanding of community members as a
point of reference to generate a participatory learning framework
and actions. Research participants bridge the gap between the
researcher and the researched by engaging in the data collection
and scrutiny, and determination of the achievement trend of
the research (22, 31). The ultimate goal of PAR is practical
knowledge generation, making sure that the knowledge is made
available and used for the transformation and empowerment
of the individual participants and community at large (32).
Participatory studies, including those beyond PE, deploy a
wide range of techniques for data collection including but
not limited to personal interviews, focus group discussions,
observation, free listing, ranking, pair-wise ranking, causal flow
analysis, open-ended stories, genograms, role playing, body
mapping, and photo voice (30, 33, 34). The tools used for data
collection in PRA and PAR should ensure gender inclusion and
reduced gaps between the literate and illiterate to increase the
chances of achieving equal access during information generation
and sharing.

Table 2 summarizes the range of PE methodologies and
tools that are now regularly in use in the field across a range
of settings. Key to the successful use of these methods is an
understanding of and commitment to: (i) the principles of
adult learning (i.e., adult learners have different experiences,
perceptions, problems and needs, and activities are more effective
if trainers and PE practitioners understand how and why
adults learn), (ii) triangulation (i.e., using more than one
method to collect data on the same topic to verify findings,
including multiple qualitative sources and participants, the
use of secondary documentation, clinical examination, and
laboratory diagnostic tests), and (iii) laboratory diagnostic
support (i.e., in cases of livestock disease investigation, the
use of PE tools needs to be accompanied by laboratory
confirmation as it is not enough to rely on data collection using
PE tools only).

A number of PE training documents are freely available
online as are explanations of novel uses of these tools to
tackle a range of animal, human, and One Health issues
(Table 3).

Frontiers in Veterinary Science | www.frontiersin.org 3 November 2020 | Volume 7 | Article 532763185

https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/veterinary-science#articles


Alders et al. Participatory Research for Collaborative Action

TABLE 2 | An overview of the most commonly used PE methods and tools used

to obtain specific information.

Method Tools Examples of data

gathered

Informal interviewing

(semi-structured)

Key informant interviews

Focus-group discussions

Personal and group

accounts of disease history

and impacts

Identification of important

stakeholders

Ranking and scoring Simple ranking

Pair-wise ranking

Proportional piling

Matrix scoring

Wealth ranking

Preferred types of livestock

reared

Relative livestock ownership

Relative importance of

livestock to livelihoods

Visualization Participatory mapping

Venn diagrams

Seasonal calendars

Timelines

Ecosystem boundaries and

natural resources

Veterinary services

Seasonal variations in

livestock disease

Infrastructure

Timeline of disease

emergence and associated

events

Direct observation Transect walks

Walking surveys

Infrastructure available

Local environment

Local living and working

conditions

Potential drivers of disease

(such as water bodies,

animal movements and

interactions)

Distance examination of

animals for signs of disease

Participatory disease

surveillance

The entire suite of

participatory tools listed

above applied to the

disease of interest (usually

based on syndromic

diagnosis)

Information to develop a

case definition

Existence of or estimate of

prevalence, incidence,

morbidity and/or mortality of

disease of interest

IMPLEMENTATION EXPERIENCES AND
LESSONS LEARNT FROM THE FIELD

The selection of case studies below provide an insight into
the utilization of PE approaches within countries, initially in
relation to animal disease prevention, then in relation to the
linkages between animal disease and human food and nutrition
security and finally, antimicrobial resistance. While far from an
exhaustive list, the studies were selected to provide a diverse
overview of geographical, cultural, disease, and methodological
applications of PE over the last 20 years.

The first case study from Pakistan provides an overview of
how the application of PE evolved over time and demonstrates
how participatory epidemiology helped to shift the focus from the
three diseases targeted by international agencies, i.e., rinderpest,
foot and mouth disease (FMD) and peste des petits ruminants
(PPR) to haemorrhagic septicaemia which was of greater concern
to local farmers. The second case study from Sudan illustrates
the variety of uses of PE and how it contributes to strengthen

TABLE 3 | A compilation of PE methodology and training resources available free

of charge online.

PE component Potential applications Source

Manual on participatory

epidemiology

Action-oriented epidemiological

intelligence collection and joint analysis

(35)

Participatory methodologies

for use in pastoral areas

Disease surveillance in areas where

animal healthcare and disease reporting

systems are limited.

To support the joint preparation of

feasible and acceptable disease

control strategies.

(1)

Participatory Epidemiology:

a guide for trainers

Animal health surveys

Problem analysis

Disease detection

Changing disease patterns Research

(36)

Participatory impact

assessment

Participatory development of impact

indicators by a range of stakeholders.

(37)

Participatory methodologies

for family poultry production

through a gender lens

To improve husbandry and biosecurity

measures, and therefore health and

production within small-scale chicken

production systems for men and

women farmers.

(38)

Trainer toolkit A toolkit to assist in the implementation

of introductory training programs in PE

for adult students, including mid-career

professionals.

(39)

under-resourced health services. The Indonesian case study
highlights the evolution of PE methods from an animal health
focus to a broader One Health framework. Moving on to
more recent project-specific examples with greater integration
of One Health, the fourth case study from Tanzania connects
participatory animal health to participatory nutritional security
and food safety through a gender lens. In Timor-Leste, gender-
sensitive participatory approaches were used to learn about
animal disease, household food choices and food safety, while
the case study from Uganda revealed how underlying causes
of malnutrition were related to gender issues. Finally, the last
case study from Vietnam provides insight into the use of
participatory tools improve our understanding of and response
to antimicrobial resistance (AMR).

Most of the case studies reflect the experiences of country
nationals employing PE in support of national priorities. The
case studies also emphasize the importance of employing PE
techniques as part of a suite of activities that address the
limitations of PE while also indicating how PE can contribute to
multi-sectoral and interdisciplinary studies of complex systems.

Pakistan: From Global to Local Priorities
The Islamic Republic of Pakistan, situated in South Asia, is the
world’s fifth-most populous country with a population exceeding
212.2 million (40). The geography and climate of Pakistan are
extremely diverse; it is divided into three major geographic
areas: the northern highlands, the Indus River plain, and the
Baluchistan Plateau. Correspondingly, the climate varies from
tropical to temperate, with arid conditions in the coastal south.
Rainfall varies greatly from year to year, and patterns of alternate
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flooding and drought are common in the plains of Pakistan.
Arable agriculture is mainly confined to the central fertile plain
of the Indus River. Livestock production is a noteworthy section
of agriculture primarily active in the arid and hyper-arid zones
with restricted resources. Three systems of production systems
are reported nationally according to the agroecological zone,
i.e., nomadic, transhumant and stationary, or family business
(41–43). Veterinary services in the remote areas of the country
are poor and livestock owners mostly depend upon local herbal
treatment practiced by families for decades.

During the second half of the twentieth Century, countless
rural poverty alleviation programs that were developed and
executed in the country, mainly in remote areas, unfortunately
failed because of the gap between the farmers’ views about
their requirements and the understanding of the agencies that
developed the programs (44). In the livestock sector, poor
disease awareness, and reporting systems contributed to gaps
in the design and implementation of animal disease control
and eradication strategies as highlighted during the Global
Rinderpest Eradication Program (45). The success stories of
the participatory disease surveillance (PDS) active surveillance
method employed in Africa (described in more detail in the case
study on South Sudan below) prompted the Ministry of Food,
Agriculture and Livestock, and Provincial Livestock Departments
to introduce it into the country in support of transboundary
animal disease (TAD) control. Participatory disease surveillance
was implemented as a consultative process that proved to be
valuable during the rinderpest eradication campaign from 1999
to 2007. Data obtained from PE was used to revise and improve
rinderpest control methods and norms, both nationally and
internationally (2, 46, 47). The PDS program greatly boosted
the sensitivity of active clinical rinderpest surveillance and was
pivotal to Pakistan’s decision to declare provisional freedom
from rinderpest to the OIE in January of 2003 (48). The
integration of PDS with passive surveillance systems, based on
reports from government and private veterinarians, enhanced
their effectiveness by aggregating the number of cases detected
for disease investigation and the timeliness of detection (47).

The occurrence of various important livestock diseases,
particularly TADs such as Food and Mouth Disease (FMD; cattle
and buffaloes) and Peste des petits ruminants (PPR) (sheep and
goats) in the country were determined by applying different
PDS tools. A full review of the data collected revealed that
although FMD was the most prevalent disease, haemorrhagic
septicaemia was considered the most important by farmers.
Disease intelligence was gathered through various PE tools
including visualization, scoring, and interview techniques (44,
46). Additional livestock health constraints documented during
the field disease search program were mastitis, respiratory
syndrome, intestinal parasite infestation, and buffalo pox.
Gathering disease information through the application of
participatory tools was a new approach in Pakistan. Initially,
the majority of dairy farmers were hesitant about sharing
their information and reluctant to actively participate in group
discussions. Fortunately, as they came to understand that their
indigenous knowledge was important and valued, it became
relatively straight forward to obtain information pertinent to
particular areas. The breadth and quality of data accrued through

the application of PDS methodology has been valued by all
livestock departments across the country. The estimation of
disease prevalence and prioritization of their importance through
PDS activities has helped to better plan and execute measures for
the control/eradication of livestock diseases in different parts of
the country. This approach was also found to be a practical option
for obtaining reliable data that could be utilized by policy makers
in their formulation of animal disease control and eradication
in Pakistan (46). The most recent study was carried out in
Tharparkar District of Sindh Province (44) in association with
preventive vaccination against PPR disease.

Key lessons learnt to date in Pakistan, especially in relation to
social behavior, include:

• Using a variety of exercises during interviews—such as
scoring, mapping, and visualization—made it easier for
farmers to share their point of view on various issues
regarding livestock disease and the associated impact on
their livelihoods;

• Some farmers hesitate to share information about infectious
diseases in the presence of government veterinary staff;

• The PE approach was quite helpful when evaluating the
disease situation in specific villages/areas. The interest of
farmers/participants was very much evident during mapping,
seasonal calendar and proportional piling exercises;

• Working with physical items that can be used to allocate
preferences (e.g., stones/beans/seeds) during exercises was
very effective in large groups and with key informants in
rural areas. However, in peri-urban areas, livestock farmers
preferred working with markers and charts;

• Through PDS activities, FMD, and PPR were found to be
endemic throughout country. Farmers had been confusing
PPR with contagious caprine pleuropneumonia and
enterotoxaemia. Participatory disease surveillance teams
confirmed PPR virus circulation serologically in villages of the
country (46, 49);

• Foot and Mouth Disease and PPR were revealed, through
participatory activities associated with the Rinderpest
Eradication Program, to be causing socio-economic impacts
that contributed to household poverty, malnutrition,
starvation, and human health complications in rural areas of
the country where mixed farming was common;

• Including female veterinarians in the PDS team was very
successful in obtaining firsthand information from women
who were directly involved in livestock management. Due
to social restrictions male staff could not speak directly with
women farmers; and

• Through the application of PDS tools (especially scoring and
ranking tools), government veterinary services learnt that
haemorrhagic septicaemia was of greater concern to farmers
than the three diseases targeted by international agencies, i.e.,
rinderpest, FMD, and PPR.

South Sudan: Community Engagement
Strengthens Effectiveness of
Under-Resourced Health Services
The Republic of South Sudan, one of the world’s newest countries,
covers an area roughly the same as France, and is bordered by
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Sudan, Central African Republic, Democratic Republic of Congo,
Uganda, Kenya and Ethiopia. It has a variety of ecological zones,
ranging from the flat savannah and flood plains around the Nile,
and its tributaries, to the stony semi-arid region of the southeast
to the rain forest of the undulating ironstone plateau of the west
and south west. The climate fluctuates from very hot and dry in
the dry season to hot and humid in the long rainy season when
the low-lying areas are flooded, and every few years there are
climatic extremes causing severe drought or floods (50).

In South Sudan, where population density is relatively low,
infrastructure poor and ready access to human, and animal health
services extremely limited in much of the country, a mix of
consultative and interactive PE activities have played a vital role
in disease control activities implemented through a One Health
lens. “One Health” is the integrative effort of multiple disciplines
working locally, nationally, and globally to attain optimal health
for people, animals, and the environment (51). In the One Health
space, consultative PE methodologies have been employed to
conduct community-based surveillance and response systems for
highly pathogenic avian influenza (HPAI) H5N1 from 2007 to
2009 [supported by USAID; (52)], and anthrax disease outbreak
surveillance and control in humans and livestock in 2018
[including in South Sudanese refugees in Uganda; (53)]. The first
wave of HPAI H5N1 outbreaks reported in poultry in Africa
occurred in 2006, affecting eight African countries (Burkina
Faso, Cameroon, Côte d’Ivoire, Djibouti, Egypt, Niger, Nigeria,
and Sudan) in 2006 and three countries (Benin, Ghana, and
Togo) in 2007 (54). A One Health approach was also adopted
in South Sudan, involving veterinarians and human doctors, to
conduct joint disease surveillance to investigate Rift Valley Fever
(RVF) in the Lakes State. The approach resulted in the successful
containment of RVF in livestock and human populations in the
aforementioned state (55). Resources used to conduct interactive
PE activities resulted not only in improved understanding of
disease situations, they also simultaneously contributed to the
development of collaborative approaches to disease surveillance
and control.

Animal health studies utilizing PE to date have included
applied research on a chronic wasting disease in cattle (called liei
locally), impact assessment of community-based animal health
projects, and the application of participatory disease searching
during the rinderpest eradication program (36). Participatory
epidemiology was a crucial component of rinderpest disease
searching in 2002–2007, and also for FMD (56) in remote
areas where classical veterinary surveillance activities would have
been difficult to implement. In each case, the methods used
to obtain information from stakeholders (including livestock
owners, livestock traders, local authorities in government offices,
veterinarians, Community Animal Health Workers, youth,
women, and men) depended on the objective of the disease
control activity. For example, for rinderpest disease eradication,
consultative participatory disease search methodologies were
used to locate rinderpest virus foci in villages where veterinary
services were limited during the civil war (1983–2005) (50).
Professionals in South Sudan have applied a wide range of PE
tools, including semi-structured interviews, seasonal calendars,
simple ranking, proportional piling (PP), PP for morbidity and

mortality, timelines, and participatory disease searching. It has
been noted that the practical value of PE in South Sudan
demonstrates that it should be valued as an essential skill for field
veterinarians and livestock officers, working for government or
NGOs (57).

Examples and utility of PE tools that are frequently employed
in South Sudan include:

• Participatory Mapping (PM) is used when consulting
livestock herders regarding seasonal grazing patterns and this
information helps in designing vaccination campaigns with
livestock owners in a participatory manner. Participatory
mapping is mostly done at the beginning of focus group
discussions (FGDs) and key informant interviews (KIIs)
as way to break the ice and allow free interaction with
the participants. It is especially useful when PE team
members are visiting for the first time and know little about
the area and the community leaders. Mapping provides
key information concerning resources available (water,
rivers, hills, and pastures), distance covered searching for
grazing land, identifying neighboring community, villages,
infrastructure like market points, social centers, and proximity
of government and private services to the livestock owners.
It can reveal the livestock species in the grazing sites, wildlife
species, insecure areas where livestock theft is common, and
conflict amongst neighbors, for example due to scarcity of
water and pasture. All of this valuable information can be
obtained in 1 h and helps to break down barriers between
visiting teams and key informants, local leaders, local
authority, and community members;

• Simple Ranking (SR) and PP are easy to use with individual
participants, KIIs and FGDs. They provide good information
for planning and further research. A SR exercise uses objects
or cards that can be easily placed in order of priority based
on information provided by participants. A PP exercise is
conducted using cards or objects to represent issues with
participants placing counters on issues proportionally to the
size of the problem represented. The bigger the pile against
particular card or object, the larger the concerns of participants
regarding that problem. Simply ranking and PP exercises were
done separately for each gender (i.e., men and women). It
was found that when combining men and women into one
discussion group, men tended to dominate and push their
opinions above those raised by women, impeding the process
of building consensus concerning key information discussed
during the PE activities. Separating groups by gender can
facilitate an environment where women can comfortably share
their opinions and ideas.

These three PE tools (i.e., PM, SR, and PP) facilitated
consultation and interaction with participants and generated
considerable amounts of information, with elaborate details
frequently emerging that the PE team used to probe further to
generate useful data for disease outbreak investigation or project
design and implementation. For example, in August 2006 in
Juba, a PE team, composed of mainly veterinary officers, used
participatory mapping to identify where poultry were dying with
simple ranking used to gauge disease morbidity and mortality
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rates. These exercises were done with poultry owners who had
reported sick chickens in Hai Jalaba. The sickness was perceived
by livestock owners to be like Newcastle disease (ND). On
the basis of the information provided by the owners the PE
team suspected high pathogenic avian influenza (HPAI). As
part of the triangulation process, samples were collected and
dispatched to an OIE reference laboratory in the UK. Laboratory
results confirmed the presence of HPAI H5N1 triggering the
implementation of control activities.

Indonesia: From Participatory Animal
Health to One Health
The Republic of Indonesia is a country in Southeast Asia and
Oceania consisting of more than 17,000 islands (58). It is the
world’s largest island country and the 14th largest country by land
area. With over 267 million people, it is the world’s fourth most
populous country as well as the most populous Muslim-majority
country. Java, the world’s most populous island, is home to more
than half of the country’s population. Indonesia’s size, tropical
climate, and archipelagic geography support one of the world’s
highest levels of biodiversity (59).

In 2005, Indonesia became one of the Asian epicenters
for human and animal HPAI H5N1 infections during the
global pandemic (60). The Indonesian Ministry of Agriculture
(MoA) and Ministry of Health (MoH), together with the
Coordinating Ministry of Human Development and Cultural
Affairs (MoHDCA) worked with the Food and Agriculture
Organization of the United Nations (FAO) to control the
H5N1 outbreak and continue to work on a pilot research
and development program to identify sustainable strategies for
strengthening capacities for One Health-focused, effective and
sustainable prevention and control of targeted zoonoses and
emerging infectious diseases (EIDs).

The participatory disease surveillance and response (PDSR)
program, developed to tackle HPAI H5N1 in Indonesia, was an
evolution of the consultative PDS system employed during the
rinderpest eradication program inAfrican countries and Pakistan
(60). The first stage of the PDSR project commenced in January
2006 and focused on the detection and control of HPAI (H5N1)
by separate PDS and participatory disease response (PDR)
teams, primarily in extensively raised poultry kept by households
within village settings. Lessons learned during the first phase
were used to strengthen disease management during the second
phase of the project (with field implementation starting in May
2008) by adapting technical approaches to HPAI disease control,
increasing functional participation of key stakeholders, including
relevant district, provincial and central government agencies, and
focusing on the community level. The PDSR project concluded
in September 2015 with the end of the FAO ECTAD Avian
Influenza prevention and control program in Indonesia. The
PDSR program focused almost entirely on HPAI with little to no
attention paid to other diseases of poultry (61) as external donor
funding was largely driven by the public health desire to prevent
an avian influenza pandemic in humans.

Subsequently, the Indonesian Ministry of Environment and
Forestry joined with the MoA, MoH, and MoHDCA in

collaboration with the FAO to develop sustainable strategies
for strengthening One Health-focused, effective and sustainable
prevention and control of targeted endemic zoonoses (i.e.,
anthrax, avian influenza, and rabies) and EIDs (62). Commencing
in 2017, an agreement between four collaborating ministries was
signed and four pilot districts were selected covering different
agro-ecological zones. Master trainers across human, animal, and
wildlife health were nominated by their district agencies and
together with a central training team, PE tools such as PM and
PDS were adapted to support One Health field investigations
of reports of zoonotic disease. The PE tools proved readily
adaptable for use by wildlife health officers, many of whom did
not have a background in veterinary science. Notable success
was achieved in relation to the prevention and control of rabies,
which is endemic in many provinces and is the most commonly
reported zoonotic disease. Prior to One Health PE training,
99% (1152/1155) of bite cases were reported via the human
health system only. After 18 months, 50% (431/855) of reported
cases were managed via a One Health integrated bite case
management protocol. Integrated bite case management reports
(n = 431) increased from 1% before training to 50% post-One
Health PE training (8). Overall, the Zoonoses Prevention and
Control programme in Indonesia effectively incorporates the
One Health approach within its multisectoral field operations
and associated multisectoral communication and information
sharing platforms. This programme provides a template for the
operationalization of participatory One Health approaches in
Indonesia and beyond. Moreover, through the involvement of
economists in the One Health team, the programme was able to
demonstrate that it was highly-cost effective, generating 6.6-14.4
USD in benefits per dollar invested (63). These findings together
with effective intersectoral collaboration and positive feedback
from communities lay the foundation for the development of the
National Master Plan for the eradication of rabies using a One
Health framework (64).

A One Health PE approach integrating human, animal, and
wildlife health provides an opportunity to detect novel pathogens
prior to their transmission to humans. The focus on existing
zoonotic disease accommodated the immediate priorities of
communities and frontline officers while simultaneously building
effective disease prevention and control systems (8).

Tanzania: From Participatory Animal Health
to Participatory Nutritional Security and
Food Safety
The United Republic of Tanzania is located in the eastern part
of Africa and is about one tenth the size of the USA. Tanzania is
bordered by Kenya and Uganda in the north; Burundi, Rwanda
in the northwest; Democratic Republic of the Congo in the
west; Malawi, and Zambia in the southwest; Mozambique in the
south and Indian Ocean. Among the members of East Africa
community, Tanzania has the largest population estimated at
58,552,845 and the lowest population density with almost one
third of the population living in urban areas (65). From 1991 to
2015, the country has achieved significant decreases in stunting
in children under 5 years of age from 50 to 35% and 22 to
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12% of severe stunting in the same period (66). The Tanzania
Demographic and Health Survey 2015–16 dataset indicates a
prevalence of diarrhea in children under five of 12% (67), while
diarhoea-specific mortality in the same age declined by 89%
between 1980 and 2015 (68). Despite decreases in stunting and
diarrhea-specificmortality, undernutrition and diarrhea in under
five children are still important health problems and several
efforts have been made through different platforms to overcome
the problem including promoting animal and crop production
and development of community-based educational packages.

An interdisciplinary and multi-sectoral team worked with
local communities between 2014 and 2019 to strengthen
traditional integrated livestock-crop systems in a semi-arid
area of Central Tanzania with support from the Australian
Center for International Agricultural Research (13, 69, 70).
Representatives of the agriculture and health departments in
Manyoni and Mpwapwa Districts were the key focal points
of the project and were involved fully in the selection of
participating wards. The village leaders from all three Wards
were involved in the selection of men and women key informant
interview (KII) and focus group discussion (FGD) participants
and local project community workers. The community workers
included village chicken vaccinators tasked with vaccinating
household chickens during vaccination campaigns on a fee-for-
service basis, the community assistants tasked with collecting
fortnightly household data and enumerators who administered
the questionnaire. Interventions targeted reduced mortality
in extensively raised indigenous chickens through regular
vaccination against Newcastle disease (ND) and constraints to
the production and storage of nutrient-rich vegetables, grains,
and pulses. Rural communities reliant on rain-fed crops often
experience severe hunger periods immediately before the major
harvesting season, when the previous year’s stored grains have
been exhausted or lost as a result of poor storage. Data
was collected on human health and nutrition and household
characteristics on a 6-monthly basis, livestock ownership on an
annual basis, and chicken numbers and reports of diarrhea in
children fortnightly as part of a cluster-randomized controlled
trial involving children <24 months of age at the time
of enrolment.

To facilitate the active engagement of all enrolled households,
pictorial record charts were distributed at 4 monthly intervals,
in the months of August and December in 2014 and April,
August, and December in 2015. The aim was to document the
consumption of poultry products over a period of 4 consecutive
weeks (5). This research tool was developed by anthropologist B.
Bagnol for use in communities with low levels of literacy. It was
adapted from an approach used in reproductive health research
in Tanzania and Uganda (71, 72) to enable the involvement
of those without an understanding of written language. Black
and white line drawings depicting a chicken, eggs, an infant, a
pregnant woman, and a breastfeeding mother were presented
in a table layout (Figure 1). In advance of each data collection
period, the locally-selected Community Assistants were trained
to instruct a household representative to use a mark to record any
meal containing chicken or egg consumed by the enrolled child
or by a pregnant or breastfeeding woman in their household if
present. Each household was visited by a Community Assistants

visited on a weekly basis to review the pictorial charts and
assist participants in recording any incomplete data as required.
Triangulation of data was achieved using data from the visual
diaries, annual gender disaggregated focus group discussions
(11, 13) and quantitative survey tools.

Food safety is increasingly being recognized as a key
component of food and nutrition security (73). Epidemiological
studies indicate a significant association between unhygienic food
handling and occurrence of childhood diarrhea diseases which
suggests food contamination can result in acute and/or chronic
gastrointestinal infections (74, 75). diarhoeal diseases, which in
most cases occurs as a result of consumption of contaminated
food, are associated with high morbidity and mortality, especially
in children <5 years of age in many low- and middle-income
countries (LMICs) (76). Environmental microbes are important
sources of food contamination and the routes in which these
microbes enter the human food chain vary from one setting to
another. Poor water supply, sanitation services and unhygienic
practices accompanied by extensive animal keeping which favor
human-animal proximity increases the risks of environmental-
and animal-associated microbes to enter the human food chain.
A qualitative study with 10 KIIs and 8 gender-segregated FDGs
(four FGDs with women and four with men) with an average of
8 participants was conducted in resource-poor settings in central
rural Tanzania to explore challenges associated with water supply,
sanitation services, hygiene practices, and animal husbandry,
seen to be important underlying factors related to childhood
diarrhea (77, 78). Also, community knowledge and perceptions
of the causes and occurrence of diarrhea in children was
examined as understanding this is essential to designing effective
prevention and control of childhood gastrointestinal infections.

While the overarching 5-year study sought to achieve
interactive participation, the food safety study employed
participation by consultation listening to the views of the study
participants on the components being studied. The researcher
defined the problem and guided the participants through the
discussion by ensuring equal opportunity for all participants until
contributions had been exhausted. The questionnaire survey
revealed that households switch water sources between the dry
and rainy seasons, especially in areas with public taps. The survey
findings alone were not enough to explain the reason for this
shift. By engaging with FGD participants, it became clear that
a large proportion of the households use ground water (rivers,
pond, and streams) during the rainy season because it is free
and convenient; whereas during the dry season most households
use public taps as their main source of water when accessible
because other sources are no longer available. These findings
are important as the National Water Policy of 2002 promotes
the use of improved water sources, including the public taps,
through user pay systems without adequate consideration of the
impact of these costs on compliance. Through KIIs and FGDs
it was clear that water shortage was a barrier to handwashing
with soap and water, explaining that it is a difficult and
expensive practice to maintain when water is scarce and or must
be purchased.

Incorporation of participatory methods and ensuring
community participation right from the inception stage of
the project were significant contributing factors to obtaining
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FIGURE 1 | A copy of the pictorial record chart (with English translations of Swahili text) for completion by a household representative, to record the consumption of

poultry products by children enrolled in the study, and any pregnant or breastfeeding women within the same household [Source: (5)].

improved understanding of community perceptions and their
decision-making processes. The KIIs and FGDs conducted to
triangulate the data obtained by questionnaire survey provided
an insight into the understanding of the community regarding
key issues relating to the availability, suitability, and appropriate
use of the water services available. The qualitative findings
highlighted potential entry points for effective control of
childhood gastrointestinal infections. The use of participatory
methods and community engagement provided an insight into
community perceptions regarding unhygienic practices and the
effective use of available resources. Compiling and analyzing
community perceptions is the key determinant for successful
adoption of co-designed interventions.

Timor-Leste: Participatory Approaches to
Learning About Animal Disease,
Household Food Choices and Food Safety
Timor-Leste is a young, post-conflict country in Southeast
Asia with a population of 1.27 million people in 2018

(79). Infrastructure is still rudimentary in many rural areas,
and development is hindered by the challenging terrain and
climatic conditions in much of the country (80, 81). Timor-
Leste suffers high rates of child undernutrition, with 46%
of children under five suffering from stunting in 2016, and
children have low consumption of nutrient-rich animal-source
food (82). In rural regions of Timor-Leste, heavy reliance on
subsistence agriculture creates strong seasonal patterns in food
availability and consumption (81). Household food insecurity
exists when crop stores have been exhausted, and growing crops
are not ready to be harvested (36). These patterns of crop
availability, as well as seasonal foraging for wild vegetation,
have been documented in parts of Timor-Leste (81, 83),
however little data existed regarding the seasonality of animal-
source food consumption, or consumption of non-domesticated
animal species.

A research project on the impact of improving village chicken
production on human diets and nutrition was carried out
between April 2015 and June 2017 in response to the low
frequency of consumption of animal-source food (84) and high
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levels of indigenous chicken ownership in Timor-Leste (85). This
research project employed mixed methods through a gender-
sensitive lens to collect qualitative data from three rural villages
in the eastern, central, and western regions of the country. These
villages were involved in a pilot ND vaccination program for
village chickens between November 2014 and January 2017, with
quantitative data being collected from the three pilot villages
and three matched control village not vaccinating against ND.
The research project was conducted through The University
of Sydney in collaboration with the Timor-Leste Ministries of
Agriculture and Fisheries and Health and funded through The
University of Sydney and the Australian Government, while
the ND vaccination program was a collaboration between the
Australian Department of Foreign Affairs and Trade and the
Timor-Leste Ministry of Agriculture and Fisheries, and was
funded by the Australian Government.

Participating households (56–71 households per village) were
selected on the basis of having one child under the age of 2 years
at the time of enrolment and were followed longitudinally for
just over 2 years. Quantitative data on chicken flock management
were collected monthly in pilot villages, as well as dietary
diversity data and anthropometric measurements from mothers
and children seasonally from all six villages. This study involved
participation by consultation, where the external researcher
identified problems and potential solutions though gathering
qualitative data on household food availability, infant, and
young child (IYC) feeding and chicken flock response to ND
vaccination through annual KIIs and FGDs. Key informants
included village and sub-village heads, cultural leaders, local and
municipal health, and agricultural staff. Focus group discussions
involved both young and old members of the community and
were sex-disaggregated.

While Timor-Leste is typically described as only having
two seasons (a wet and a dry season), the seasonal calendars
created through KIIs and FGDs identified three agriculturally
important seasons: the dry season; wet season; and less-wet
season. This finding informed the timing of collection of
quantitative data for this study and allowed a more nuanced
study of seasonal impact on diets and animal-source food (ASF)
consumption. Through the quantitative study, adult dietary
diversity was found to be significantly lower in the dry and
wet seasons compared to the less-wet season. The qualitative
study complemented the quantitative study by exploring the
reasons behind the differences in food consumption through the
year, and revealed both seasonal and non-seasonal drivers for
household animal-source food consumption (7). In these rural
areas of Timor-Leste, most animal-source food consumption
was reported to occur during social events. Non-seasonal events
included marriages, illnesses or deaths, and events occurring at
fixed times, such as national holidays. Seasonal events included
the consumption of ASF when guests visit, typically during
the dry season, and ritualistic offerings for maize planting
and harvest occurring at the start and finish of the rainy
season. Local chicken is the most frequently consumed animal-
source food, due to their significance in sociocultural practices,
as well as their availability and the preference for the taste
and texture of local chicken meat. Other animal-source food

consumption practices also follow a seasonal pattern due to
changing environmental conditions. Some farmers consume
more eggs during the dry season, when decreased foliage
increases chick predation. Where allowed, the hunting of non-
domesticated animals was found to be a common practice
amongst men and boys, and occurred more frequently during the
dry season.

Triangulation between qualitative and quantitative findings
identified an animal-source food consumption practice that has
public health implications due to food safety. Livestock are
valuable household assets: in many LMICs, the slaughter and
consumption of livestock during disease epidemics is a common
way for households to mitigate losses. In this study, quantitative
data showed that household chicken consumption increased
by 10–35% (n = 30–77) during ND outbreaks, and KIIs and
FGDs confirmed that slaughter and consumption of sick birds,
or consumption of recently dead birds in good condition were
common practices. For zoonotic poultry diseases that result in
higher morbidity and mortality rates in humans, such as HPAI,
this practice could pose a significant public health risk. Programs
that reduce the prevalence of fatal endemic diseases of poultry
and livestock not only increase the numbers of healthy animals,
but may also reduce consumption of sick animals and zoonotic
disease transmission.

Quantitative analysis of IYC diets and qualitative exploration
of IYC animal-source food feeding practices revealed that
although eggs were considered culturally acceptable foods for
IYC and parents preferentially gave eggs to IYC over adults,
meat was considered texturally too tough for IYC to digest.
This has implications for livestock interventions aiming to
increase the availability of meat for household consumption,
particularly if the improvement of child nutrition is an
intervention target.

Finally, over the course of this 2-year longitudinal study,
the researchers observed changes in the enthusiasm of female
participants to engage during FGDs. In contrast to male
participants, women were initially reluctant to voice their
opinions or concerns. Repeated visits over a longer timeframe
fostered familiarity and trust between the researchers and the
participants, and women were able to speak more freely at
subsequent FGDs and so achieved interactive participation (86).

Key findings from this study were reported back to
stakeholders, with separate meetings conducted with the
Australian Government, the Timor-Leste Ministries of
Agriculture and Fisheries and Health at national and regional
levels, and with village leaders and participants. Findings
were also presented to a wider group of stakeholders in Dili,
including researchers, multilateral organizations, and local and
international NGOs.

Uganda: Adapting PE to Understand
Human Malnutrition
The Republic of Uganda is a landlocked country in East-Central
Africa (87). It is bordered to the east by Kenya, to the north
by South Sudan, to the west by the Democratic Republic of
the Congo, to the south-west by Rwanda, and to the south by
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Tanzania. The southern part of the country includes a substantial
portion of Lake Victoria, shared with Kenya and Tanzania.
Uganda is in the African Great Lakes region. Uganda also lies
within the Nile basin, and has a varied but generally a modified
equatorial climate. In 2013, over a third of young children were
stunted, 6% wasted, 14% underweight, 49% anemic, and 38%
were deficient in Vitamin A (88).

As presented above, the early development of PE occurred
largely in remote pastoralist areas of east Africa, and a recent
adaptation of experiences among veterinarians in the 1990s and
2000s was to use PE methods to improve understanding of
acute malnutrition in children andmothers in Karamoja, Uganda
(89). In common with many other pastoralist areas, Karamoja
has long been characterized by unacceptably high levels of
acute malnutrition in children, despite significant investment
in human nutrition and food security programs in these areas
over many years. In 2016, there were 24 “information-giving”
nutrition projects or programs in Karamoja implemented by
17 organizations, but the level of global acute malnutrition was
increasing (90). An initial, informal review of programming
approaches and types of nutrition intervention in Karamoja
indicated three possible weaknesses. First, implementing agencies
seemed not to consider the marked seasonality in livelihoods
and food availability in Karamoja; conventional nutrition surveys
were conducted twice a year and provided point prevalence
estimates for global acute malnutrition (GAM), but provided
limited information on monthly or seasonal variation in GAM.
Second, Karamoja was experiencing important changes in
livelihoods, with many households with low livestock ownership.
Third, the knowledge and experience of women in project design
had been overlooked, and there was limited understanding of
women’s perceptions of the main causes of acute malnutrition or
their preferences for nutrition interventions.

With this context in mind, in 2018 an analysis employing
consultative participatory tools was designed that aimed to
describe the seasonality of acute malnutrition in Karamoja,
and women’s knowledge on the cause of acute malnutrition.
The study was funded by USAID, UK Aid, and Irish Aid,
implemented in collaboration with the Karamoja Resilience
Support Unit and had two main phases. There was an initial
ethnographic phase to document how women in Karamoja
described malnutrition and related factors in their own language.
Then, drawing on the initial phase, two PE methods were
designed. First, a monthly calendar method enabled women
to illustrate monthly variations in rainfall, availability of main
food types, workload, human births, human diseases, and acute
malnutrition. This method was designed to compare monthly
changes in these variables, and women were provided with 100
counters for each variable and asked to distribute the counters
by month. Therefore, the method showed monthly patterns of
each variable using a standard, but arbitrary scale, and did not
aim to produce absolute measures. Second, a causal diagram that
involved scoring of the main causes of acute malnutrition and
illustrating any important relationships between these causes.

Among the key findings from this work was a hidden peak
in acute malnutrition in January and February, which coincided
with very limited availability of animal milk or availability

of home-produced cereals. Nutritional status improved with
the onset of rain, pasture growth, and resumption of milk
production by livestock herds. This improved nutritional status
was maintained and was supported by crop harvests toward the
end of rainy months (Figure 2). As nutritional surveys were
usually conducted in November or December, and then June or
July, the surveys did not capture the peak in acute malnutrition
in January and February. Women provided credible accounts
of the causes of malnutrition (Figure 3). They explained that
they thought malnutrition had two root causes: (i) the limited
availability of livestock and milk; and (ii) social norms that
overburden women with childcare responsibilities and finding
and preparing food for the family. The women felt that these two
root causes were interlinked and led to other issues and problems.
Significantly, limited livestock ownership had a direct impact on
food availability due to insufficient milk supply, but in a social
context in which women were responsible for feeding the family.
As households were forced to find more non-livestock sources
of food and income, most of this burden fell to women. The
non-livestock activities included crop production (frequently on
small plots and with a high risk of rain failure) and a range
of other activities that involved substantial effort for meager
reward, and which hampered childcare. While women worked,
their unweaned children remained at home under the care of
siblings or other household members, with inadequate or no
milk available to nourish them. Additional issues were linked
to livestock-gender root causes, for example the loss of cattle
affected men by negatively impacting on their self-identity and
sense of purpose, and enabled them to spend more time in
villages than previously with increased consumption of local
brew and hard liquor. From the women’s perspectives, this
increased the risk of violence against them, and the likelihood
unplanned pregnancies.

This example of PE methods showed how PE could be used
to describe and explain multiple and complex food production
and social factors that cause acute malnutrition, and which were
difficult to capture using conventional nutritional surveys.

Vietnam: Application of PE to Avian
Influenza and Antimicrobial Resistance
Control
Vietnam in southeast Asia is a mountainous country bounded
by China to the North and Laos and Cambodia to the West
(91). With a population of more than 95.5 million, Vietnam has
seen rapid economic growth since major economic and political
reforms in 1986, transitioning it from a low income to a rising
lower middle-income economy. The poverty rate is now below
6% (92). An agricultural policy of decollectivization commencing
in 1988 allowed rural households to take long-term contracts on
land, and rent or buy capital stock and working capital. This
policy shift away from cooperatives has been credited for the
return to family farming in Vietnam (93). Nearly 40% of land in
Vietnam is dedicated to agricultural production and 43% of the
population are engaged in agricultural activities (94).

Livestock-keeping in Vietnam is characterized by
smallholdings; 89% of farms are small family farms and on
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FIGURE 2 | Example of a monthly calendar for a “typical year” for child malnutrition, rainfall, and availability of livestock milk and cereals for human consumption,

Karamoja, Uganda, 2018. Monthly calendars with 16 women’s groups; in each group each variable was illustrated by distributing 100 counters across 12 months;

summated scores from all 16 groups were used to construct the diagram, and the y-axis scale is arbitrary; the monthly calendar method was based on the Gregorian,

solar calendar with 12 months; this example was constructed over an 18-month period to enable comparison of trends over consecutive end of year periods.

FIGURE 3 | Example of a causal diagram for child malnutrition, Karamoja, Uganda, 2018. The numbers in the boxes are the median scores for the relative importance

of the causal factors.
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average, pastoralists own 1.7 tropical livestock units (94).
Livestock are often secondary sources of income after rice
and other crops but nonetheless, form an important part of
agricultural livelihoods. Overall, livestock account for around
5.9% of Vietnam’s gross domestic product (95). According to
the World Organization for Animal Health (OIE) Performance
of Veterinary Services (PVS) report (96) the veterinary
services in Vietnam continue to face many and complex
challenges spanning governance (chain of command), training
of veterinarians and paraveterinarians, and physical, financial
and human resources. The OIE PVS report, itself developed in
a participatory manner with the veterinary services, describes
the need for improvements in stakeholder engagement as one of
three cross-cutting priorities for improvement of the veterinary
service. Participatory epidemiology offers a low-input approach
to putting primary stakeholders, livestock-keepers at the center
of animal disease research and development (2). This section
outlines how PE was used to tackle the challenges of HPAI,
and more recently, antimicrobial resistance (AMR) in Vietnam,
and describes how PE displayed particular utility in better
understanding formal and informal communication channels
between farmers and other animal health stakeholders, enabling
effective design of ensuing research and interventions.

In 2003, Vietnam saw the beginning of a devastating HPAI
epidemic. In a country dominated by smallholder poultry
systems, surveillance was a daunting task. In order to understand
the ways information about suspect HPAI cases flowed, between
2012 and 2013, CIRAD-The French Agricultural Research
Center for International Development, the Hanoi University of
Agriculture, the Nong Lam University and the National Institute
of Veterinary Research of Vietnam engaged multiple stakeholder
groups in a consultative PE process. Focus Group Discussions
including semi-structured group interview and PP with poultry
farmers were used as a starting point. Further participants
were identified by snowball; farmers were asked who they
communicated with when they suspected HPAI and when they
mentioned a new participant group, the research team asked for
any particular names. The team then contacted these people for
interview. Proportional piling was used to quantify the relative
likelihood of sharing information with each participant group
mentioned. Groups identified included both people in public
roles (government veterinarians) and private roles (feed and
chick sellers, veterinary medicine sellers, veterinary technicians
of feed companies, and pharmaceutical companies). Importantly,
it was found that people in private roles had greater access to
information in the face of suspect HPAI outbreaks compared
with the government surveillance system, which “appeared
as peripheral in the information sharing network” despite
mandatory reporting. In fact, the local private workers were
largely responsible for spreading the information to distant areas,
acting as somewhat of an early warning system to farmers. Using
this snowball technique to follow the flow of information, it
became apparent that to enhance passive surveillance of HPAI
there was a need for greater communication links between private
and public veterinary services (97). Building on this study, further
PE approaches were used to document the perceived benefits
and costs of a passive surveillance system for HPAI. The authors

explained, PE was useful for integrating economic and non-
economic costs and benefits as well as stakeholder perceptions.
Farmers were found to face uncertainty in transaction and
outcome costs associated with notifying the government of
suspicious cases. In this PE process, while the researchers defined
the research problem, the truly consultative nature of their
approach was evidenced by how they listened to stakeholders,
basing their recommendations on the stakeholders’ responses.
A key recommendation to the government was consistency in
response to notification, such as rules for compensation. One of
the benefits of engaging multiple stakeholders in this approach
was that it highlighted some agreement in perceived costs to
reporting; all stakeholders (farmers, veterinary authorities, and
private, upstream participant groups) anticipated a drop in
market prices if knowledge of HPAI suspicions were released.
The findings suggested that the benefits for all stakeholders
to report disease outweighed the benefits of silence only if
the market for selling diseased animals did not exist. The
recommendation arising from this finding was that the poultry
value chain needed greater quality control (98). The case of
HPAI in Vietnam demonstrates the harmony between PE’s
“ground up” approach and the interrogation and augmentation
of passive surveillance. As in South Sudan, PE enhanced the
under-resourced government surveillance system.

In recent years, many stakeholders involved in the HPAI
response in Vietnam have been involved in responding
to other One Health challenges (99) including important
emerging infectious diseases caused by antibiotic-resistant
bacteria. Antimicrobial resistance, the ability of microbes to
evade antimicrobials and therefore render them ineffective, is
a natural phenomenon but is rapidly increasing due to the
overuse and misuse of antimicrobials in humans and animals.
Veterinarians, animal caretakers, doctors, and their patients are
called to be better stewards of antimicrobials, to slow the increase
in AMR. Described as one of the greatest health threats of
our time (100), AMR is considered a priority challenge for
human and animal health sectors in Vietnam (101). Overuse
and misuse of antimicrobials does not occur in a vacuum.
Especially in LMICs such as Vietnam where antimicrobials can
often be purchased with no prescription, an understanding of
the social and socio-economic context is crucial to designing
better policy and implementing change (102). To this end,
two initiatives, one in Southern Vietnam, and one in Northern
Vietnam have applied participatory approaches and methods
to the challenge of veterinary AMR. Both approaches engaged
multiple stakeholders and explored antimicrobial use from
economic and non-economic angles.

In Northern Vietnam, from 2016 to 2018, PE methods were
used in a sequential mixed methods design to understand and
look for ways to improve veterinary antimicrobial stewardship
in family farming. The study was led by The University of
Queensland and the International Livestock Research Institute
in collaboration with the Hanoi University of Public Health
and Thai Nguyen University of Agriculture and Fisheries.
The research was funded by the CGIAR Research Program
on Agriculture for Nutrition and Health and The Australian
Government’s Research Training Program. As in the HPAI study
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above, farmer FGDs were used as a first step, to identify further
relevant participant groups and identify themes for further study.
Farmers were asked a broad question, “What happens when
a pig gets sick on your farm?” As the farmers mentioned the
steps taken by themselves and other people they interacted with,
they were written on cards to prompt discussion. In contrast
to the study in southern Vietnam below, consensus was not
sought. Rather, the group was probed to elicit the greatest
diversity of responses to sick pigs in different scenarios until
no new responses were provided (saturation). The reasons for
various steps taken, for example, financial or physical constraints,
beliefs and experience, were taken forward as themes for further
study. Participant groups identified in the FGDs were also
interviewed using semi-structured interview. The main groups
identified were government veterinarians and private community
animal healthcare workers. The findings were used to develop
semi-quantitative survey tools for farmers and the additional
participant groups identified. After the implementation of the
survey and preliminary data analysis, the findings were brought
back to the community for interpretation and development
of a list of proposed interventions. This final stage included
PE activities with individual participant groups, followed by
a combined workshop of farmers, private, and public animal
healthcare workers. Through this process, points of convergence
and divergence were explored, and an agreed list of proposed
interventions to improve antimicrobial stewardship finalized.
As in the HPAI study, there were many points of common
understanding and agreement. The community then presented
these agreed recommendations to local and regional government
and other external stakeholders. Using this adaptive, multi-stage
process, the engagement of community groups moved from
consultative participation in the first FGDs to participation in
information giving in the surveys, and finally toward interactive
and functional participation in joint analysis and proposal of
interventions to external stakeholders including local authorities.
The process was still dependent on external facilitators. Major
decisions regarding governance of antimicrobials were proposed
to be made by those people in positions of power, external
to the community. However, some local decisions and plans,
such as those to improve animal husbandry, were made
by the participants. Through maintaining farmers as central
stakeholders in the research and including other groups the
farmers identified as important, this participatory process
highlighted opportunities to improve antimicrobial stewardship
that were agreeable to all (103).

More recently, from December 2017 to March 2018, during
a Wellcome Trust-funded study in the southern Mekong Delta
region of Vietnam, poultry farmers, veterinary drug shop owners,
government veterinarians, and animal healthcare workers were
engaged in a two-stage, mixed consultative PE and Q-sorting
process. The first stage was “collective interview,” considered
by the authors as a more appropriate term than focus group
because the groups were heterogenous and they were seeking
consensus rather than exploring alternative points of view. Before
consensus was sought, however, PE methods were employed
to allow participants to freely explore topics. Interview guides
were semi-structured and PEmethods included pairwise ranking,

timelines, PP, and flow-charts to characterize poultry diseases,
their prevention and control, identify sources of advice, and
determine the timing and positive and negative opinions around
antimicrobial use. These themes were chosen by the researchers
based on knowledge of antimicrobial use and AMR. These
data were used to develop a series of statements for use with
a Q-sorting tool. This tool involved individual participants
indicating on a scale how strongly they agreed or disagreed
with each statement. The interviews allowed a more nuanced
understanding of diversity of opinions and also provided
opportunities for triangulation to verify findings, an important
aspect of PE (104).

DISCUSSION

Within the veterinary arena, participatory epidemiology emerged
in the final two decades of the twentieth Century, initially
in association with small-scale, community-based development
projects and subsequently playing a key role in the global effort
to eradicate rinderpest (4). Working with communities in areas
where animal health services were weak or non-existent was
vital to understanding disease dynamics and opportunities to
implement cost-efficient control programs (1). Over two decades
later, resource shortages and competing priorities mean that
vaccine-preventable animal diseases continue to kill huge—and
in many cases undocumented—numbers of animals across the
globe (105, 106), antimicrobial resistance has grown significantly
(107) and food insecurity is rising (108).

Participatory epidemiology capitalizes on what is known
and encourages communities to use their own knowledge of
and skills with the animals they keep, the infectious diseases
affecting their animals and the human diseases which can
be acquired from their animals and vice versa. Indigenous
knowledge which emerges from the experience of keeping the
animals over long time periods enables animal keepers to define
the clinical signs, salient lesions and epidemiological behavior in
their own words which frequently have parallel meaning with
technically employed terms (109). A failure to incorporate this
local knowledge and experience may result in wrong conclusions
and interventions which can fail to effectively and sustainably
address the problem. Therefore, participatory epidemiological
research provides a more comprehensive and diverse knowledge
relevant for catalyzing positive change in the community toward
solving their own problem in sustainable manner (25). The type
of the approach andmethods used in participatory epidemiology,
when correctly employed, ensure inclusion in terms of gender,
and different levels of education of the participants in seeking
solutions to community problems. This enriches the information
gathered (including more convention epidemiological data) and
makes it specific to that locality, which are both important aspects
in designing appropriate problem-solving strategies.

Participatory approaches provide an opportunity for
all involved to agree on objectives. For example, in both
Pakistan and Indonesia, endemic diseases such as haemorrhagic
septicaemic and rabies were key priorities for communities, while
in Timor-Leste, control of endemic ND may assist in decreasing
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the frequency of risky consumption practices. Openness by
project funders and implementers to identify opportunities to
control diseases of both local and global importance can help to
build trust between participants and lead to more sustainable
disease prevention, surveillance and control. These findings
are in line with recommendations by Allepuz et al. (3) that PE
techniques be employed to enhance dialogue between producers
and national veterinary services.

Participatory research for collaborative, just action is useful for
establishing unity in research and development goals, indicators
for monitoring, and for understanding why interventions may or
may not have been successful, i.e., it can be integral to learning.
The PE research on AMR conducted in Northern Vietnam
is an example of where authorities were alerted to on-the-
ground challenges and opportunities in controlling an important
emerging infectious disease. Participatory methodologies are a
crucial component of all research, interventions or programmes
that are likely to be affected by multiple factors. The inclusion
of gender-sensitive approaches during the application of PE
techniques increases the likelihood that the perspectives of
more marginalized households and more vulnerable household
members are heard and acted upon (2, 23).

The effectiveness of the One Health approach to infectious
disease control has been greatly enhanced by incorporating
social scientists and relevant participatory activities involving
multiple sectors as outlined in the case studies from Indonesia,
South Sudan, Tanzania, and Vietnam. The US Centers for
Disease Control and Prevention define One Health as a
collaborative, multisectoral, and transdisciplinary approach—
working at the local, regional, national, and global levels—
with the goal of achieving optimal health outcomes recognizing
the interconnection between people, animals, plants, and their
shared environment (110). The recognition of the importance
of the social elements in this definition has been a major
advancement in One Health implementation. In addition to
social and political scientists, economists can play a role in
ensuring that key findings, relating to both technical and policy
aspects, are effectively presented to and addressed by senior
decision-makers as presented in the Indonesian case study.

The combination of growing pressures on planetary (111) and
social (112) boundaries and desperately inadequate funding for
agricultural (especially livestock and aquaculture) research and
development (113)—now further impacted by the contraction
of the global economy due to COVID-19—makes it even
more important that all resources are utilized as efficiently as
possible. Projects and programs that run over a longer timeline
can learn from and respond to community knowledge and
priorities and provide increased opportunities for findings to be
incorporated into policy and policy implementation frameworks.
Longer-running activities also have a greater chance of achieving
truly interactive participation, leading to self-mobilization as
envisaged by Pretty (16). The PE activities presented in the
case studies from Indonesia, Pakistan, South Sudan, and Uganda
largely employed participation by consultation. Engagement with
specific communities was generally over a short period with
the information extracted contributing to larger national goals
but rarely discussed with participants subsequently. These PE

activities tended to be associated with larger, time-bound projects
designed without community engagement. In the Karamoja case
study in Uganda, the general approach of human nutrition
programs was top-down, with women not being consulted
or listened to, but expected to adopt program messages and
change their behaviors. The PE study was more participatory
relative to other programs and the general development context,
and the first time that women’s views had been documented,
which should be considered a positive step. By contrast, the
PE activities presented in the Tanzanian, Timor-Leste, and
Vietnam case studies ran over 2–5 years and involved ongoing
engagement with the same communities. Information and
analyses were presented back to communities for discussion
and subsequent action. Where veterinary research initiatives
are concerned, funds are rarely allocated to monitoring and
evaluating collective action, so, even if some of the PE research
leads to self-mobilization, it has rarely been measured and
reported. Consequently, even with the best of intentions, PE
research is often constrained to participation by consultation, due
to external forces (e.g., funder priorities and timelines). In terms
of supporting functional community mobilization, the findings
from the case studies suggest that project longevity may be more
important than the size of the budget. Shorter term, large budget
projects, may generate information but such projects rarely lead
to transformation at the community level. Designing projects
that run over longer periods, incorporate collective and reflexive
learning through continuous evaluation (114) and are adaptive
in line with findings, are more likely to achieve functional
participation that can lead to self-mobilization (115, 116).

The triangulation of information using a combination of
synergistic qualitative and quantitative tools provides an excellent
opportunity to assess the robustness of the data collected and
frequently provides insights into why the findings arose. This was
amply demonstrated in the case studies from Tanzania, Timor-
Leste, and Uganda in relation to household nutrition security,
a complex and challenging issue that is advanced through
effective participation and collaboration between communities,
government agencies, and research and development personnel.
Similar approaches are being refined in relation to water,
sanitation, and hygiene research and development activities
(117). In relation to the use of PE in infectious disease and
EID outbreaks, including laboratory diagnosis as a component
of the suite of triangulation tools employed is important
(36). This was amply demonstrated in the South Sudan case
study where laboratory testing confirmed the presence of HPAI
H5N1 and not Newcastle disease as had been suspected by
local producers.

As summarized above, a significant number of educational
and training materials on PE techniques are freely available
online and mostly in English. The need for additional material
has been recognized, as has increasing opportunities for
discussions relating to the inclusion of PE activities into regular
national veterinary services programs (3). The more robust use
of gender-sensitive methodologies and a gender lens (such as
routine gender-disaggregation of data collection and analysis, the
application of same gender discussion groups, gender-sensitive
training curricula and methodologies, and empowerment tools)
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would enable participatory approaches to better address issues of
socio-economic-, gender- and language-based differences.

CONCLUSIONS AND
RECOMMENDATIONS FOR THE WAY
FORWARD

Development literature, and increasingly epidemiological
literature, abounds with references to the importance and
effectiveness of participatory approaches. Despite this,
participatory approaches remain less commonly utilized
and inadequately resourced compared to more top-down
approaches which all too-frequently fail to be successful in the
long-term. In many parts of the world, vaccine-preventable
animal diseases remain uncontrolled, contributing to food
and nutrition insecurity, foodborne disease and antimicrobial
resistance. More determined adherence to the fundamental
principles of participatory epidemiology that communities must
be actively involved “in defining and prioritizing problems, and
in the development of solutions to them,” as defined by Catley
et al. (2), is vital. This will require adaptive management of
projects that are of a sufficient duration for trust and effective
collaboration to develop between partners. The incorporation of
gender-sensitive participatory impact assessments into activities
will assist with measuring the degree to which objectives have
been met and key outcomes achieved for all stakeholders.
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Computer-based disease spread models are frequently used in veterinary science to

simulate disease spread. They are used to predict the impacts of the disease, plan and

assess surveillance, or control strategies, and provide insights about disease causation

by comparing model outputs with real life data. There are many types of disease

spread models, and here we present and describe the implementation of a particular

type: individual-based models. Our aim is to provide a practical introduction to building

individual-based disease spread models. We also introduce code examples with the goal

to make these techniquesmore accessible to those who are new to the field. We describe

the important steps in building such models before, during and after the programming

stage, including model verification (to ensure that the model does what was intended),

validation (to investigate whether the model results reflect the modeled system), and

convergence analysis (to ensure models of endemic diseases are stable before outputs

are collected). We also describe how sensitivity analysis can be used to assess the

potential impact of uncertainty about model parameters. Finally, we provide an overview

of some interesting recent developments in the field of disease spread models.

Keywords: simulation model, transmission model, disease dynamics, mechanistic model, disease model

INTRODUCTION

Adisease spreadmodel is a simplified representation of a real-life system of disease transmission. As
defined by Lessler and Cummings (1), disease spread models (also known as mechanistic models
of disease spread) include explicit hypotheses of the biological mechanisms that drive infection
dynamics. Therefore, they differ from statistical models such as regression models. Disease spread
models are motivated by a need to better understand the transmission dynamics of a disease,
predict the spread of the disease in a population and its effects, and study how the spread can be
influenced (including the evaluation of different strategies to improve surveillance and control of
diseases). The quote, “all models are wrong, but some are useful,” (2) is often stated because disease
spread models are simpler than reality, but they generate information which is otherwise difficult
to obtain (3). For example, experiments on disease transmission and control might insufficiently
represent real-life disease ecology, or not be feasible due to high resource requirements (such as
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time and monetary costs), or logistical and ethical constraints.
In addition, observational studies of disease spread might not
provide comparisons of the relevant control strategies, or not
occur in the population of interest (e.g., transboundary diseases).

Models of disease transmission can represent diverse diseases,
including bacterial and viral infections, as well as parasites
and vector-borne diseases, in a range of host populations
and environments, and at different scales (4). Disease spread
models might identify critical elements and knowledge gaps by
reconstructing a system using available knowledge (5). They can
also be useful decision-making tools by simulating surveillance or
control of a specific disease and comparing strategies in specific
contexts, such as outbreak situations (6, 7). Models have also
been used to inform outbreak preparedness [e.g., (8, 9)], and the
control of endemic pathogens [e.g., (10–13)].

Here, we focus on modeling the spread of infectious diseases
of animals in a range of contexts. The methods described are not
unique to veterinary systems and are used in other disciplines
such as ecology and human health. In particular, we focus
on a class of model called individual-based models (IBMs).
Mancy et al. (4) provide an in-depth discussion of the different
motivations for developing disease spread models in ecology
and animal health. They present a conceptual framework to
guide model construction, focusing on the pre-modeling stage
(model selection, establishing, and testing the theory). In building
on Mancy et al. (4) our objectives are 3-fold; (1) to provide
a practical introductory guide to the process of developing a
mechanistic model of animal disease transmission using IBMs,
aimed at researchers beginning in this field; (2) to describe
important concepts before, during and after the programming
stage of developing model of animal disease transmission; and
(3) to provide practical examples of models, including code, in
veterinary science. Thus, we provide a hands-on introduction to
model building, and its use and challenges, for scientists starting
to work on disease spread models.

METHODS

Definitions and Concepts
Before we describe the steps of model building in the context
of IBMs, we briefly describe some key terms, concepts, and
approaches applied in disease spread modeling. Terminology in
this field can be inconsistent; for a list of terms and definitions
used throughout this guide, see Appendix 1.

Terms Used in Disease Spread Modeling
Disease spread models simulate the transmission of an infectious
disease between the disease hosts, who are modeled as units of
interest. This unit is the smallest entity of the model and could
be an individual animal (or part of it; for example, a quarter of
the udder in a mastitis model), a group of animals, herds, or
populations in regions or countries. The units of interest can be
aggregated and modeled as proportions of the total population
in each disease state (see below) at a given time, or modeled as
individuals whose disease status is tracked through the disease
states included in the model.

The simulated system includes time, making the model
dynamic. Time can be modeled as a continuous or discrete
process. In the latter a fixed time-interval is chosen and themodel
steps through each consecutive interval (time-step) and updates
the numbers of units of interest in each disease state from the
beginning to the end of the simulated period (for example, every
day, for a year) or until the disease fades out. In contrast, if time is
modeled as a continuous process, the rate of change in the relative
numbers of units of interest in each disease state in the system is
continuously modeled using differential equations.

For discrete time models, the length of a time step is
designated by the modeler and depends on the disease dynamics,
purpose of the model (for example, predictions in monthly time-
steps might be useful for surveillance or disease control), the
availability of data needed to parameterize the model (outbreak
data might only be available on a yearly scale), and the time spent
by an individual unit of interest in each disease state of the model
(see below). Whilst daily time-steps are typical for most discrete
disease-spread models (11), weekly (14) or biweekly [e.g., (15)],
biannual (16), or even yearly time steps can be used [for example,
when simulating long duration control programs, such as (13)].

A model can be deterministic or stochastic. A model is
stochastic when there is variation in model outputs arising from
the use of distributions to describe input parameters (rather
than fixed values), or by allowing model events to occur as
random processes (inherent stochasticity). See section “Modeling
Disease Transmission” for illustration of the difference between
deterministic and stochastic. The outputs from a stochastic
model will vary every time the model is run. In contrast, outputs
from deterministic models are consistent each time the model
is run.

Disease spread models represent the dynamics of infection,
or progression of the modeled units of interest through disease
states, for instance Susceptible (S), Infectious (I), and Recovered
(R) states (an SIR model). In a susceptible state, a unit of
interest has yet to be exposed to an infectious individual and
infected (termed “effective contact”). Once effective contact
has occurred, an individual is in an infectious state prior to
transition to a recovered state (or death). This basic formulation
can be expanded with other disease states; for example, an
Exposed (E) state representing the latent period of the infection
can occur prior to transitioning to the Infectious (I) state
[for example, within-herd spread of FMD; (17)]. The modeled
states are dependent on the natural history of the disease,
the purpose and scale of the model, and the resolution of
available data. For example, differentiation of clinical and
subclinical infectious states can be included if the subclinical
state is considered significant to spread given the scale of the
model, or if clinical detection of the disease is an essential
aspect in the model. In a model of rabies spread, the pre-
infectious period of rabies was considered essential to include
in a model in which the dog populations were small (18), and
not considered necessary in a similar but larger-scale model of
rabies spread in dog populations in Chad (19). We illustrate
how the dynamics of infection as modeled in an SEIR model
relate to the dynamics of disease (the observed states) in
Figure 1.
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The way in which the units of interest contact each
other, or how they “mix,” is a core component of a disease
model. Homogeneous contact means that all the units have
equal probability of contact with each other (no clustering).
Heterogeneous contact means that the probability of contact
between units of interest is not equal, hence clustering (spatial or
related to other contact characteristics) exists in the population.
Heterogeneous contact can be modeled by stratifying models
into population groups (for example, by age or farm type),
modeling contacts between units of interest according to a
network structure, or modeling specific characteristics of units
that influence contact [for example, furious rabies in dogs; (18)].

Modeling Approaches
Since Kermack and McKendrick first formulated the basic
compartmental equation-based SIR model using differential
equations in 1927 (20), numerous approaches to modeling
disease transmission have been developed. For a comprehensive
description of modeling approaches, see Mancy et al. (4). Briefly,
models can be classified according to how the disease hosts are
modeled (as individual units of interest, or as groups in which the
proportion of units of interest in disease states are followed) and
how contact occurs (the connectivity between units), then further
differentiated on how time is modeled (discrete or continuous)
and whether stochasticity is included.

Here, we focus on individual-based models [IBMs, or
Individual-level models; Mahsin et al. (21)] in which individual
units of interest are described and followed through the disease
states. The units of interest in IBMs represent discrete entities
(such as individuals or herds) and time steps are discrete.

An advantage of IBMs is that units of interest can be assigned
their own properties that can influence disease transmission,
detection or control. They are therefore useful to simulate
heterogeneity in disease transmission between the units of
interest. For example, in a model of foot-and-mouth disease
(FMD), an individual herd might be predominantly either
sheep or cattle, which might influence disease susceptibility
and transmission at the herd level (22, 23). Agent-based
models (ABMs) are a subset of IBMs in which contact—and
hence disease transmission—is simulated between explicit pairs
of individual units of interest. ABMs often include explicit
movement of—and therefore, contacts between—individual
units of interest, thus introducing contact heterogeneity in
the population due to spatial variation (24). In an example
in which rabies transmission was modeled, individual dogs
were assigned specific roaming characteristics that influenced
their contacts with other dogs (25). In a further example,
heterogeneity of contacts between individuals was assigned using
individuals’ social network parameters (18, 19). Consequently,
these models can have a high level of complexity, but also be
computationally intensive (and consequently, relatively slow to
implement and simulate).

If the unit of interest in an IBM is a group of individual
animals (for example, herds), within-group disease spread can
be modeled using an equation-based model with proportions of
the unit of interest in disease-state compartments. In this case,

specific individuals are not tracked. Suchmodels are called nested
models in ecological modeling (26).

Building an Individual-Based Model
Model building can be divided into three stages: pre-
programming, programming and post-programming. These
stages are common to all model types, and include different
elements that should be considered (Figure 2). We describe
the concepts associated with each stage in detail below (labeled
according to Figure 2).

InAppendix 2 (and https://github.com/ckirkeby/MDT), code
examples are shown. We include code for a difference equation
model, and a differential equation model (two model types not
addressed in this article, but to enable the readers to compare the
inputs and outputs with IBMs), and IBMs, for which we include
examples of an individual-based stochastic model (at herd level),
and an individual-based stochastic model (at individual animal
level).We link the code for IBMs with each stage below.

Pre-programming Stage

Purpose
When designing a model, it is important to consider the research
question to be investigated. This not only drives the type of model
that might be appropriate, but also dictates the model outputs
required by the end-user (27).

For example, whilst a model generally estimates the
epidemiological consequences of the disease in terms of
the number of infected individuals and epidemic duration, in
the case of exotic diseases, the outputs could also be needed
for contingency planning to improve surveillance and control;
for example, identifying sentinel herds, culling capacity, or
laboratory capacity [for example, (28, 29)]. In this case, it is
essential to generate capacity-related data, such as the number
of surveillance teams required, by including these parameters
in the model. Similarly, if the purpose is to compare different
surveillance strategies, sensitivity and specificity of tests used to
detect disease need to be included (30, 31).

Evaluation and identification of optimal control strategies
given a particular set of circumstances and constraints might
also be a goal [for example (12, 17, 23, 32)]. This would require
policy-specific knowledge to inform model processes, as well as
data and knowledge ofmechanisms to simulate control strategies.
For example, to simulate vaccination, estimates of vaccination-
specific parameters such as the number of individuals or herds
vaccinated per day, vaccine efficacy, time required to order
vaccine and perform vaccination could be included (9, 32).
In addition to epidemiological metrics, the optimal control
strategies could be defined according to economic outputs (33)
such as in a bio-economic disease spread model [for example,
(11)].

In the context of an IBM, the minimum inputs that must be
included are a parameter to describe disease transmission (β; see
later), and the number of individuals in each disease state. This
will include at least one infectious individual as well as susceptible
individuals (see code example, Appendix 2; https://github.com/
ckirkeby/MDT). Additional parameters, such as the number of
surveillance teams deployed, can be included as the model steps
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FIGURE 1 | A diagram illustrating the relationship of the dynamics of an SEIR infectious process and observed disease states in individuals. In this case, individuals

become non-infectious prior to resolution of clinical signs.

through the discrete time intervals; for example, in response to
trigger levels such as a threshold number of infected animals for
disease detection.

Unit of Interest
The largest unit of interest is selected so the disease spread
model sufficiently represents the true system. As described
previously, this epidemiological unit of the model can range from
individuals [e.g., (16)] or their parts [e.g., (12)] to sub- or entire
populations (34).

The choice of epidemiologic unit of interest is highly
dependent on the purpose of the model, the disease of concern
and the data available to parameterize the model. In models
in which disease spread needs to be captured at the individual
animal level (for example, because disease detection or control
is performed at this level), individual animals are modeled and
followed. In the case of modeling the spread of an exotic disease
in animals aggregated in herds, the herd might be a more
realistic unit to model, because surveillance and decisions occur
at the herd-level.

Practical programming considerations also influence the
choice of this unit of interest. For example, it is more likely that
individual animals as units of interest are computationally more
challenging, and therefore, herds are often mire suitable to be
the epidemiologic unit of interest (see also Section Programming
stage). In some systems, there might be more than one unit of
interest to be modeled, as in the case of vector-borne diseases—
both the vector and the animal can be units of interest (35).

In Appendix 2 we provide code examples of IBMs using
different units of interest (also available online at https://github.
com/ckirkeby/MDT).

System Knowledge, Complexity, and Data Availability
To create a model that is a sufficient representation of a real-life
system, decisions need to be made about which known processes
to include and exclude. This decision is bound to available
information on the system. Such information is important to
gather prior to model building to assess the level of uncertainty
that is due to limited knowledge, how much data about the

system is available, and the feasibility of delivering requested
outputs. If essential data are missing to fulfill the designated
purpose, options include collecting more data before modeling
is initiated, re-specifying model complexity, or re-evaluating
the model purpose. Following the principle of parsimony, a
model should only be as complex as necessary to achieve the
model purpose, thereby requiring the minimum number of
assumptions (36).

Processes that should be considered include the population
dynamics of the unit of interest (birth and death rate, and
lifespan—this is usually based on age, or in the case of a
livestock production system, this could be parity), migration of
individual units in and out of the system, the contact patterns
between the units and the production system of the modeled
population (for example, milk or beef production), if this is
relevant. It also includes knowledge of the epidemiology of
the disease to be modeled, such as the relevant disease states
and their durations, the modes of transmission of the causative
pathogen (for example, whether or not airborne spread is an
essential pathway of transmission) and how the disease develops
in the individuals.

Model Type Selection
Model specification (units of interest, disease, and system
dynamics and how they are modeled—for example, discrete vs.
continuous time and deterministic vs. stochastic) is typically
an iterative process and is re-examined as data gathering for
parameterization occurs (Figure 2, section Documentation and
Communication). If data about population dynamics, disease
dynamics and the system in which disease occurs are available
at an individual level, and modeling at this level of detail
and heterogeneity is considered valuable (for example, if the
population is small or heterogeneity of the system is considered
an important feature of disease transmission), an IBM is likely
suitable. Otherwise, other model types can be considered (4).

In Figure 3 we show the difference in output between a
deterministic and a stochastic model.
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FIGURE 2 | Stages, and steps within each stage, in building a disease spread model.
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FIGURE 3 | Line plots of number of susceptible (S; blue) and infected (I; red) animals in a model with SI disease dynamics, illustrating deterministic output (left:

number of infected and susceptible animals on day 12 is 73 and 27, respectively), and stochastic output (centre). The histogram illustrates the variation in the number

of susceptible (dark gray; median 26 [blue dashed line], 95% CI 11–42 [dark green dashed lines]) and infected animals (light gray; median 74 [red line], 95% CI 58–89

[light green lines]) from the stochastic output at day 12.

Programming Stage

Programming Language and Coding
Programming languages can be classified in many ways—such as
whether interpreted directly or compiled (running one single line
of code at a time, rather than all the code has to be run together;
for example, Python and R vs. C++ and Fortran, respectively);
and whether they are “high” or “low” level languages. This latter
classification refers to the machine-readability of the language;
many languages used in the context of disease modeling can be
considered high-level (for example, Java, C++, R, and Python).

In general, programs written using high-level languages
require more memory space but are more readable by a
human, and therefore more accessible to people without
detailed programming knowledge. Programs written using
low-level languages (e.g., Assembly language) can better
utilize hardware specific features. These programs require a
high level of knowledge to write and maintain. They can
be hardware-dependent making them less portable between
computer architectures.

Features resulting from language classification are not always
exclusive; with many factors affecting the overall performance
and efficiency of a program. For example, a complex “real-
world” program written in a more user-friendly and high-level
language with a modern optimizing compiler can produce highly
efficient machine code with excellent performance. The result
is likely to outperform an equivalent program hand-written in
the less user-friendly, low-level Assembly language converted
to machine code via an assembler. Advances in computational
power and improvements in system architecture enable the
horizontal scaling of models by running processes in parallel
across multiple cores to reduce “wall time” (the time taken to
complete a simulation).

Focusing on final run speed also ignores the concept of overall
programming productivity. Programming in some languages is
more challenging and less accessible to the research team, which
increases the time required for programming. An increasing

number of researchers use the free software R (37), which is
a statistical programming language suitable for building many
model types, including equation-based [for example, (38)] and
individual-based models [for example, (11, 32)]. There are many
packages available for languages such as R, and they are well-
supported andmaintained by R’s open-source community, which
allows the team to focus on modeling the system and the disease.

In regards to code programming, we highly recommend that
modelers annotate their code during modeling with detailed
descriptions of each part of the code. For a description of good
practice in animal health modeling, see EFSA (39). Annotation
assists the modeler to remember the function of each line of
code, and also facilitates use of the model by others. Following
publication of a study, it is a requirement of many journals that
the code be made available to readers. Version control such as git
(https://git-scm.com, accessed 10/09/2019) is a very valuable tool
so that modelers can easily track changes in the code, and view
previous versions (branches) of the model. This is of particular
value when more than one modeler is involved in the project
or when published code is used by other researchers. Locally,
version control can be as simple as saving the script in a new
file named with the specific day it is changed. We also highly
recommend that during the programming process, each line or
chunk of co-de should be executed with fictitious inputs to check
for errors (debugging). This is part of the model verification (see
sectionModel Verification and Validation for more details).

Modeling the Population Structure and Characteristics
Initially when constructing an IBM, the host population
dynamics are modeled as the “background” for the disease
dynamics. For example, a model of canine rabies spread requires
a population of dogs or a foot-and-mouth disease model the
population of cloven-hoofed animals. An understanding of
the population of interest’s demographics are critical. Whilst
demographic data for livestock populations can often be gained
from government or industry sources, it might be necessary
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to conduct studies of other populations (such as companion
animals) prior to modeling to for example determine age
structure and birth and death rates (40).

The population dynamics are linked to the disease model; for
example, newborns can be susceptible, infected or immune (see
section Modeling disease transmission). Also, characteristics can
be allocated to the units of interest in case they influence disease
transmission. In an example of Johne’s disease (paratuberculosis)
transmission, individual cattle or herds are modeled, and
characteristics, such as individuals’ milk production and lactation
duration, are included because these characteristics influence
disease spread [e.g., (11, 41)].

In disease spread models, it can be important to include a
spatial component to the population to allow spatio-temporal
modeling of disease transmission (see section Modeling disease
transmission). This can be realized by using geolocations of
the units of interest, e.g., farms, as a feature of the population
structure [e.g., (17, 42)]. Spatio-temporal modeling could also
represent population structures other than farms, as in the case of
modeling spatio-temporal distributions of vectors that transmit
bluetongue virus (43), or in the location of dog’s residence in a
rabies transmission model (44).

Once the background structure of the disease dynamic system
has been modeled, it should be verified and tested (see sections
Model verification and validation) before disease transmission is
added to the model. This is to ensure that the model simulates
the system with sufficient accuracy, as well as to determine
computing requirements such as the number of iterations
required for burn-in (see sectionModeling disease transmission).

Modeling Disease States
As discussed previously, each stage of disease in the transmission
model should reflect a -state during the course of infection in
the modeled system. In the simplest framework, an SI model
with two, mutually exclusive disease states; Susceptible (S) and
Infectious (I), all individuals in the model are assigned to either
S or I (see code examples in Appendix 2; https://github.com/
ckirkeby/MDT). For each simulated time step, each individual
has a probability of acquiring infection and thus transitioning
from S to I, depending on the contact pattern between individuals
and the disease transmission rate given a contact. In the case
of the SI model, there is no probability of individuals returning
to the S state. In the case that animals can recover from the
disease, the model becomes an SIS model in which infectious
individuals return to the S state. The transmission from I to S is
quantified by the recovery rate (see below, in the context of an SIR
model), which can be influenced by self-recovery or by treatment.
The recovery rate is thus a probability of recovering during each
time step. Recovery ratesmust be estimated from epidemiological
studies on the duration of infection. This duration of infection
can either be modeled as a fixed timespan, i.e., a fixed number of
days can be assigned to it, or as a distribution, after which it will
revert to the S state.

Another common framework is the SIR model (see the code
example in Appendix 2, https://github.com/ckirkeby/MDT), in
which the infectious individuals can enter the Recovered (R)
state – which represents either “recovery” (and resistance to

infection) or “removal” from the population; for example, in the
case of a rabies model, infected dogs always die and therefore are
removed. The transition from I toR is alsomodeled via a recovery
rate (denoted as “r” in the code example). Following this logic,
the disease transmission framework can be further extended
dependent on the disease; for example, by introducing an Exposed
(E) state for latently infected individuals before progressing to the
I state. As previouslymentioned, even if some disease states occur
in reality, it is not always useful or necessary to represent them in
the model.

In the case of modeling endemic diseases, once the population
and disease dynamics frameworks are modeled, an IBM might
need to be simulated for enough time steps to reach a stable
prevalence (“burn-in” period; the number of time steps for the
population characteristics and the disease prevalence to stabilize).
When such a model is used to assess control strategies, these
strategies are usually implemented after the burn-in period, when
a stable situation has been reached.

Modeling Disease Transmission
The process of disease transmission is the core dynamic process
in the model. Generally, transmission can be considered as
either direct (from host to host) or indirect, for example via the
environment or vector transmitted (45). It can also be dependent
on model features that increase contact heterogeneity; for
example, some models are spatially explicit and the probability
of transmission varies according to distance, mimicking a system
in which transmission varies with spatial location (46).

Since disease transmission is the core process in a disease
transmission model, we guide the reader through the foundation
of this in the context of an IBM, such as those shown in code
in Appendix 2 (https://github.com/ckirkeby/MDT). In the case
of direct transmission, we first describe β, a parameter that
underpins the modeling of disease transmission in equation
based models, and then we describe how this parameter can be
used in IBMs (47). Beta is defined as the per capita rate at which
two specific individuals come into effective contact per unit time
[sometimes called the transmission rate; Vynnycky and White
(48)]. An effective contact is one which is sufficient for disease
transmission to occur. This effective contact rate, β , comprises
a contact rate between individuals (C), and the probability of
transmission per contact (P):

β = C · P (1)

The contact rate C in the above equation is defined per unit
time, and is fundamentally different between density-dependent
or frequency-dependent transmitted diseases (49–51). In density-
dependent transmission, the greater the density of individuals,
the greater the probability of contact per unit time (52):

dI

dt
= β · S · I (2)

where dI/dt is the rate of new infections per unit time t, β is the
effective contact rate, and S and I are the number of susceptible
and infected individuals, respectively.
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In frequency-dependent transmission, the rate of new
infections per unit time, dI/dt, is independent of the density of
individuals in the population (N):

dI

dt
= β

′ ·
S · I

N
(3)

where S and I are the same as in Equation 2, but β
′ is not

equivalent to β in Equation 2 due to the underlying difference
between the contact rates (C) of these two types of transmission.
The difference between these two types of transmission is
demonstrated in a study of mange in a fox population in the UK,
in which researchers compared density and frequency dependent
transmission and found that mange transmission was most likely
frequency dependent in this population (53).

As an example of a method to allow a random process of
becoming infected that can be used at each time step in an IBM,
we extend Equation 3 to calculate a probability of infection per
susceptible individual, P(S), so each individual can be separately
subjected to a Bernoulli process of becoming infected (54):

P (S) = 1− exp(−β
′ ·

S · I

N
) (4)

with the same notation as for Equation 2, and N is the total
number of individuals in the modeled population. If β is fixed,
then the probability of infection for all susceptible individuals
is the same (for all individuals and all simulated time), and
assumes homogeneity of transmission in the population. In
IBMs, β may vary from one individual to another representing
the susceptibility and infectiousness of the individual, thus
representing natural heterogeneity in transmission. This could
be driven by a lower probability of infection as a result of,
for instance, vaccination or due to different contact rates
between individuals.

The R code examples demonstrate this type of transmission
in Appendix 2 (https://github.com/ckirkeby/MDT). In this way,
the infection pressure is scaled to the proportion of the
population that are infected within each time step, i.e., I changes
over time, whereas β and N (within a closed system) remain
constant. The infection process is dynamic because the P(S)
changes over time with changing numbers of I in the population
(assuming a fixed N and β).

As mentioned at the start of this section, it is possible to
consider the spatial structure of the underlying demography
and define the probability of effective contact per time step for
a susceptible unit of interest dependent on its distance from
infectious units in the model. For this approach, distance kernels
can be built from which the probability of effective contact can
be drawn (such as used in 8, 23). This spatially dependent contact
rate can be combined with information on the frequency of
contacts between units of interest. For example, the frequency
of potential contacts between herds may not only depend on the
distance between them, but also on the frequency of movements
between herds, which in turn may depend on the herd types
(55, 56).

When appropriate knowledge and data are available, the
contact structure of a population can be based on a social network

(18, 57). A heterogeneous herd contact structure between groups
of animals (for example, calves and heifers) and homogenous
contacts within animal groups might also be described (11, 12).

There are also several ways to simulate indirect
(environmental) disease transmission. It can be similarly
spatially dependent as described for the direct transmission, or
simulated as a fixed transmission probability:

P (S) = 1− exp(−βi) (5)

Here, P(S) is the probability of infection of a susceptible
individual S, and βi is the indirect disease transmission rate.
This fixed transmission rate can be based on a stable baseline
infection pressure, or more variable, such as bacteria from
infected individuals shed over time in the environment (11).

When disease transmission occurs through both direct and
indirect contacts, a combination of both of these direct and
indirect pathways can be used (12).

In Figure 4 we show an example of an SI model in which the
transmission rate, β , is varied.

Post-programming Stage

Model Verification and Validation
Model verification and validation is essential to ensure that
model concepts, programming and outputs are reliable, accurate,
and representative for the modeled system (27, 58). Model
verification ensures that model code and the conceptual
framework are implemented correctly. Verification is also
called computerized model verification, internal validation, or
conceptual validation (58). Several methods can be used for
model verification, including: (1) The rationalism method, in
which several scenarios are simulated with different inputs, and
outputs are compared to determine whether the changes in
outputs are rational given the changes in the inputs (sensitivity
analysis, see below); (2) The tracing method, in which individuals
or other units of interest are followed through the different time
steps and checked that they behave as expected; and (3) The face
validitation method, in which an expert is asked to evaluate the
outputs or even the code to verify the credibility of the model.

Model validation (also called external or operational
validation) ensures that the model predictions have a satisfactory
range of accuracy in relation to the actual behavior of the
modeled system in real life (adapted from 54). Real-life data
(i.e., empirical outbreak data) is needed to fully execute this
process. To our knowledge, few models in veterinary science
have been externally validated (59–61). This is usually due to
the high associated costs or ethics of obtaining such data, and
the complexity of the modeled systems. If empirical outbreak
data are lacking from the setting in which the model was built
and applied—such as in the case of exotic diseases and regions
with historical disease freedom—then validation options might
include either adapting the model to a region where data
are available, or using previous outbreak data. For example,
historical data from the last Swiss FMD outbreak was used to
validate a current FMDmodel for Switzerland (61).
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FIGURE 4 | Line plots illustrating the effect of varying the transmission rate, β, on the number of susceptible (S) and infected (I) animals in a stochastic model with SI

disease dynamics. In the two upper plots, β is higher than the two lower plots. This results in higher number of infected than susceptible at day 12 in the upper

scenario compared to the lower scenario. In the histograms on the right, the resulting distributions of susceptible (dark gray) and infected (light gray) individuals are

shown. Note that β is not kept constant, but varied for each iteration, incorporating uncertainty around this key parameter.

Convergence Analysis
Convergence analysis assesses the repeatability of the outputs
based on the number of iterations (repetitions) the model is
simulated, and is conducted before final model simulations.
Above a given threshold of simulations, the output statistics
should be independent of the number of model iterations.
This stability can be checked by ensuring that the variance
of the outputs of interest (for example, the number of

infected individuals or epidemic duration) is stable. A
commonly used approach is to visualize the change in the
variance when increasing the number of iterations (62), or
to use thresholds of the coefficient of variance as a decision
metric (9, 18, 63).

We have included an example of how to determine
convergence of a model in Appendix 2 (https://github.com/
ckirkeby/MDT).
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Sensitivity Analysis
Sensitivity analysis is essential to understand and examine the
robustness of model predictions to changes in input parameter
values, model structure and processes (64). Sensitivity analysis
can be used to identify parameters and processes that have a
major influence on model predictions; therefore, the values of
these parameters—and the way in which processes aremodeled—
must be certain enough to produce model predictions acceptable
to the end-user.

During sensitivity analysis, the behavior of the model and
the outputs of interest are examined when the model or its
parameters are varied. There are different ways to approach
sensitivity analysis. Sensitivity analysis of input parameters can
be assessed by changing input values within a specified range
(local sensitivity analysis) or the entire parameter space (global
sensitivity analysis) to examine the impact of these changes on
model outputs. The influence of parameters can also be examined
singly (one-at-a-time sensitivity analysis) or in combination with
other parameters [for example, a “Sobol” sensitivity analysis,
(65)]. Sensitivity analysis can also be implemented by modeling
a specific process in alternative ways to examine the impact of
this process on model predictions (this is sometimes referred to
as structural sensitivity analysis).

The simplest method of sensitivity analysis of input
parameters is one-at-a-time perturbations (66). However, this
does not allow assessment of the sensitivity of the model output
to changes in combinations of other parameter values’ change.
Many more methods exist and have been used in the context
of IBMs (10, 66, 67); a complete review is beyond the scope of
this article.

We have included code in Appendix 2 to conduct a simple
sensitivity analysis on a model parameter (also available online
at https://github.com/ckirkeby/MDT).

Presentation of Model Outputs
Presentation of clear results that deliver project requirements
is an important element for transparent communication of the
model outputs. This should already be reflected and incorporated
during the design stage. Deterministic models provide single
value outputs (without variation), whereas stochastic models
provide distributions of outputs. Thus, when results from
stochastic models are presented, it is essential to not only show
median or mean values, but also the variation around these
values; for example, using boxplots or histograms. From a disease
spread model, outputs usually include the number of infected
units of interest and the epidemic duration. Other outputs can
also include the number of units of interest under control (culled,
vaccinated, or banned in movements), economic metrics in
case of a bio-economic model, predicted changes in production
(such as milk yield or growth rates), or maps from spatially-
explicit models.

Documentation and Communication
Good documentation is essential to enable reproducibility of
the model, communication of model outcomes, and comparison
between different models. Standardized protocols for disease
spread model documentation have been developed, such as

the ODD (Overview, Design concepts, and Details) (68) and
TRACE (69) and can be used to communicate models in
scientific publications.

At all stages of model design, development and
implementation, communication should be maintained
with relevant stakeholders. These will include the end-users
of the model, but can also include experts for the specific
disease and system modeled, and those that are funding
model development and implementation. Comprehensive
communication at all stages ensures that the model focus
remains on the defined purpose so that useful information
is provided to the end-users, or that the end-user can
adapt the model according to specific needs during the
modeling process.

Recent Developments
Recent developments in disease spread models used in
veterinary science include the development of models that
model more than one disease. Mostert et al. (70) present
a bio-economic stochastic dynamic model that simulates
subclinical and clinical ketosis, mastitis, metritis, displaced
abomasum, and lameness in dairy cattle. In intense production
systems, such as in the dairy sector, it is an advantage
to evaluate the impact of several diseases concurrently,
to optimize management strategies. Inclusion of economic
impacts and the economics of disease mitigation in these
models facilitates broader use, in addition to improving
animal welfare.

Many populations can also be captured in one model. One
example is the trend for models of vector-borne diseases (which
we have not covered here, and introduces at least one more
population, the vector, into the model).

Ensemble modeling is a relatively new approach in veterinary
epidemiology (71). Decisions on how to respond to an incursion
of FMD virus in a previously disease-free country are complex
and several models of FMD spread have been developed
and applied. These vary in their disease processes modeled,
assumptions made and parameterization. For any set of inputs,
outputs from these various models are plausible. Variability
in model outputs can be valuable because these are likely
to include the range of realizations that could be observed
during an FMD outbreak. A method of reconciling variability—
borrowed from fields such as meteorology, climate-change
science and medical science—has recently been applied to
this situation. Using outputs from six different models which
simulated the spread of FMD in the Midlands and Wales areas
of the United Kingdom in 2001, Webb et al. (71) applied a
Bayesian Reliability Ensemble Average (BREA) method to
integrate outputs regarding outbreak duration and two control
methods. The BREA method determines the weights applied
to each model output based on agreement with observed data
(bias criterion) and consensus between models (convergence
criterion). The latter was used by Webb et al. (71) and their
case study highlights the potential of ensemble modeling to
reduce the uncertainty of outputs from individual models, thus
improving decision-making.
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CONCLUSIONS AND
RECOMMENDATIONS

We emphasize two well-known, key axioms: (1). disease spread
models are simplified representations of real-life systems so that
“all models are wrong, but some are useful” (2), and (2). model
outputs can only be as accurate as model inputs allow.

Model simplification is often driven by data availability;
therefore, full use of any available data is recommended.
However, when considering whether more data should be
collected or how a process should bemodeled, we note that highly
detailed models (more complex processes with more parameters,
such as IBMs) can produce output thatmight be less generalizable
than more simplified models. In addition, the output from
more simplified models might adequately predict the essential
components of disease transmission needed to achieve the end-
users’ objectives. This presents modelers with dilemmas: a highly
detailed model is not necessarily less “wrong” or more “useful”
than a simplified model. Whilst the steps of model verification,
validation, and sensitivity analysis can help avoid too much
or too little simplification, we recommend that particularly
during the design phase, modelers focus on development of the
simplest model to achieve useful output—whilst we focus on an
introduction tomodeling using IBMs, we do not suggest that they
are the foundation of modeling approaches.

Communication between end-users and modelers about the
value and assumptions of a model is critical. We therefore

recommend that modelers and end-users, wherever possible,
establish a framework for communication about modeling

objectives, the need for verification, validation, and sensitivity
analysis, and application of model outputs to ensure optimal
use of simulation modeling, to improve animal health, welfare,
and production.
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In the design of intervention and observational epidemiological studies sample size

calculations are used to provide estimates of the minimum number of observations that

need to be made to ensure that the stated objectives of a study are met. Justification

of the number of subjects enrolled into a study and details of the assumptions and

methodologies used to derive sample size estimates are now a mandatory component

of grant application processes by funding agencies. Studies with insufficient numbers

of study subjects run the risk of failing to identify differences among treatment or

exposure groups when differences do, in fact, exist. Selection of a number of study

subjects greater than that actually required results in a wastage of time and resources.

In contrast to human epidemiological research, individual study subjects in a veterinary

setting are almost always aggregated into hierarchical groups and, for this reason,

sample size estimates calculated using formulae that assume data independence are not

appropriate. This paper provides an overview of the reasons researchers might need to

calculate an appropriate sample size in veterinary epidemiology and a summary of sample

size calculation methods. Two approaches are presented for dealing with lack of data

independence when calculating sample sizes: (1) inflation of crude sample size estimates

using a design effect; and (2) simulation-based methods. The advantage of simulation

methods is that appropriate sample sizes can be estimated for complex study designs

for which formula-based methods are not available. A description of the methodological

approach for simulation is described and a worked example provided.

Keywords: sampling, epidemiiology, multilevel—hierarchical clustering, veterinary science, biostatistics

INTRODUCTION

In the design of intervention and observational epidemiological studies sample size calculations are
used to provide estimates of the minimum number of observations that need to be made to ensure
that the stated objectives of a study are met (1, 2). Peer reviewed journals require investigators to
provide justification of the number of subjects enrolled into a study and details of the assumptions
and methodologies used to derive sample size estimates are now a mandatory component of grant
application processes (3). Studies lacking in justification of sample size run the risk of failing to
identify differences among treatment or exposure groups if a difference in those groups actually
exist (4). Selection of a number of study subjects greater than that actually required results in a
wastage of time and resources (2).

Methods for sample size estimation vary depending on the type of study being carried
out i.e., observational (non-experimental) or interventional (experimental). Formula-based
approaches for sample size estimation are often preferred by investigators because: (1) they
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are relatively quick and simple to implement; (2) their
widespread use makes peer review challenge less likely; and (3)
the ability to use standard formulae goes hand in hand with
“standard” study designs (i.e., randomized clinical trials, cross-
sectional studies, case-control studies or cohort studies). Use of a
standard study design implies the use of established approaches
for data collection and analysis, again reducing the likelihood
of challenge during peer review. In veterinary epidemiology the
aggregation of animals into often several levels of hierarchy
(e.g., cows within pens, pens within herds, herds within farms,
and farms within regions) complicates sample size calculations
due to lack of data independence arising from study subjects
being aggregated into groups (e.g., pens, herds, farms, and
regions). While modifications to standard sample size formulae
are available, their flexibility to handle the range of real-world
data situations is often limited.

The aim of this paper is to provide an overview of sample
size estimation methods and their usage in applied veterinary
epidemiological research. The structure of the paper is as follows.
In the first section an overview of formula-based approaches for
sample size estimation in epidemiological research is provided.
In the second section, formula-based approaches for calculation
of appropriate samples sizes for clustered data are presented.
In the third and final section simulation-based approaches are
presented as a means for estimating an appropriate sample size
for hierarchical study designs for which formula-based methods
are not available. Examples are provided throughout the paper to

TABLE 1 | Information required to estimate a sample size for each of the common sampling designs, binary or continuous population parameters.

Outcome

variable

Sampling design Arguments References

Continuous Simple random Total number of individual listing units in the population, the relative variance of the continuous

variable to be estimated (i.e., the variance divided by the mean squared).

(7) pp. 74,

Equation 3.14

Continuous Stratified random Total number of individual listing units in each strata, the expected means of the continuous

variable to be estimated for each strata, the expected variances of the continuous variable to

be estimated for each strata.

(7) pp. 176,

Equation 6.25

Continuous One stage cluster Total number of clusters in the population, the population mean of the continuous variable to

be estimated, the population variance of the continuous variable to be estimated.

(7) pp. 255, Box

9.4

Continuous Two stage cluster Number of individual listing units to be sampled from each cluster, the total number of clusters

in the population and the number of individual listing units in each cluster, the mean of the

continuous variable to be estimated at the first and second stage of sampling, the variance of

the continuous variable to be estimated at the first and second stage of sampling.

(7) pp. 289,

Equation 10.6

Binary Simple random sampling Total number of individual listing units in the population, the expected proportion of individual

listing units with the outcome of interest.

(7) pp. 74,

Equation 3.16

Binary Stratified random Total number of individual listing units in each strata, the expected proportion of individual

listing units with the outcome of interest for each strata.

(7) pp. 176,

Equation 6.23

Binary One stage cluster Total number of clusters in the population, the mean of the proportion of individual listing units

in each cluster with the outcome of interest, the variance of the proportion of individual listing

units in each cluster with the outcome of interest.

(7) pp. 255 Box

9.4

Binary Two stage cluster Number of individual listing units to be sampled from each cluster, the total number of clusters

in the population and the number of individual listing units within each cluster, the mean of the

denominator variable used to calculate the unknown population proportion at the first and

second stage of sampling, the variance of the denominator variable used to calculate the

unknown population proportion at the first and second stage of sampling, the variance of the

numerator variable used to calculate the unknown population proportion at the first and

second stage of sampling, the covariance of the unknown population proportion at the first and

second stage of sampling.

(7) pp. 289,

Equation 10.7

illustrate and support the concepts discussed. The supplementary
material contains code allowing readers to reproduce the results
presented in each of the examples using functions available in the
contributed epiR package (5) in R (6).

FORMULA-BASED APPROACHES FOR

SAMPLE SIZE ESTIMATION

In veterinary epidemiology sample size calculations are used
during the design phase of a study to allow investigators to:
(1) estimate a population parameter (e.g., the prevalence of
disease); (2) test a hypothesis in an observational setting (using,
for example, one of the three main observational study designs:
cross-sectional, cohort or case-control); (3) test a hypothesis in
an intervention setting (using a randomized clinical trial); and
(4) achieve a specified level of confidence that an event will be
detected if it is present at a specified design prevalence.

Sample Size Calculations to Estimate a

Population Parameter
A summary of formula-based methods for estimation of a
population parameter, all assuming data independence, is
provided in Tables 1, 2. Methods are defined for continuous and
binary outcomes with different calculation methods dependent
on the proposed sampling design: simple random, stratified
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TABLE 2 | Formulae to estimate a sample size for each of the common sampling designs, binary or continuous population parameters.

Outcome

variable

Sampling design Formula Arguments

Continuous Simple random n ≥
z1−(α/2)

2 N V2
x

z1−(α/2)
2 V2

x + (N − 1) ǫ
2
r

n = the number of subjects in the sample.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

N = the population size.

Vx = the relative variance (the variance divided by the mean squared).

ǫr = the relative error.

Continuous Stratified random n ≥

z1−(α/2)
2 ×

N

1+ γ
× V2

x

Nǫ
2
r + z1−(α/2)

2 ×
V2
x

1+ γ

n = the number of subjects in the sample.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

N = the population size.

γ = between strata variance σ
2
bx divided by the within strata variance. σ

2
wx .

V2
x = the relative variance (the variance divided by the mean squared).

ǫr = the relative error.

Continuous One stage cluster m =
z1−(α/2)

2MV2
1x

z1−(α/2)
2V2

1x + (M− 1)ǫ2r

V2
1x =

σ
2
1x

X̄2

σ1x =

∑M
i=1

(
Xi − X̄

) (
Yi − Ȳ

)

M

m = the number of clusters in the sample

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

M = the number of clusters in the population.

ǫr = the relative error.

σ
2
1x = the first stage variance components.

X̄ = mean level of X per cluster.

Xi = level of the ith value of characteristic X.

Continuous Two stage cluster m =(
σ
2
1x

X̄2

)
×

(
M

M− 1

)
+

(
1

n̄

)
×

(
σ
2
2x

X̄2

)
×

(
N̄ − n̄

N̄− 1

)

ε
2
r

z1−(α/2)
2
+

σ
2
1x

X̄2 (M− 1)

m = the number of clusters in the sample.

σ
2
1x = the first stage variance components.

X̄ = mean level of X per cluster.

M = the number of clusters in the population.

n̄ = the number of listing units to be sampled from each cluster.

σ
2
2x = the second stage variance components.

N̄ = the number of listing units in each cluster.

ǫr = the relative error.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence.

Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

Binary Simple random

sampling

n ≥
z1−(α/2)

2 N Py (1− Py )[
(N − 1) ǫ

2
r P2

y

]
+ z1−(α/2)

2 Py (1− Py )
n = the number of subjects in the sample.

N = the population size

Py = the estimated population prevalence.

ǫr = the relative error.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

Binary Stratified random n ≥

(
z1−(α/2)

2

N2

)
∑L

h=1

N2
h Phy (1− Phy )

πhP
2
y

ǫ
2
r +

(
z1−(α/2)

2

N2

)(
∑L

h=1

NhPhy (1− Phy )

P2
y

)

πh =
nh

n

n = the number of subjects in the sample

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

N = the population size.

L = the number of strata.

Nh = the population size in the hth strata.

Phy = the estimated population prevalence in the hth strata.

Py = the estimated population prevalence.

ǫr = the relative error.

πh = the fraction of samples allocated to strata h (decided in advance).

Binary One stage cluster When the number of listing units to be sampled per cluster is

the same:

D = 1+ (b− 1)ρ

When the number of listing units to be sampled per cluster

varies:

D = 1+
{(
CV2 + 1

)
b̄− 1

}
ρ

nc ≥
z1−(α/2)

2 Py
(
1− Py

)
D

(
Py ǫr

)2
b̄

D = the design effect.

b = the number of listing units to be sampled from each cluster.

ρ = the intracluster correlation coefficient.

CV = the coefficient of variation of the number of listing units to be sampled from

each cluster.

b̄ = the average number of listing units to be sampled from each cluster.

nc = the number of primary sampling units (clusters) to be sampled.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

Py = the estimated population prevalence

ǫr = the relative error.

Binary Two stage cluster m =(
σ
2
1R

X
2

)
×

(
M

M− 1

)
+

(
1

n

)
×

(
σ
2
2R

X
2

)
×

(
N − n

N − 1

)

ε
2
r

z1−(α/2)
2
+

σ
2
1R

X
2
(M− 1)

m = the number of clusters in the sample.

σ
2
1R = the first stage variance components.

X̄ = the mean level of characteristic X per listing unit.

M = the number of clusters in the population.

n̄ = the number of listing units to be sampled from each cluster.

σ
2
2R = the first stage variance components.

X̄ = the mean level of characteristic X per cluster.

N̄ = the average number of listing units per cluster in the population.

ǫr = the relative error.

z1−(α/2) = value from the standard normal curve corresponding to the desired level

of confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.
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BOX 1 | The expected seroprevalence of brucellosis in a population of cattle is thought to be in the order of 15%. How many cattle need to be sampled and

tested to be 95% certain that our seroprevalence estimate is within 20% (i.e., 0.20 × 0.15 = 0.03, 3%) of the true population value, assuming use of a test

with perfect sensitivity and speci�city? This formula requires the population size to be speci�ed so we set N to a large number, 1,000,000:

n ≥
z1−(α/2)

2 N Py (1− Py )
[
(N − 1) ǫ2r P

2
y

]
+ z1−(α/2)

2
Py
(
1− Py

)

n ≥
1.962 × 1, 000, 000 × 0.15 (1− 0.15)

[
(1, 000, 000− 1)0.202 0.152

]
+ 1.96

2
× 0.15 × (1− 0.15)

n ≥
489, 804

900.489

n ≥ 545

To be 95% confident that our estimate of brucellosis seroprevalence is within 20%of the true population value (i.e., a relative error of 0.20) 545 cattle should be sampled.

TABLE 3 | Information required to estimate a sample size for each of the common observational epidemiological study designs.

Study design Arguments References

Cross-sectional The expected prevalence of the outcome among the exposed, the expected prevalence of the outcome among in the

unexposed, the required study power, the ratio of the number of exposed subjects to the number of unexposed subjects, sided

test.

(9) pp. 313,

Equation 8.14

Case-control The expected odds ratio, the prevalence of exposure among controls, the required study power, the ratio of the number of

control subjects to the number of case subjects, sided test.

(10)

Cohort, count data The expected outcome incidence risk among the exposed, the expected outcome incidence risk among the unexposed, the

required study power, the ratio of the number of exposed subjects to the number of unexposed subjects, sided test.

(9) pp. 313,

Equation 8.14

Cohort, time at risk The expected outcome incidence rate among the exposed, the expected outcome incidence rate among the unexposed, the

required study power, the ratio of the number of exposed subjects to the number of unexposed subjects, sided test.

(11)

random, one-stage cluster and two-stage cluster designs. For
continuous outcomes the analyst needs to provide an estimate of
the mean of the outcome of interest and its expected variability.
For binary outcomes only an estimate of the expected population
proportion is required, given the variance of a proportion P
equals P × [1− P] (8). In addition to specifying the required
level of confidence in the population parameter estimate (usually
95%) one needs to specify the desired maximum tolerable
error. The maximum tolerable error is the difference between
the true population parameter and the estimate of the true
population parameter derived from sampling. In each of the
formula-based approaches listed in Tables 1, 2 tolerable error
is expressed in relative (as opposed to absolute) terms. If one
assumes that the true population prevalence of disease is 0.40
and a desired relative tolerable error of 0.10 with 95% confidence
is required, this means the calculation will return the required
number of subjects to be 95% certain that the prevalence estimate
from the study will be anywhere between 0.40 ± (0.10 ×

0.40) that is, from 0.36 to 0.44. Some sample size formulae
and/or software packages require maximum tolerable error to
be expressed in absolute terms (that is, 0.04 for the example
cited above). Analysts should take care to ensure that there is no
ambiguity around the input format for tolerable error when using
a published formula or software package since the distinction
between absolute and relative error is often not clear in either
the formula documentation or the graphic user interface, in the
case of computer software. Similarly, when making a statement

of the criteria used for sample size calculations when reporting
the results of a study, care should be taken to ensure that
the “relative” or “absolute” qualifier is used when referring to
tolerable error.

In the absence of prior knowledge of the event prevalence
in a population a conservative sample size estimate can be
made assuming event prevalence is 0.5, since the variance of a
prevalence (that is, P × [P − 1]) is greatest when P= 0.5 and the
absolute tolerable error and level of confidence remains fixed (8).

A worked example of a sample size calculation to estimate a
prevalence using simple random sampling is shown in Box 1.

With stratified sampling the sampling frame is divided
into groups (strata) and a random sample is taken from
each stratum. When the variation of the outcome of interest
within each stratum is small relative to the variation between
strata, stratified random sampling returns a more precise
estimate of the population parameter compared with simple
random sampling.

Sample Size Calculations to Test a

Hypothesis Using an Observational Study

Design
Details of the formula-based methods to estimate a sample size
for each of the main observational study (i.e., cross-sectional,
case-control, and cohort studies) are provided in Tables 3, 4.
Again, these formulae all assume that data are independent.
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TABLE 4 | Formulae to estimate a sample size for each of the common observational epidemiological study designs.

Study design Formula Arguments

Cross-sectional n ≥
r + 1

r (λ − 1)
2
π2

[
z1−(α/2)

√
(r + 1)pc (1− pc) + z1−β

√
λπ (1− λπ) + rπ (1− π)

]2
n = the number of subjects in the sample.

r = the anticipated number of subjects in the exposed group divided by the anticipated number

of subjects in the unexposed group.

λ = the expected prevalence ratio.

π = the expected prevalence of the outcome among the non-exposed.

z1−(α/2) = value from the standard normal curve corresponding to the desired level of

confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

pc = the common prevalence over exposed and unexposed groups.

z1−β = value from the standard normal curve corresponding to the desired study power. Use

z1−β = −0.84 for 80% power.

Case-control pc* =
p0

r + 1

(
rλ

1+ (λ − 1)p0
+ 1

)

n ≥

(r + 1)(1+ (λ − 1)p0)
2

rp20 (p0 − 1)
2 (λ − 1)2

[
z1−(α/2)

√
(r + 1)pc*(1− pc*)+ z1−β

√
λp0(1− p0)

[1+ (λ − 1)p0]
2
+ rp0(1− p0)

]2

n = the number of subjects in the sample.

p0 = the expected prevalence of exposure among the controls.

r = anticipated number of subjects in the control group divided by the anticipated number of

subjects in the case group.

λ = the expected odds ratio.

z1−(α/2) = value from the standard normal curve corresponding to the desired level of

confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

z1−β = value from the standard normal curve corresponding to the desired study power.

Use z1−β = 0.84 for 80% power.

Cohort, count data n ≥
r + 1

r (λ − 1)
2
π2

[
z1−(α/2)

√
(r + 1)pc (1− pc) + z1−β

√
λπ (1− λπ) + rπ (1− π)

]2
n = the number of subjects in the sample.

r = the anticipated number of subjects in the exposed group divided by the anticipated number

of subjects in the unexposed group.

λ = the expected incidence risk ratio.

π = the expected prevalence of the outcome among the non-exposed.

z1−(α/2) = value from the standard normal curve corresponding to the desired level of

confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

pc = the common prevalence over exposed and unexposed groups.

z1−β = value from the standard normal curve corresponding to the desired study power.

Use z1−β = 0.84 for 80% power.

Cohort, time at risk λ
′

0 =
λ
3
0FT

λ0 FT − 1+ exp(−λ0FT )
λ
′

1 =
λ
3
10FT

λ1 FT − 1+ exp(−λ1FT )
λ

′

=
λ
3
FT

λ FT − 1+ exp(−λFT )

nA = rnB nA ≥

(
z1−(α/2)

√
(1+ r) λ

′

+ z1− β

√
(r × λ

′

1 + λ
′

0)

) 2

r(λ
′

1 − λ
′

0)
2

nA = the number of subjects in the sample.

λ0 = the expected incidence rate among the unexposed.

λ1 = the expected incidence rate among the exposed.

λ = (λ0 + λ1) / 2

FT = the expected follow-up period for the study.

r = anticipated number of subjects in the exposed group divided by the anticipated number

of subjects in the unexposed group.

z1−(α/2) = value from the standard normal curve corresponding to the desired level of

confidence. Use z1−(α/2) = 1.96 for 95% (two-sided) confidence.

z1−β = value from the standard normal curve corresponding to the desired study power.

Use z1−β = 0.84 for 80% power.
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BOX 2 | A prospective cohort study of dry food diets and feline lower urinary tract disease (FLUTD) in mature male cats is planned. A sample of cats will be

selected at random from the population and owners who agree to participate in the study will be asked to complete a questionnaire at the time of enrolment.

Cats enrolled into the study will be followed for at least 5 years to identify incident cases of FLUTD. The investigators would like to be 0.80 certain of being

able to detect when the risk ratio of FLUTD is 1.4 for cats habitually fed a dry food diet, using a 0.05 signi�cance test. Previous evidence suggests that the

incidence risk of FLUTD in cats not on a dry food (i.e., “other”) diet is around 50 per 1000 per year. Assuming equal numbers of cats on dry food and other

diets are sampled, how many cats should be enrolled into the study?

λ
′

0 =
λ
3
0 FT

λ0 FT − 1+ exp(−λ0FT )
λ
′

1 =
λ
3
1 FT

λ1 FT − 1+ exp(−λ1FT )
λ

′

=
λ
3
FT

λ FT − 1+ exp(−λFT )

nA ≥

(
z1−(α/2)

√
(1+ r) λ

′

+ z1−β

√
(r × λ

′

1 + λ
′

0)

) 2

r(λ
′

1 − λ
′

0)
2

nA ≥

(
1.96

√
(1+ 1)0.02642 + 0.84

√
(1 × 0.313+ 0.0217)

) 2

1(0.07− 0.05)2

nA ≥
(0.4509+ 0.1935)2

0.0004

nA ≥ 1040

A total of 2,080male cats need to be sampled to meet the requirements of the study (1,040 cats habitually fed dry food and 1,040 cats habitually fed “other” diet types).

BOX 3 | A case-control study of the association between white pigmentation around the eyes and ocular squamous cell carcinoma in Hereford cattle is planned.

A sample of cattle with newly diagnosed squamous cell carcinomawill be compared for white pigmentation around the eyes with a sample of controls. Assuming

an equal number of cases and controls, how many study subjects are required to detect an odds ratio of 2.0 with 0.80 power using a two-sided 0.05 test?

Previous surveys have shown that around 0.30 of Hereford cattle without squamous cell carcinoma have white pigmentation around the eyes.

n ≥
(r + 1)(1+ (λ − 1)p0)

2

rp20 (p0 − 1)
2 (λ − 1)2

[
z1−(α/2)

√
(r + 1)p∗c(1− p∗c)+ zβ

√
λp0(1− p0)

[1+ (λ − 1)p0]
2
+ rp0(1− p0)

]2

n ≥
(1+ 1)(1+ (2− 1)0.3)2

1 × 0.32 (0.3− 1)
2 (2− 1)2

[
1.96

√
(1+ 1)0.38(1− 0.38)+ 0.84

√
2 × 0.3(1− 0.3)

[1+ (2− 1)0.3]2
+ 1 × 0.3(1− 0.3)

]2

n ≥
3.38

0.0441
[1.346+ 0.569]2

n ≥ 282

If the true odds for squamous cell carcinoma in exposed subjects relative to unexposed subjects is 2.0, we will need to enrol 141 cases and 141 controls (282

cattle in total) to reject the null hypothesis that the odds ratio equals one with probability (power) 0.80. The Type I error probability associated with this test of this

null hypothesis is 0.05.

Note that the sample size formulae for cross-sectional studies,
cohort studies using count data and cohort studies using
time at risk require the analyst to provide an estimate of
prevalence, incidence risk and incidence rate (respectively) for
both risk factor exposed and unexposed groups. Box 2 provides
a worked example for a prospective cohort study, with a fixed
follow-up time.

In contrast to sample size formulae for cross-sectional and
cohort studies, the sample size formula for case-control studies
requires provision of an estimate of the prevalence of exposure
amongst controls (Box 3). An additional consideration when
estimating an appropriate sample size for a case-control study is
specification of the design – either matched or unmatched (12).
The process of matching provides a means for controlling for

the effect of a known confounder with the added benefit of an
increase in statistical efficiency (12, 13).

Sample Size Calculations to Test a

Hypothesis Using a Randomized Clinical

Trial
A superiority trial is a study in which the aim is to show that
a treatment intervention provides a better therapeutic outcome
than a known reference (often a placebo) and the statistical
procedure to provide this evidence is called a superiority
test (14).

In situations where an established treatment already exists
a study comparing a new treatment to a placebo (effectively,
no treatment) will be unethical. In this situation interest lies
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TABLE 5 | Information required to estimate a sample size for equivalence, superiority and non-inferiority trials.

Outcome

variable

Study design Arguments References

Continuous Equivalence trial The expected mean of the outcome variable in the treatment and control groups, the expected population standard

deviation of the outcome variable, the equivalence limit (expressed as a proportion), the required study power, the ratio of

the number of exposed subjects to the number of unexposed subjects.

(15–17).

Binary Equivalence trial The expected proportion of successes in the treatment and control groups, the equivalence limit (expressed as a

proportion), the required study power, the ratio of the number of exposed subjects to the number of unexposed subjects.

(15–17).

Continuous Superiority trial The expected mean of the outcome variable in the treatment and control groups, the expected population standard

deviation of the outcome variable, the equivalence limit (expressed as a proportion), the required study power, the ratio of

the number of exposed subjects to the number of unexposed subjects.

(15).

Binary Superiority trial The expected proportion of successes in the treatment and control groups, the equivalence limit (expressed as a

proportion), the required study power, the ratio of the number of exposed subjects to the number of unexposed subjects.

(15)

Continuous Non-inferiority

trial

The expected mean of the outcome variable in the treatment and control groups, the expected population standard

deviation of the outcome variable, the equivalence limit (expressed as a proportion), the required study power, the ratio of

the number of exposed subjects to the number of unexposed subjects.

(15–17)

Binary Non-inferiority

trial

The expected proportion of successes in the treatment and control groups, the equivalence limit (expressed as a

proportion), the required study power, the ratio of the number of exposed subjects to the number of unexposed subjects.

(16, 17)

TABLE 6 | Formulae to estimate a sample size for equivalence, superiority and non-inferiority trials, binary or continuous population parameters.

Outcome

variable

Study

design

Formula Arguments

Continuous Equivalence

trial

nA = rnB

nB =

(
1+

1

r

) (
σ
z1−(α/2) + z1−β/2

|µA − µB| − δ

)2

1− β = 2
[
8
(
z − z1−(α/2)

)
+ 8

(
−z − z1−(α/2)

)]
− 1

z =
|µA − µB| − δ

σ

√
1

nA
+

1

nB

µA = the expected mean of the outcome in the treatment group.

µB = the expected mean of the outcome in the control group.

σ = the expected standard deviation of the outcome across

treatment and control groups.

r = anticipated number of subjects in the treatment group divided

by the anticipated number of subjects in the control group.

8 = the standard Normal distribution function.

8
−1 = the standard Normal quantile function.

α = the Type I error, e.g. α = 0.05.

β = the Type II error, e.g. β = 0.20.

δ = the equivalence margin.

Binary Equivalence

trial

nA = rnB

nB =

(
pA (1− pA) + pB(1− pB)

r

) (
σ
z1−(α/2) + z1−β/2

|pA − pB| − δ

)2

1− β = 2
[
8
(
z − z1−(α/2)

)
+ 8

(
−z − z1−(α/2)

)]
− 1

z =
|pA − pB| − δ

σ

√
pA (1− pA)

nA
+

pB (1− pB)

nB

pA = the expected probability of success in the treatment group.

pB = the expected probability of success in the control group.

r = anticipated number of subjects in the treatment group divided

by the anticipated number of subjects in the control group.

8 = the standard Normal distribution function.

8
−1 = the standard Normal quantile function.

α = the Type I error, e.g. α = 0.05.

β = the Type II error, e.g. β = 0.20.

δ = the equivalence margin.

Continuous Superiority

trial or

non-inferiority

trial

nA = rnB

nB =

(
1+

1

r

) (
σ
z1−(α/2) + z1−β

µA − µB − δ

)2

1− β = 8(z − z1−α) + 8(−z − z1−α)

z =
µA − µB − δ

σ

√
1

nA
+

1

nB

µA = the expected mean of the outcome in the treatment group.

µB = the expected mean of the outcome in the control group.

σ = the expected standard deviation of the outcome across

treatment and control groups.

r = anticipated number of subjects in the treatment group divided

by the anticipated number of subjects in the control group.

8 = the standard Normal distribution function.

8
−1 = the standard Normal quantile function.

α = the Type I error, e.g. α = 0.05.

β = the Type II error, e.g. β = 0.20.

δ = the equivalence margin.

Binary Superiority

trial or

non-inferiority

trial

nA = rnB

nB =

(
pA (1− pA) + pB(1− pB)

r

) (
z1−(α/2) + z1−β

pA − pB − δ

)2

1− β = 8
(
z − z1−(α/2)

)
+ 8

(
−z − z1−(α/2)

)

z =
pA − pB − δ

√
pA (1− pA)

nA
+

pB (1− pB)

nB

pA = the expected probability of success in the treatment group.

pB = the expected probability of success in the control group.

r = anticipated number of subjects in the treatment group divided

by the anticipated number of subjects in the control group.

8 = the standard Normal distribution function.

8
−1 = the standard Normal quantile function.

α = the Type I error, e.g. α = 0.05.

β = the Type II error, e.g. β = 0.20.

δ = the equivalence margin.

z1−(α/2) = values from the standard normal curve corresponding to

the desired level of confidence. Use z1−(α/2) = 1.96 for 95% (two

side) confidence.

z1−β = value from the standard normal curve corresponding to the

desired study power. Use z1−β = 0.84 for 80% power.
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FIGURE 1 | Error bar plot showing the possible conclusions to be drawn from a non-inferiority trial. Adapted from Head et al. (18).

BOX 4 | Suppose a pharmaceutical company would like to conduct a clinical trial to compare the ef�cacy of two antimicrobial agents when administered orally

to patients with skin infections. Assume the true mean cure rate of the treatment is 0.85 and the true mean cure rate of the control is 0.65. We consider a

difference of <0.10 in cure rate to be of no clinical importance (i.e., delta = −0.10). Assuming a one-sided test size of 5% and a power of 80% how many

subjects should be included in the trial?

nB =

(
pA (1− pA) + pB(1− pB)

r

) (
z1−(α/2) + z1− β

pA − pB − δ

)2

nB =

(
0.85 (1− 0.85) + 0.65(1− 0.65)

1

) (
1.96+ 0.84

0.85− 0.65− −0.10

)2

nB =

(
0.355

1

) (
2.48

0.30

)2

nB = 25

A total of 50 subjects need to be enrolled in the trial, 25 in the treatment group and 25 in the control group.

in determining if the new treatment is: (1) either the same
as, or better than, an established treatment using a non-
inferiority trial; or (2) equivalent to an existing treatment
within a specified range, using an equivalence trial (Tables 5,
6 and Figure 1). Equivalence trails are not to be confused
with bioequivalence trials where generic drug preparations are
compared to currently marketed formulations with respect to
their pharmacokinetic parameters.

Superiority, non-inferiority and equivalence trials require the
analyst to specify an equivalence margin. The equivalence
margin is the range of values for which the treatment
efficacies are close enough to be considered the same
(19). Expressed in another way, the equivalence margin
is the maximum clinically acceptable difference one is

willing to accept in return for the secondary benefits of the
new treatment.

Equivalence margins can be set on the basis of a clinical
estimation of a minimally important effect. This approach is
subjective and, as a result, it is possible to set the equivalence
margin to be greater than the effect of the established treatment,
which could lead to potentially harmful treatments classified
as non-inferior. A second approach is to select an equivalence
margin with reference to the effect of the established treatment
in trials where a placebo has been used. When the equivalence
margin is chosen in this way, there is some objective basis on
which to claim that a positive non-inferiority trial implies that
a new treatment is, in fact, superior to the established treatment
(assuming the effect of the established treatment in the current
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TABLE 7 | Summary of sample size formulae to estimate the probability of disease freedom or estimate surveillance system sensitivity.

Study design Outcome Arguments References

Representative

sampling

Probability of disease freedom

assuming imperfect test sensitivity

and perfect test specificity.

The assumed population size, an estimate of the prior probability that the population is

free of disease, an estimate of the probability of disease introduction, the population level

design prevalence, the desired probability that the population is free of disease, the

sensitivity of the diagnostic test used at the surveillance unit level.

(22, 23)

Representative

sampling

Surveillance system sensitivity

assuming a single risk factor and

varying test sensitivity.

The assumed population size, the population level design prevalence, the desired

surveillance system sensitivity, the sensitivity of the diagnostic test used at the surveillance

unit level.

(24, 25)

Representative

sampling

Surveillance system sensitivity

assuming two stage sampling,

imperfect test sensitivity and perfect

test specificity.

The number of clusters in the population, the number of surveillance units within each

cluster, the cluster level design prevalence, the desired cluster level sensitivity, the

population level design prevalence, the desired population level sensitivity, the sensitivity of

the diagnostic test used at the surveillance unit level.

(24–27)

Representative

sampling

Surveillance system sensitivity,

imperfect test sensitivity and

imperfect test specificity.

The assumed population size, the population level design prevalence, the desired

population level sensitivity, the desired population level specificity, the sensitivity of the

diagnostic test at the surveillance unit level, the specificity of the diagnostic test at the

surveillance unit level.

(26–28)

Representative

sampling

Surveillance system sensitivity

assuming pooled sampling giving rise

to imperfect test sensitivity and

imperfect test specificity.

The number of surveillance units that contribute to each pool, the population level design

prevalence, the sensitivity of the diagnostic test at the pooled level, the specificity of the

diagnostic test at the pooled level, the desired population level sensitivity.

(29)

Risk-based

sampling

Surveillance system sensitivity

assuming imperfect test sensitivity

and perfect test specificity.

The population level design prevalence, relative risk estimates for each strata, the

population proportions for each strata, the surveillance proportions for each strata, the

desired population level sensitivity, the sensitivity of the diagnostic test at the surveillance

unit level.

(5)

Risk-based

sampling

Surveillance system sensitivity

assuming risk-based 2-stage

sampling on one risk factor at the

cluster level assuming imperfect test

sensitivity and perfect test specificity.

Relative risk values for each strata in the population, the population proportions in each

strata, the planned number of units to be sampled from each strata, the cluster level

design prevalence, the desired cluster level sensitivity, the surveillance unit level design

prevalence, the sensitivity of the diagnostic test at the surveillance unit level, the desired

surveillance system (population-level) sensitivity.

(5)

Risk-based

sampling

Surveillance system sensitivity

assuming risk-based 2-stage

sampling on two risk factors at either

the cluster level, the unit level or both,

imperfect test sensitivity and perfect

test specificity.

The number of risk strata defining the relative risk values at the cluster level, the population

proportions at the cluster level, the planned surveillance proportions at the cluster level,

the cluster level design prevalence, the desired cluster level sensitivity, the number of risk

strata defining the relative risk values at the surveillance unit level, the population

proportions at the surveillance unit level, the planned surveillance proportions at the

surveillance unit level, the surveillance unit level design prevalence, the sensitivity of the

diagnostic test at the surveillance unit level, the desired surveillance system

(population-level) sensitivity.

(5)

trial is similar to its effect in the historical trials). An example
sample size calculation for a non-inferiority trial is presented
in Box 4.

Sample Size Calculations to Detect the

Presence of an Event
Sampling of individuals to either detect the presence of an event
(usually the presence of disease or the presence of infection) or
provide evidence that disease is absent from a jurisdiction are
frequent activities in veterinary epidemiology. Typical scenarios
include: (1) shipment of live animals from one country to another
where the country receiving the shipment might request that
testing is carried out on a sample of individuals, as opposed to
testing every animal; and (2) a country wishing to re-gain official
disease freedom status following an infectious disease outbreak.

Details of formula-based sample size estimation methods to
detect the presence of an event are provided in Table 7. Sample
size estimation methods can be categorized into two groups:
(1) to ensure sufficient units are sampled to return a desired
(posterior) probability of disease freedom; and (2) to ensure
sufficient units are sampled to ensure a surveillance system has a

desired system sensitivity. For the surveillance system sensitivity
methods sampling can be either representative or risk based. All
of the methods listed in Table 7 account for imperfect diagnostic
test sensitivity at the surveillance unit level.

When tests with both imperfect diagnostic sensitivity and
specificity are used, diseased individuals can be missed because
of imperfect diagnostic sensitivity but at the same time disease
negative individuals can be incorrectly identified as disease
positive because of imperfect specificity. Cameron and Baldock
(26) describe an approach to estimate the number of animals to
be sampled from a finite population using a test with imperfect
diagnostic sensitivity and specificity using the hypergeometric
distribution. This method returns the number of individuals to
be sampled and the estimated probability that the population is
diseased for 1 to n individuals that return a positive test result.
This allows an analyst to make a statement that they can be (for
example) 95% confident that the prevalence of disease in the
population of interest is less than the stated design prevalence if
the number of (surveillance) units with a positive test result is less
than or equal to a specified cut-point. A worked example of this
approach is provided in the Supplementary Material.
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BOX 5 | An aid project has distributed cook stoves in a single province in a resource-poor country. At the end of 3 years, the donors would like to know what

proportion of households are still using their donated stove. A cross-sectional study is planned where villages in a province will be sampled and all households

(∼75 per village) will be visited to determine if the donated stove is still in use. A pilot study of the prevalence of stove usage in �ve villages showed that 0.46

of householders were still using their stove and the ICC for stove use within villages is in the order of 0.20. If the donor wanted to be 95% con�dent that the

survey estimate of stove usage was within 10% of the true population value, how many villages (clusters) need to be sampled?

D = 1+ (b− 1)ρ

D = 1+ (75− 1) × 0.20

D = 15.8

nc ≥
z1−(α/2)

2 Py
(
1− Py

)
D

(
Py ǫr

)2
b

nc ≥
1.962 0.46 (1− 0.46)15.8

(0.46 × 0.10)
2 × 75

nc ≥
15.077

0.1587
nc ≥ 96

A total of 96 villages need to be sampled to meet the requirements of the study.

BOX 6 | Continuing the example presented in Box 5, we are now told that the number of households per village varies. The average number of households per

village is 75 with a 0.025 quartile of 40 households and a 0.975 quartile of 180. Assuming the number of households per village follows a normal distribution

the expected standard deviation of the number of households per village is in the order of (180 – 40) ÷ 4 = 35. How many villages need to be sampled? In the

formula below, CV standards for coef�cient of variation de�ned as the standard deviation of the cluster sizes divided by the mean of the cluster sizes.

D = 1+
{(
CV2 + 1

)
b− 1

}
ρ

D = 1+
{(

0.4672 + 1
)
75− 1

}
0.2

D = 19.1

nc ≥
z1−(α/2)

2 Py
(
1− Py

)
D

(
Py ǫr

)2
b

nc ≥
1.962 0.46 (1− 0.46)19.1

(0.46 × 0.10)
2 × 75

nc ≥
18.194

0.1587

nc ≥ 115

A total of 115 villages need to be sampled to meet the requirements of the study.

BOX 7 | Continuing the example provided in Box 1, being seropositive to brucellosis is likely to cluster within herds. Otte and Gumm (20) cite the intracluster

correlation coef�cient for Brucella abortus in cattle to be in the order of 0.09. We now adjust our sample size estimate of 545 to account for clustering at the

herd level. Assume that, on average, b = 20 animals will be sampled per herd:

D = 1+ (b− 1)ρ

D = 1+ (20− 1) × 0.09

D = 2.71

After accounting for the presence of clustering at the herd level we estimate that a total of (545 × 2.71) = 1,477 cattle need to be sampled to meet the requirements

of the survey. If 20 cows are sampled per herd this means that a total of (1,477 ÷ 20) = 74 herds are required.
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BOX 8 | Dohoo et al. (21) provide details of an observational study of the reproductive performance of dairy cows on Reunion Island. If this study were to be

repeated, how many lactations would need to be sampled to be 95% con�dent that the estimated logarithm of calving to conception interval was within 5%

of the true population value?

From (21) the standard deviations of the random effect terms from a multilevel model of factors influencing log transformed calving to conception interval at the herd,

cow and lactation level were 0.1157, 0.1479, and 0.5116, respectively. The ICC for lactations within herds (Equation 3):

ρ2 =
σ
2
3

σ
2
3 +σ

2
2 +σ

2
1

ρ2 =
0.11572

0.11572 + 0.14792 + 0.51162

ρ2 = 0.0451

and the ICC for lactations within cows (Equation 4):

ρ1 =
σ
2
3 +σ

2
2

σ
2
3 +σ

2
2 +σ

2
1

ρ1 =
0.11572 + 0.14792

0.11572 + 0.14792 + 0.51162

ρ1 = 0.1188

The mean and standard deviation of the logarithm of calving to conception interval was 4.59 and 0.54, respectively. What is the required sample size assuming the

data are independent?

m1 ≥
1.96 × 1, 000, 000 × (0.542 ÷ 4.592)

1.96 (0.542 ÷ 4.592)+ ([1, 000, 000− 1] 0.052)

m1 ≥
54057.4

2500.025

m1 ≥ 22

Assuming the data are independent a total of 22 lactations are required to be 95% confident that our estimate of the logarithm of calving to conception interval is

within 5% of the true population value.

We elect to sample two lactations per cow. How many lactations are required to account for clustering of lactations within cows?

n1 = 2

D1 = 1+ ρ1 (n1 − 1)

D1 = 1+ 0.1188 (2− 1)

D1 = 1.1188

m2 = D1 × m1

m2 = 1.1188 × 22

m2 = 25

A total of 25 lactations are required accounting for clustering of lactations within cows. How many cows are required?

n2 = m2 / n1

n2 = 25 / 2

n2 = 13

A total of 13 cows are required if we sample two lactations per cow (26 lactations in total).

We now consider clustering at the herd level. How many lactations are required to account for clustering of cows within herds?

D2 = 1+ (n1 × (n2 − 1) × ρ2) + ((n1 − 1) × ρ1)

D2 = 1+ (2× (13− 1) × 0.0451) + ((2− 1) × 0.1188)

D2 = 2.2016

m3 = D2 × m1

m3 = 2.2061 × 22

m3 = 49

Continued
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BOX 8 | Continued

Accounting for clustering of lactations within cow and cows within herds, a total of 39 lactations are required. How many herds are required?

n3 = m3 / (n1 × n2)

n3 = 49 / (2 × 13)

n3 = 2

A total of 2 herds are required if we sample 13 cows from each herd and 2 lactations from each cow. The total number of lactations required is therefore:

ntotal = (n1 × n2 × n3)

ntotal = (2 × 13 × 2)

ntotal = 52

To account for lack of independence in the data arising from clustering of lactations within cows and cows within herds 52 lactations (2 lactations from 13 cows

from 2 herds) are required to meet the requirements of the study.

The required sample size assuming the data were independent was 22. The required sample size accounting for lack of independence in the data was 52, a

2.5-fold difference.

SAMPLE SIZE CALCULATIONS FOR

CLUSTERED DATA

Aggregation of individual sampling units into groups (“clusters”)
for example farms, households or villages violates the assumption
of independence that is central to the sample size calculation
methods described so far. When individuals are aggregated into
clusters there are two sources of variation in the outcome of
interest. The first arises from the effect of the cluster; the second
from the effect of the individual. This means that individuals
selected from the same cluster are more likely to be similar
compared with those sampled from the general population (30).
For this reason, the effective sample size when observations
are made on randomly selected individuals from the same
cluster will be less than that when observations are made on
individuals selected completely at random from the general
population. For studies where the objective is to estimate a
population parameter (e.g., a prevalence) a reduction in effective
sample size increases the uncertainty around the estimate of
the population parameter. For studies where the objective is to
test a hypothesis a reduction in effective sample size results in
a reduction in statistical power, in effect the ability to detect a
statistically significant difference in event outcomes for exposure
positive and exposure negative individuals given a true difference
actually exists.

With one-stage cluster sampling a random sample of clusters
is selected first and then all individual listing units within each
cluster are selected for study. With two-stage cluster sampling
a random sample of clusters is selected first and then a random
sample of individual listing units within each cluster is selected.
The primary advantage of cluster sampling is logistics. In animal
health, where animals are typically managed within clusters (e.g.,
herds or flocks) it is easier to select clusters first and then, from
each selected cluster, take a sample of individual animals. This
contrasts with a simple random sampling approach which would
require an investigator to travel to a large number of herds-flocks,
sampling small numbers of animals from each. As explained

above, the main disadvantage of cluster sampling is a reduction
in the effective sample size due to animals from the same cluster
being more homogenous (similar) compared with those from
different clusters.

To compensate for this lack of precision Donner et al.
(31) proposed that a sample size estimate calculated assuming
complete independence (using the formulae presented in
Tables 1–7) can be inflated by a value known as the design
effect (D) to achieve the level of statistical power achieved using
independent sampling. For a single level of clustering (e.g., the
situation where cows are clustered within herds) the design effect
is calculated as:

D = 1+ (b− 1)ρ (1)

In Equation 1 b equals the number of animals to be sampled from
each cluster (not to be confused with the total number of animals
eligible for sampling within each cluster) and ρ is the intracluster
correlation coefficient (ICC). The value of ρ equals the between-
cluster variance σ

2
B divided by the between-cluster variance plus

the within-cluster variance (σ 2
B + σ

2
W) :

ρ =
σ
2
B

σ
2
B + σ

2
W

(2)

When there is little variation in an outcome within a cluster
(e.g., observations made on individual cows within herds are
“similar,” σ

2
W will be small) ρ will be close to 1 and the

design effect will therefore be large. When there is wide
variation within a cluster (e.g., observations made on individual
cows within herds showing a similar variability to the general
population, σ

2
W will be large) ρ will be close to 0 and,

therefore, the design effect will be close to unity. Using the
definition provided above (Equation 2), ρ ranges between 0
and +1 with typical values ranging from 0 to 0.05 for non-
communicable diseases and values >0.4 uncommon. Papers
providing ICC estimates for various outcomes in the human
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FIGURE 2 | Image plot showing the percentage of simulations where the sample estimate of the logarithm of calving to conception interval was within 5% of the true

population value as a function of the number of herds and number of cows from each herd sampled. The dashed line shows the herd-cow sample size combinations

where >95% of simulations returned an estimate of the logarithm of calving to conception interval that was within 5% of the true population value.

and veterinary literature have been published: see, for example,
(20, 32, 33). Researchers should be aware of the importance
of publishing estimates of ICC since high quality empirical
data are necessary to provide credible sample size estimates
for future studies. More importantly, for the same outcome
measure, ICC estimates will vary from one research setting
to another so access to a likely range of ICC measures
is desirable.

A number of methods are available to estimate ρ from
empirical data (34, 35) ranging from one-way analysis of variance
(36) to regression-based approaches using mixed effects models
(37). Eldridge and Kerry (38) provide a comprehensive review of
appropriate techniques.

An example of how the ICC can be used to estimate the
number of primary sampling units for a one-stage cluster design
is provided in Box 5.
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The example shown in Box 5 is somewhat unrealistic in that
it is assumed that the number of households in each village is
a constant value of 75. Eldridge, Ashby and Kerry (39) provide
an approach to estimate a sample size using a one-stage cluster
design when the number of individual listing units per cluster
varies (Box 6).

An example showing how a crude sample size estimate (i.e., a
sample size calculated assuming independence) can be adjusted
to account for clustering using the design effect is provided
in Box 7.

Three levels of clustering are relatively common in veterinary
epidemiological research (much more so than in human
epidemiology) where, for example, lactations (level 1 units) might
be sampled within cows (level 2 units) which are then sampled
within herds (level 3 units). The total variance in this situation is
made up of the variance associated with lactations within cows
within herds σ

2
1 , the variance between cows within herds σ

2
2 ,

and the variance between herds σ
2
3 . Two ICCs can be calculated:

lactations within herds:

ρ2 =
σ
2
3

σ
2
3 + σ

2
2 + σ

2
1

(3)

and lactations within cows:

ρ1 =
σ
2
3 + σ

2
2

σ
2
3 + σ

2
2 + σ

2
1

(4)

In a study comprised of three levels the required sample size,
accounting for clustering equals (40):

n3n2n1 = DE ×m (5)

In Equation 5, m is the number of lactations to be sampled
to meet the requirements of the study assuming the data
are completely independent and n3, n2, and n1 are the
number of units to be sampled at the herd, cow and lactation
level (respectively). The design effect for three levels of
clustering equals:

DE = 1+ n1 (n2 − 1) ρ2 + (n1 − 1) ρ1 (6)

Box 8 provides a worked example of a sample size calculation for
the three-level clustering scenario.

SIMULATION-BASED APPROACHES FOR

SAMPLE SIZE ESTIMATION

In applied veterinary epidemiological research it is common for
study designs not to conform to the standard study designs
for which sample size formulae are available. Typical examples
include situations where study subjects are organized into more
than three levels of aggregation and in clinical trials where a
treatment might be applied at the group level and a second
treatment applied at the individual level. Where there are
multiple levels of aggregation researchers may elect to apply a

more conservative design effect multiplier than that used when
study subjects are kept in simpler cluster groups. While this
approach is an attempt to address the problem, it can result in
the final sample size estimate being larger than the final sample
size required if the design effect was known more precisely.

For complex study designs simulation-based approaches
provide an alternative for sample size estimation that is relatively
easy to implement using modern statistical software (41). In
the text that follows a worked example is provided, where
simulation is used to estimate the number of lactations, cows
and herds to be sampled to provide an estimate of log
calving to conception interval, using the scenario presented in
Box 8.

The general approach when using simulation to estimate
a sample size to estimate a population parameter is to: (1)
simulate a population data set that respects clustering of the
outcome variable within the population of interest; (2) define a
series of candidate sample size estimates; (3) repeatedly sample
the simulated population using each of the candidate sample
size estimates to determine the proportion of occasions the
estimate of the population parameter is within the prescribed
relative error of the true population value. When estimating
a population prevalence and assuming the level of confidence
specified by the analyst has been set to 95%, the required sample
size is the combination of level 1, 2, 3, ... n units sampled that
returns an estimate of the outcome variable that is within the
prescribed relative error of the true population value on 95%
of occasions. Note that several different combinations of units
sampled at each level might achieve the stated objectives of
the study.

When the study aim is to test a hypothesis, an additional step
is to assign the exposure variable (e.g., a treatment) to members
of the population and then to estimate the effect of the exposure
on the outcome of interest using a regression approach. Arnold
et al. (41) provide a worked example of this approach using a
two-treatment factorial trial in rural Bangladesh as an example.
In this study children <6 months of age were randomly assigned
to one of four treatment groups: control, sanitation mobilization,
lipid-based nutrient supplementation, and sanitation plus lip-
based nutrient supplementation. The design of this study made
sample size and study power calculations difficult for two
reasons: (1) treatments were deployed at two levels (sanitation
mobilization at the community level and lipid supplementation at
the individual level); and (2) there were two sources of correlation
in the outcome: at the community level and the individual
child level.

Generation of the population data set involves: (1) defining
the mean and standard deviation of the outcome of interest (for
continuous outcomes) or the expected population prevalence (for
binary outcomes); (2) defining the number of level 1, 2, 3, ...
n units in the population; (3) defining the level 1, 2, 3, ... n
variance terms; (4) simulating a population of individuals eligible
for sampling based on the specified number of level 1, 2, 3, ... n
units; (5) assignment of a value for the outcome variable to each
member of the simulated population, and; (6) adjustment of the
value of the outcome variable for each individual to account for
clustering using the level 1, 2, 3, ... n variance terms.
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Code written in the R programming language (6) to generate
a population data set for the Reunion Island dairy cow
reproduction example (25) and estimate a sample size to meet
the requirements of the study is provided in the Supplementary
material accompanying this paper.

Figure 2 is an image plot showing the proportion of
simulations where the sample estimate of the logarithm of calving
to conception interval was within 5% of the true population
value as a function of the number of sampled herds and the
number of cows sampled from within each herd. In Figure 2

the superimposed contour line shows the herd-cow sample size
combinations where >95% of simulations returned an estimate
of the logarithm of calving to conception interval that was
within 5% of the true population value, in agreement with the
requirement for 2 lactations from 13 cows from 2 herds (n
= 52 lactations) calculated using the formula-based approach
presented inBox 8.When the results of simulations are presented
in this way one can appreciate that there is some flexibility in
the combinations of herd and cow numbers that need to be
sampled to meet the requirements of the study. For example,
Figure 2 shows that the estimate of mean logarithm of calving
to conception interval would be within 5% of the true population
value if a smaller number of cows (e.g., n= 6) were sampled from
a larger number of herds (e.g., n= 6).

In summary, the process of simulation replaces the time and
effort to derive a formula-based approach for a complex study
design with basic programming and computer simulation time.
An additional positive side effect is that the process of simulation
requires investigators to define the structure of their study
population, the expected value and variability of the outcome of
interest and how the results of the study will be analyzed once

the data are collected. This reduces the likelihood of investigators
exploring alternative analytical approaches in the presence of
negative findings, consistent with CONSORT guidelines (42).

CONCLUSIONS

This paper has provided an overview of the reasons researchers
might need to calculate an appropriate sample size in veterinary
epidemiology and a summary of different sample size calculation
methods. In contrast to human epidemiology individual study
subjects in veterinary epidemiology are almost always aggregated
into hierarchical groups (43) and, for this reason, sample
size estimates calculated using simple formulae that assume
independence are usually not appropriate in a veterinary setting.
This paper provides details of two approaches for dealing with
this problem: (1) inflation of a crude sample size estimate using a
design effect; and (2) use of a simulation-based approaches. The
key advantage of simulation-based approaches is that appropriate
sample sizes can be estimated for complex study designs for
which formula-based methods are not available.
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