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Editorial on the Research Topic

Information Processing in the Cerebellum

The cerebellum is involved in a wide range of behaviors including the coordination of reflex and
voluntary movements, postural adjustments to maintain balance, and the learning of new motor
skills. This is also increasing evidence that its role extends to cognition, affect and the control of the
autonomic system. Amazingly, the cerebellum contains more than four-fifths of the brain’s neurons
(Herculano-Houzel, 2009) and so it has an incredible amount of computing power. Considering the
cerebellum from a computational perspective has a long history going back to Albus (1971), Marr
and Thach (1991), and Ito (1984) and the goal of linking theory to experiment through detailed
modeling dates back to the early nineties (Tyrrell and Willshaw, 1992; De Schutter and Bower,
1994a,b). Now, new insights into the anatomy and physiology of cerebellar circuits are leading
to revised thinking about how these circuits may process information: multiple sites of plasticity;
heterogeneity in structure and function such as zebrin bands; variable complex spike wave form;
synchronous activity.

It seems possible that the cerebellum is specialized to perform some specific types of
computation. However, it is not known precisely what these might be and there are many, often
overlapping, ideas: perceptron learning (Albus, 1971; Ito, 1984; Marr and Thach, 1991), Kalman
filtering (Paulin, 1989; Tanaka et al., 2019), forward models (Miall and Wolpert, 1996), expansion
coding (Billings et al., 2014), the approximation of cortical feedback (Pemberton et al., 2020), and
computing with uncertainty (Palacios et al., 2021). Moreover, differences in cerebellar function
are likely to be reflected within regional variations in cerebellar cytoarchitecture (for a review see
Cerminara et al., 2015), that in turn reflect different computational roles. This is an important
area for studying models of computation: models of cerebellar computation could be effective
in describing not just the role of the cerebellum but could inspire universal theories of whole
brain function. With this ambition in mind, the scope of this Research Topic was to bring
together researchers to showcase recent experimental and computational studies exploring the
computational dynamics of the cerebellum at levels from ions and microcircuits.

A fruitful approach to the cerebellum is to describe it using language and ideas borrowed
from engineering control systems. Tanaka et al. reviews one such approach. A challenge in
designing a control system is that the motor controls need to be based on a current estimate of
position even though that estimate may not be available straight away because of the latency in
sensory processing. A potential solution is to use a forward model (Miall and Wolpert, 1996) to
predict the current position from the available, past, sensory data. This review describes evidence,
computational and experimental, that cerebellar computation is a forwardmodel. Holland et al. and
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Anderson et al. consider cerebellar control for the specific
example of image stabilization. Holland et al. presents a detailed
forward model and compares their simulation to experimental
data from mice. In a filter inputs are amplified or attenuated as
part of processing and Anderson et al. has a cerebellar model of
filter learning for an input, in this case the head velocity which
eye movements need to compensate.

The exquisite organization of the cerebellar microcircuits
and molecular architecture required to support computation
has been well-described, however the mechanisms that guide
developmental patterning of their afferent inputs is less well-
understood. Lackey and Sillitoe show that the effector molecules
ephrin-A2/A5 are needed for the parasagittal patterning of
spinocerebellar mossy fibers but not the Purkinje cell zonal
patterns themselves. Mossy fibers originate from a wide variety of
locations in the brain and spinal cord and provide the cerebellum
with a rich array of sensory and motor signals converging onto
single granule cells (Shimuta et al., 2020).Whether ephrin-A2/A5
is specific to subsets of spinocerebellar mossy fibers or whether
thismechanism is generalized across all types ofmossy fiber input
needs further exploration.

Many proposed mechanisms underlying cerebellar
computations require perfectly controlled time processing
to avoid any mismatch in comparisons, such as the comparison
of predictions with sensory feedback. The cerebellar cortex
integrates mossy fiber inputs at a very high frequency so
synaptic short-term plasticity properties are important. Notably,
Schmidt reviews recent reinvestigations of release properties
underlying short-term plasticity at the parallel fiber to Purkinje
cell synapse. He develops new hypotheses that can explain
how these, the most numerous synapses in the brain, reliably
handle inputs at very high frequency. Another critical issue
is to understand how local oscillatory activity in cerebellar
microcircuits influences incoming information channeling
across the cerebellar cortex. Levesque et al. recorded both
individual neurons and local field potential (LFP) in the
granule cell layer (GCL) of the rat and shows that input driven
oscillations in the GCL predict the timing of individual neurons
suggesting that LFP may have a preparatory role for cerebellar
computation. How this computation is communicated to the
rest of the brain remains uncertain. Using dual recordings
in the cerebellum and the prefrontal cortex, Tremblay et al.
demonstrate that cerebellar stimulation can influence LFP in

the prefrontal cortex and that frequency-dependent changes
in stimulation drive synchronization of cerebello-cortical and
cortico-cortical networks.

Central to cerebellar function are the climbing fibers and the
complex spikes they induce in Purkinje cell: cerebellar learning
theories suggest climbing fibers signal an error signal to drive
depression of the parallel fiber synapses. However, plasticity can
occur at multiple sites within the cerebellum and without the
need for complex spikes, calling into question the role of climbing
fibers in cerebellar learning. Additionally, multiple studies have
shown that complex spikes are inherent variability (Najafi et al.,
2014; Yang and Lisberger, 2014; Burroughs et al., 2017; Tang
et al., 2017). The review paper of Zang and De Schutter highlights
recent experimental and computational studies on how this
analog complex spike error signal could integrate with cerebellar
learning theories. Along similar lines, Yarden-Rabinowitz and
Yarom present evidence from previous classical conditioning
studies as well as original data that rather than encode an error
signal, complex spikes encode the timing of movement initiation
through the modification of cerebellar circuitry. Together, these
two papers present new views on cerebellar learning based on the
graded role of complex spikes.

Together these studies add weight to the notion that
the cerebellum has a multiplicity of information processing
capabilities. They also demonstrate a wide-diversity of novel
insight into the nature and purpose of cerebellar computation,
bringing us to the surprising realization that there is no dominant
theory of cerebellar function; whether the range of cerebellar
operations can be captured by a universal computational
algorithm remains a question for the field.
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Control of Presynaptic Parallel Fiber
Efficacy by Activity-Dependent
Regulation of the Number of
Occupied Release Sites
Hartmut Schmidt*

Carl-Ludwig Institute for Physiology, Medical Faculty, University of Leipzig, Leipzig, Germany

Parallel fiber (PF) synapses show pronounced and lasting facilitation during bursts of
high-frequency activity. They typically connect to their target neurons via a single active
zone (AZ), harboring few release sites (∼2–8) with moderate initial vesicular release
probability (∼0.2–0.4). In light of these biophysical characteristics, it seems surprising
that PF synapses can sustain facilitation during high-frequency periods of tens of
action potentials (APs). Recent findings suggest an increase in the number of occupied
release sites due to ultra-rapid (∼180 s−1), Ca2+ dependent recruitment of synaptic
vesicles (SVs) from replenishment sites as major presynaptic mechanism of this lasting
facilitation. On the molecular level, Synaptotagmin 7 or Munc13s have been suggested
to be involved in mediating facilitation at PF synapses. The recruitment of SVs from
replenishment sites appears to be reversible on a slower time-scale, thereby, explaining
that PF synapses rapidly depress and ultimately become silent during low-frequency
activity. Hence, PF synapses show high-frequency facilitation (HFF) but low-frequency
depression (LFD). This behavior is explained by regulation of the number of occupied
release sites at the AZ by AP frequency.

Keywords: parallel fiber, faciliatation, replenishment, release probability, vesicle pools, residual calcium,
synaptotagmin 7, Munc13

INTRODUCTION

Parallel fiber (PF) synapses are major sites for conveying sensory information to the cerebellar
cortical output neurons, the Purkinje cells (PCs), and to interneurons. They are formed by
granule cells, which fire bursts of action potentials (APs) over a broad range of frequencies
up to ∼1 kHz in response to sensory input (Chadderton et al., 2004; Rancz et al., 2007;
Ritzau-Jost et al., 2014). PF synapses in turn are adapted to reliably respond to these
high-frequency bursts of APs with sustained and facilitating transmission (Valera et al.,
2012). This puts substantial demands on the mechanisms of synaptic vesicle (SV) supply.

Abbreviations: A, amplitude of EPSC; AP, action potential; AZ, active zone; BC, Basket cell; EPSC, excitatory postsynaptic
current; MLI, molecular layer interneuron; N, number of release sites; Nocc, number of release sites occupied by
release-ready SVs; pv, vesicular release probability; SV, synaptic vesicle; PC, Purkinje cell; PF, parallel fiber; PPR, paired
pulse ratio; PPF, paired pulse facilitation; RRP, ready releasable pool.
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Briefly, an AP invading a presynaptic terminal opens voltage-
gated Ca2+ channels and the inflowing Ca2+ ions trigger the
fusion of SVs with the presynaptic plasma membrane and
transmitter release. Fusion of SVs is a probabilistic process that
takes place at the presynaptic active zone (AZ). The AZ is
thought to harbor one or more release sites (N) that constitute
the individual entities at which a single SV can fuse with a
certain vesicular release probability (pv; Südhof, 2013; Kaeser and
Regehr, 2017).

For a single AP, the presynaptic efficacy depends on the
number of release sites occupied by release-ready SVs (Nocc)
at the time of the AP and on the pv of these SVs. The pv,
in turn, depends on several factors, including the diffusional
distance between the Ca2+ channels and the SV and the intrinsic
Ca2+ sensitivity of its release machinery (Eggermann et al.,
2012; Bornschein and Schmidt, 2019). While in experiments
typically only an average pv can be estimated (Clements and
Silver, 2000), the pv need not be homogeneous across release sites
(Neher, 2015).

During a train of APs, the regulation of presynaptic efficacy
gets more complex. Occupied release sites are continuously
emptied by the fusion processes, which, without further
mechanisms, would result in synaptic depression due to
progressive depletion of the pool of release-ready SVs. How
effectively the information transfer can be maintained during
an AP train now depends on the speed with which Nocc can be
restored or newly recruited and on their pv, which may increase.
If the latter outcompetes SV consumption, the synapse may show
facilitation rather than depression during the train (Jackman and
Regehr, 2017; Neher and Brose, 2018).

This mini review article focusses on recent results from PF
synapses suggesting that during high-frequency trains of APs
the rate of restoration or recruitment of release sites exceeds the
fusion rate, resulting in an activity-dependent increase in Nocc
as major presynaptic mechanism of facilitation at PF synapses
(Valera et al., 2012; Brachtendorf et al., 2015; Miki et al., 2016;
Doussau et al., 2017).

PARALLEL-FIBER SYNAPSES

Biophysics of Parallel Fiber Terminals
The target neurons of PFs include PCs and molecular layer
interneurons (MLIs). PFs contact their targets typically by a
single presynaptic bouton harboring a single AZ only (Xu-
Friedman et al., 2001). Presynaptic Ca2+ transients are reliably
induced by single APs, show very little trial-to-trial variability
for a given bouton and linear summation during a train of APs
(Brenowitz and Regehr, 2007; Schmidt et al., 2013; Baur et al.,
2015; Miki et al., 2016; Kusch et al., 2018). Mature PF terminals
gate release with P/Q-type channel nanodomains (Schmidt et al.,
2013; Kusch et al., 2018) that develop from P/Q- and N-type
channel microdomains gating release from young terminals
(Mintz et al., 1995; Baur et al., 2015). Depending on their target
neuron, PFs release SVs with pv ∼0.25–0.4 in 2 mM extracellular
Ca2+ concentration ([Ca2+]e; Sims and Hartell, 2005; Valera
et al., 2012; Schmidt et al., 2013; Ishiyama et al., 2014; Baur
et al., 2015). The number of release sites per synapse is small

and has been estimated by amplitude fluctuation analysis of
excitatory postsynaptic currents (EPSCs) to be on average in the
range of ∼2–5, perhaps with some target- or species-dependent
differences (Schmidt et al., 2013; Ishiyama et al., 2014; Malagon
et al., 2016). In electron microscopy ∼8 docked vesicles were
found in PF terminals (Xu-Friedman et al., 2001). These results
indicate that single PF AZs harbor more than one release site,
consistent with multi-vesicular release (Crowley et al., 2007).

High-Frequency Facilitation and
Low-Frequency Depression
PF synapses show paired-pulse facilitation (PPF) with
paired-pulse ratios (PPRs) between the first and the second
EPSC amplitude (A2/A1) of ∼2–3 at small interstimulus
intervals (ISIs) of 5–10 ms (Figure 1). PPRs (Ai/A1) remain at
this level even during longer lasting high-frequency bursts and
under conditions of elevated initial pv (pv1; Atluri and Regehr,
1996; Sims and Hartell, 2005; Valera et al., 2012; Ishiyama et al.,
2014; Brachtendorf et al., 2015; Turecek and Regehr, 2018). In
light of the above brief overview of biophysical characteristics,
this is surprising at first glance. Assuming N of three, pv1 of
0.25 and pv2 of 0.84 as estimated for PF to PC synapses in 2 mM
[Ca2+]e (Valera et al., 2012; Schmidt et al., 2013; Brachtendorf
et al., 2015), the theoretical maximum for the PPR between
second and first pulse in the absence of SV replenishment
[PPR = (pv2/pv1)∗(1 − pv1) = 2.52; the term (1 − pv1) accounts
for the reduction in Nocc during the first AP] is close to or even
lower than the experimentally found values and subsequent
pulses cannot be explained. Consistently, it has been suggested
early that SV replenishment at PF terminals is very rapid
(Crowley et al., 2007).

Rapid replenishment alone, however, is unlikely to fully
account for PPF at PF synapses. It was recognized that even if pv2
of one and full replenishment between APs (i.e., Nocc,1 = Nocc,2;
PPR = pv2/pv1) are assumed the experimentally determined
values frequently exceed the theoretical maxima (Valera et al.,
2012; Ishiyama et al., 2014; Brachtendorf et al., 2015; Miki
et al., 2016). Consistently, Valera et al. (2012) found evidence
for changes in N during activity of PF to PC synapses. They
found that N, as estimated by the binominal parameter in
fluctuation analysis, increased during high-frequency trains of
APs. In particularN during the second APwas larger than during
the first AP (N2 >N1), suggesting incremental N as a substantial
factor of PPF. These findings were subsequently confirmed by
stationary fluctuation analysis at single PF to PC synapses in
paired recordings (Brachtendorf et al., 2015).

In the latter study, it was proposed that the PPR of PF to PC
synapses can be explained by a model with sequential SV pools
originally proposed for crayfish motoneuron synapses (Millar
et al., 2005). In the adaptation for the PF terminal, it was assumed
that release sites are restored from replenishment sites in a Ca2+

dependent manner (Brachtendorf et al., 2015). The model well
predicted the experimental PPF over a broad range of ISIs of
5 ms to 1 s if a transient increase in N between the two APs of a
paired-pulse experiment was permitted rather than an increase in
pv alone. Morphologically, additionalN appear possible since the
area of the PF AZ (0.068 µm2; Kusch et al., 2018) is sufficiently
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FIGURE 1 | Illustrations of facilitation vs. depression at Parallel fiber (PF) to Purkinje cell (PC) synapses with synthetic data. (A) A pair of excitatory postsynaptic
currents (EPSCs), normalized to the first amplitude (A1), as would be evoked by PF tract stimulation at an interstimulus interval (ISI) of 50 ms, illustrating paired-pulse
facilitation (PPF). (B) Illustration of paired-pulse ratio (PPR) as a function of ISI. Synthetic data in the range of 5 ms to 1 s were fit by a sigmoidal function (see Valera
et al., 2012). Note the decline in PPR at ISI <5 ms, which may indicate a limit in the speed of synaptic vesicle (SV) replenishment (see text for detail). (C) Illustration of
high-frequency facilitation (HFF) of normalized EPSCs during a 50 Hz train of action potentials (APs). (D) Illustration of HFF (circles) and low-frequency depression
(LFD; squares) as a function of stimulus number as would be observed at the indicated frequencies (see Doussau et al., 2017).

large to harbor more than 2–8 release-ready SVs (r = 21 nm;
Wilhelm et al., 2014).

Two recent studies investigated the mechanisms of sustained
release reliability at PF terminals during trains of APs in great
depth (Miki et al., 2016; Doussau et al., 2017; Figure 2). Miki et al.
(2016) challenged PF to MLI synapses with trains of eight APs
delivered at small ISI of 5 ms in elevated [Ca2+]e of 3 mM. Based
on these data they suggest a sequential two-pool model (plus an
implicit reserve pool) that explains facilitation mainly based on
increasingNocc (Figure 2A). They suggest an initially incomplete
resting occupancy of release sites (referred to as docking sites),
such thatNocc,1 <N1.N1 was estimated to be∼4–5 with a resting
occupancy of 0.45, such that Nocc,1 is ∼2–3. Replenishment sites
of about the same number (4–5) were considered to be fully
occupied and the transition probability between the two pools
was estimated to be 0.6 during activity. Based on EGTA effects,
this high transition probability was Ca2+ dependent and gave rise
to the increase in Nocc during the train.

Doussau et al. (2017) challenged PF synapses by long-lasting
trains of 50 to >100 APs delivered either at high (ISI 10 or
20 ms) or low (ISI 0.2, 0.5 or 2 s) frequency. They found
sustained high-frequency facilitation (HFF) for a large number
of 20–30 APs before synapses progressively depressed and

frequently became ‘‘silent.’’ Remarkably, during low-frequency
activation, synapses no longer facilitated but had Ai/A1 PPRs
of 1 for the first ∼7 APs. Subsequently, EPSC amplitudes
progressively depressed over tens of APs and eventually the
synapses became silent. Hence, PF terminals show HFF but
low-frequency depression (LFD; Figures 1C,D). In agreement
with the above studies, the authors provide evidence that
these bidirectional short-term plasticity characteristics are
explained by the presence of two sequential SV pools (termed
fully releasable and reluctant pool, plus an implicit reserve
pool). During high-frequency trains, N, which is equal to
Nocc in this study, increased via rapid recruitment from
the reluctant pool while release sites became progressively
depleted during low-frequency stimulation. The results with
EGTA and simulations indicated that this rapid recruitment
is Ca2+ dependent and slowly reversible within ∼200 ms,
such that it effectively increased N contributing to release
with high-frequency but not low-frequency AP firing
(Figure 2B).

In summary, while there is some controversy about the
resting occupancy of release sites (Miki et al., 2016; Doussau
et al., 2017), several lines of evidence from the recent
literature suggest that facilitation at PF synapses mainly results
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FIGURE 2 | Main mechanism of facilitation and depression. (A) Scheme of
the model of HFF proposed by Miki et al. (2016). The resting occupancy of
release sites (lower vesicles) is ∼50% (dashed vesicles; Nocc,1 < N), while a
replenishment pool (upper vesicles) is fully occupied. The reserve pool is not
shown. During high-frequency stimulation Nocc increases (Nocc,train = N),
thereby, giving rise to HFF. Release and the transition of vesicles from
replenishment sites to release sites (arrows) is driven by the Ca2+ gradient
(red to yellow gradient) and residual Ca2+ (orange to yellow). (B) As in (A) but
for the model proposed by Doussau et al. (2017) for HFF and LFD. At rest, all
release sites are occupied (Nocc,1 = N1). (i) During HFF, N increases
(Ntrain > N1); an increase in pv makes a smaller contribution to HFF (indicated
by the dashed arrow in the lower panel). (ii) Illustrations of local Ca2+ at the
release sensor (red, top), build-up of residual Ca2+ (orange, middle), and N(t)
(blue, bottom), normalized to N1 (dashed line), plotted over time for 10 APs at
100 Hz. Note the increase in N. (iii) During low-frequency activation Ca2+

drops back to resting level between pulses and vesicles return from release
sites to replenishment sites (dashed arrows), giving rise to PPR of ∼1 in the
second pulse. (iv) As in (ii) but for 10 APs at 2 Hz. Note that there is no
build-up in residual Ca2+ (middle) and that N is no longer increased at the
time of stimulation and progressively declines (lower), resulting in LFD during
continuing activation.

from a presynaptic mechanism that increases the number
of release sites or their occupancy during high-frequency
trains of APs. This increase is the result of a very rapid,
activity-dependent supply of SVs from replenishment sites,
also referred to a ‘‘overfilling’’ of the ready releasable pool
(RRP; Neher and Brose, 2018). The forward transition of SVs
from replenishment sites is likely to be reversible on a slower

time-scale, thereby, explaining the finding of LFD in addition to
HFF at PF synapses.

Mechanisms of Rapid Replenishment
The very rapid, Ca2+ dependent forward transition of SVs from
replenishment sites to release sites requires a mechanism that
operates on the ms time-scale. PPR experiments indicate that the
speed of the replenishment process reaches its limit at ISI<5 ms
(Figure 1B). At shorter ISI PPF declined and eventually turned
to depression (Valera et al., 2012).

Assuming an exponential process, Miki et al. (2016) estimate
a very rapid rate constant of ∼180 s−1, corresponding to τ of
∼5.5 ms per release site for an ISI of 5 ms. This is faster than
would be obtained by mere diffusion of SVs, suggesting an active
process. Consistently, they found evidence for an involvement
of actin and myosin cytoskeleton in rapid replenishment based
on the inhibitory effects of latrunculin B and blebbistatin.
Additional experiments with EGTA-AM revealed the Ca2+

dependency of replenishment.
As detailed above, Doussau et al. (2017) found evidence that

the replenishment process is reversible on a slower time scale of
∼200 ms. Interestingly, in a recent manuscript reporting results
from electron microscopic analysis of hippocampal synapses,
following stimulation and rapid freezing of cultured neurons,
new SVs were recruited to the plasma membrane and fully
replenished the docked pool of SVs within ∼10 ms after
stimulation (Kusick et al., 2018). The docking of these SVs was
transient and they either undocked or fused within 100ms. These
ultra structural results are in notable agreement with the findings
at PF synapses, suggesting that recruitment of SVs to release sites
is rapid and reversible.

Already 20 years ago it has been suggested that facilitation
at PF synapses requires a Ca2+ dependent facilitation sensor
separate from the release sensor (Atluri and Regehr, 1996). The
molecular identity and mode of action of this sensor, however,
remained elusive until recently. Recent results suggest that
Synaptotagmin 7 (Syt7) acts as facilitation sensor at PF terminals.
Syt7 knock-out mice displayed reduced PPF, while their pv
and presynaptic Ca2+ signaling were not affected (Turecek and
Regehr, 2018). Mechanistically, Ca2+ binding to the C2A domain
of Syt7 is required for facilitation at different synapses (Jackman
et al., 2016). Interestingly, Syt7 was also found to promote
SV replenishment during trains of APs in a Ca2+ dependent
manner by interaction with Ca2+ bound calmodulin (Liu et al.,
2014). For other functions of Syt7, e.g., in asynchronous release
(Turecek and Regehr, 2018), and proposed relationships between
different functions I refer the reader to recent reviews (e.g., Chen
and Jonas, 2017; Bornschein and Schmidt, 2019; Volynski and
Krishnakumar, 2018).

At Syt7 mutant PF synapses, a substantial amount of PPF
remained at short ISI (Turecek and Regehr, 2018). This indicates
that other mechanisms are operational in addition, which may
involve other proteins with C2 domains such as Munc13s
(Neher and Brose, 2018). The cerebellum-specific Munc13-3, for
example, increases pv and alters PPR by ‘‘superpriming’’
(Augustin et al., 2001; Ishiyama et al., 2014). Experiments
in a developmental context indicated that Munc13-3 tightens
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the coupling distance between SVs and P/Q-type channels
(Kusch et al., 2018). Whether coupling distance tightening and
Munc13-3 can establish newly occupied release sites during
high-frequency activity is unclear at present. For further details
on molecular mechanisms of short-term plasticity and the role of
Synaptotagmins and other molecular players I refer the reader
to recent comprehensive reviews (Jackman and Regehr, 2017;
Bornschein and Schmidt, 2019; Neher and Brose, 2018; Volynski
and Krishnakumar, 2018).

CONCLUDING REMARKS

PPF was discovered more than 70 years ago and its mechanisms
may differ between synapses (Jackman and Regehr, 2017).
At different synapses different conceptions were suggested to
account for facilitation. Originally, it has been proposed that the
‘‘active Ca2+,’’ which is ‘‘Ca2+ remaining attached to specific
sites on the inner axon membrane’’ causes facilitation (Katz and
Miledi, 1968). Reminiscent of the active Ca2+ are slow Ca2+

unbinding from the release sensor (Bornschein et al., 2013) and
Ca2+ binding to the facilitation sensor Syt7 (Atluri and Regehr,
1996; Jackman et al., 2016). In addition, elevated release site
[Ca2+]i due to AP broadening (Geiger and Jonas, 2000) or effects
of endogenous Ca2+ buffers can cause facilitation (Rozov et al.,
2001). Finally, the very rapid, activity-dependent increase in the
number of occupied release sites added to the mechanisms of
facilitation (Valera et al., 2012; Brachtendorf et al., 2015; Miki
et al., 2016; Doussau et al., 2017). At PF synapses buffering
by their major endogenous buffer Calretinin increases PPF by

reducing pv1 (Schmidt et al., 2013; Brachtendorf et al., 2015).
The effect is attenuated by the concomitant reduction in the
Ca2+ dependent recruitment process such that the net effect of
Calretinin on PPF is rather moderate (Schiffmann et al., 1999;
Brachtendorf et al., 2015). Also, Ca2+ unbinding from the release
sensor likely makes a small contribution (Brachtendorf et al.,
2015; Doussau et al., 2017). The majority of facilitation, however,
results from an ultra-rapid and reversible increase in occupied
release sites during high-frequency activity (Miki et al., 2016;
Doussau et al., 2017). Hence, release sites at AZs of PF synapses
are very dynamic entities that can be reversibly recruited or
replenished on a millisecond time scale.
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Climbing Fibers Provide Graded Error
Signals in Cerebellar Learning
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The cerebellum plays a critical role in coordinating and learning complex movements.
Although its importance has been well recognized, the mechanisms of learning remain
hotly debated. According to the classical cerebellar learning theory, depression of parallel
fiber synapses instructed by error signals from climbing fibers, drives cerebellar learning.
The uniqueness of long-term depression (LTD) in cerebellar learning has been challenged
by evidence showing multi-site synaptic plasticity. In Purkinje cells, long-term potentiation
(LTP) of parallel fiber synapses is now well established and it can be achieved with or
without climbing fiber signals, making the role of climbing fiber input more puzzling. The
central question is how individual Purkinje cells extract global errors based on climbing
fiber input. Previous data seemed to demonstrate that climbing fibers are inefficient
instructors, because they were thought to carry “binary” error signals to individual
Purkinje cells, which significantly constrains the efficiency of cerebellar learning in several
regards. In recent years, new evidence has challenged the traditional view of “binary”
climbing fiber responses, suggesting that climbing fibers can provide graded information
to efficiently instruct individual Purkinje cells to learn. Here we review recent experimental
and theoretical progress regarding modulated climbing fiber responses in Purkinje cells.
Analog error signals are generated by the interaction of varying climbing fibers inputs
with simultaneous other synaptic input and with firing states of targeted Purkinje cells.
Accordingly, the calcium signals which trigger synaptic plasticity can be graded in both
amplitude and spatial range to affect the learning rate and even learning direction. We
briefly discuss how these new findings complement the learning theory and help to
further our understanding of how the cerebellum works.

Keywords: cerebellar learning, Purkinje cell, climbing fiber, complex spike (CS), error signal

INTRODUCTION

It is widely recognized that the cerebellum is critical in coordinating muscles and learning novel
movements with highly accurate and temporal precision. Even for a simple finger-to-nose task,
to make different segments of hand and arm interact smoothly, humans need the cerebellum to
precisely modulate the sequence and duration of elementary movements. The cerebellum has a
relatively simple anatomy and the anatomic connections involved in its associated functions are
also well known. In this context, the cerebellum becomes an ideal structure to explore learning
rules and it also opens a window for us to begin to comprehend how the brain works.
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For decades, it has been of great interest to decipher cerebellar
learning algorithms (De Schutter, 1995). The cerebellar learning
theory was first systematically proposed by Marr (1969) and
then Albus (1971), building upon previous knowledge of wiring
connections and electrophysiological properties of the cerebellar
cortex (Eccles et al., 1967). The basic structure of cerebellar
circuitry is illustrated in Figure 1. Mossy fibers transmit sensory
and cortical information to granule cells via excitatory synaptic
connections. Small granule cells are electrically compact and
they constitute the majority of neurons in the brain. Their
axons project up into the molecular layer of the cerebellar
cortex, bifurcate and form excitatory synapses onto Purkinje
cell dendrites. As the sole output of the cerebellar cortex, each
Purkinje cell is contacted by∼150,000 parallel fiber (bifurcations
of granule cell axons) synapses. Meanwhile, parallel fibers also
activate stellate cells and basket cells, which form inhibitory
synapses with Purkinje cells, establishing a stereotypical feed-
forward-inhibition circuit. Stellate cells tend to locate in the outer
part of the molecular layer and mainly target Purkinje cell distal
dendrites. In contrast, basket cells locate in the inner part of the
molecular layer and mainly target Purkinje cell somas and axon
initial segments (AIS).

Each Purkinje cell is also innervated by a single climbing fiber,
which spontaneously fires at∼1 Hz and reliably triggers complex
spikes. In Marr’s theory (Marr, 1969), when a novel movement
needs to be learned or an old one requires modification
because of an error, the climbing fiber fires a spike. Then
the simultaneously activated parallel fiber synapses in Purkinje
cells are potentiated to learn. Albus extended Marr’s model
and proposed that synaptic weights between parallel fibers
and Purkinje cells should be depressed rather than potentiated
since Purkinje cells are inhibitory neurons (Albus, 1971).
Amazingly, the idea of climbing fiber-induced plasticity at
parallel fiber synapses being the cellular substrate of cerebellar
learning was proposed before any experimental demonstration
of climbing fiber-evoked parallel fiber plasticity. Ito and Kano
(1982) found that the synapses between parallel fibers and
Purkinje cells undergo long-term depression (LTD) when
parallel fibers are activated in conjunction with climbing fibers.
Since then, the Marr-Albus-Ito theory has dominated cerebellar
learning research, although it has been challenged by emerging
experimental data at molecular, cellular, and behavioral levels in
recent years. First, this theory turns out to be incomplete after
the discovery of long-term potentiation (LTP) at parallel fiber-
Purkinje cell synapses (Sakurai, 1987) and synaptic plasticity
at other sites. In the cerebellar cortex, mossy fiber-granule cell
synapses, granule cell-Golgi cell synapses, Golgi cell-granule
cell synapses, parallel fiber-molecular layer interneuron (MLI)
synapses, and MLI-Purkinje cell synapses are all plastic (Gao
et al., 2012). Mossy fiber-cerebellar nuclei neuron synapses
can also be potentiated (Pugh and Raman, 2006). In theory,
all these learning sites should work synergistically to optimize
motor behaviors. Second, climbing fibers seemed to be inefficient
teachers in cerebellar learning. Since multi-site learning was well
summarized by Gao et al. (2012), we will review the history
of climbing fiber physiology, summarize recent progress, and
predict how climbing fibers may instruct cerebellar learning.

FIGURE 1 | Schematic of basic cerebellar circuitry. mf, gc, pf, pc, sc, bc, cf,
IO designate mossy fiber, granule cell, parallel fiber, Purkinje cell, stellate cell,
basket cell, climbing fiber and inferior olive neuron, respectively. “+” and “−”
correspond to excitatory and inhibitory synaptic connections, respectively.
pf→ pc and pf→ bc/sc→ pc connections form a typical
feed-forward-inhibition circuit. Some cell types and connections have been
omitted for simplicity (Schematic, created by ourselves).

“ALL-OR-NONE” CLIMBING FIBER
RESPONSES

After birth, each Purkinje cell is initially innervated by several
climbing fibers (Hashimoto and Kano, 2003).With development,
only one of the climbing fibers is selectively strengthened and
preserved, while the weaker ones are eliminated. Thus, in
the adult cerebellar cortex, preserved climbing fibers provide
powerful synaptic inputs to Purkinje cells, with ∼300 synapses
distributed on the soma and proximal parts of each dendritic
tree (Llinas et al., 1969). More than 50 years ago, the climbing
fiber response in Purkinje cells was described as ‘‘all-or-none’’
by Eccles et al. (1966). In response to a climbing fiber stimulus,
stereotypical complex spikes occur at the soma with an initial
fast spike and several spikelets driving on a plateau membrane
potential (Eccles et al., 1966; Hounsgaard and Midtgaard, 1989;
Figure 2). In the dendrite, the climbing fiber-evoked response is
distinct from the somatic complex spike. The dendritic response
was also found to be ‘‘all-or-none’’ (Llinás and Sugimori, 1980;
Hounsgaard andMidtgaard, 1989), which corresponded to either
global Ca2+ influx in the whole dendrite, triggered by a strong
stimulus, or no Ca2+ influx from a weak, subthreshold stimulus
(Miyakawa et al., 1992). The view of ‘‘all-or-none’’ climbing
fiber responses in Purkinje cells continues to be emphasized in
recent cerebellar research (Piochon et al., 2007; Nietz et al., 2017;
Bouvier et al., 2018).

Unfortunately, ‘‘all-or-none’’ responses make the climbing
fiber an inefficient teacher and this view has triggered heated
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FIGURE 2 | “All-or-none” climbing fiber responses. Climbing fiber-evoked somatic (black) and dendritic (red) responses measured in the isolated cerebellum of
turtles. The climbing fiber was activated by stimulating an inferior olive neuron (IO), reproduced from Hounsgaard and Midtgaard (1989). Somatic complex spikes are
characterized by a fast spike followed by several spikelets on top of a plateau potential. ©1989 The Physiological Society, reproduced with permission from Wiley
Publishing, Inc.

debates regarding its functional importance in cerebellar learning
(Najafi and Medina, 2013). First, spontaneously firing climbing
fibers provide ‘‘instruction’’ signals, even in the absence of
errors, causing a signal-to-noise problem that is inherent in
any spontaneously active system (Llinás et al., 1997). According
to cell-attached recordings, granule cells fire at 4.8 ± 1.3 Hz
under resting condition in awake mice (Chen et al., 2017). Thus,
parallel fiber synapses coincident with spontaneous complex
spikes become modified, since single Purkinje cells would
seem unlikely to differentiate spontaneous ‘‘noise’’ complex
spikes from ‘‘signal’’ complex spikes if their responses were
‘‘all-or-none.’’ Second, unlike simple spikes, the firing rate
of climbing fibers is low, implying that their capacity to
increase the information transmission by changing spiking
rates is limited (Kitazawa et al., 1998). Third, the plasticity of
parallel fiber synapses occurs on Purkinje cell dendrites. ‘‘All-
or-none’’ dendritic responses suggest that climbing fibers carry
only qualitative rather than quantitative information, which
significantly constrains the information capacity of climbing
fibers and the learning capacity of single Purkinje cells. Finally,
cerebellar learning suffers from the credit assignment problem
(Minsky, 1961; Suvrathan et al., 2016; Bouvier et al., 2018). To
learn well-timed and precise arbitrary movements, individual
Purkinje cells most probably require specific error signals and
learn heterogeneously. However, ‘‘all-or-none’’ climbing fiber
responses would make individual Purkinje cells unable to extract
specific error information from global error feedback.

GRADED CLIMBING FIBER RESPONSES
IN PURKINJE CELLS

It is necessary to reassess a neglected aspect of experimental
data reported in the last century that seemed to support

‘‘all-or-none’’ climbing fiber responses. Although neither
climbing fiber-evoked somatic complex spikes nor dendritic
spikes change by varying stimulus amplitude in the same
cells in vitro, their firing patterns vary significantly among
different cells and between recordings by different groups
(Eccles et al., 1966; Llinás and Sugimori, 1980; Hounsgaard and
Midtgaard, 1989). Observed complex spikes in vivo also show
quite variable firing patterns (Bell and Kawasaki, 1972; Gilbert,
1976; Armstrong and Rawson, 1979). Theoretically, several
factors can potentially reconcile these observations. Climbing
fiber responses in Purkinje cells exhibit individual variability.
The characteristics of Purkinje cells, such as excitability or
voltage, varies. Presynaptic climbing fiber input varies, although
Crill (1970) contested this. Do these factors really occur and
grade climbing fiber responses?

In recent years, the veil obscuring the complex nature
of climbing fiber responses has gradually lifted (Figure 3).
The somatic complex spike is voltage-dependent and shows
significant individual variability (Khaliq and Raman, 2005;
Monsivais et al., 2005). Later, Tal et al. (2008) and Rokni et al.
(2009) found that apart from somatic complex spike patterns,
dendritic Ca2+ influx also shows strong voltage-dependence
in slice preparations, characteristic of controversial bistability
(Loewenstein et al., 2005; Schonewille et al., 2006), and suggesting
that climbing fiber responses may be ternary rather than
binary. Similar findings were later confirmed in anesthetized rats
in vivo (Kitamura and Hausser, 2011). Ionic current modulation
is also shown to grade the amplitude and spikelet number
of dendritic spikes (Ohtsuki et al., 2012; Otsu et al., 2014).
Interestingly, although both somatic and dendritic responses
undergo modulation, conflicting observations have been made
regarding their interactions. The variation of dendritic spikes
had only a minimal role in regulating somatic output in
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FIGURE 3 | Schematic of factors modifying climbing fiber responses. From left to right, climbing fiber (cf) responses can be graded by voltage states, concurrent
synaptic input, cf-long-term depression (LTD), and spike numbers in a cf-burst. Compared with basal conditions (black): depolarization (blue), concurrent excitatory
synapse (orange), cf-LTD (purple) and cf-burst (red, manifested by cf epsc) increases, increases, decreases and increases dendritic Ca2+ influx respectively, by
modulating dendritic spikes. If concurrent synaptic input is inhibitory, changes are opposite (not illustrated here). For somatic complex spike changes, the existence
of both dashed and solid-colored traces suggests that complex spikes can exhibit bidirectional changes depending on the “state,” also implying that somatic
complex spikes are poor proxies for dendritic responses. Sketched according to Zang et al. (2018; the authors’ open access paper).

Callaway et al. (1995), Davie et al. (2008) and Rowan et al. (2018),
but not in Ohtsuki et al. (2012) or Otsu et al. (2014). The climbing
fiber-Purkinje cell synapses can also undergo LTD, which
modulates complex spike waveforms by reduced synaptic current
(Hansel and Linden, 2000). The capability of climbing fibers
in generating analog signals was further demonstrated by
Mathy et al. (2009). Depending on the phase of subthreshold
oscillations, single somatic action potentials in olivary neurons
can be translated into bursts of varying numbers of axonal spikes
in climbing fibers and then reliably conveyed to Purkinje cells.
Increasing spike numbers in climbing fibers modulate somatic
spike patterns, enhances dendritic spikes, and consequently
promote short-term and long-term plasticity at parallel fiber
synapses in Purkinje cells. More recently, Gaffield et al. (2019)
demonstrated that climbing fiber burst firing occurs in vivo
and this response can be modulated by behaviorally relevant
stimuli. Importantly, Purkinje cell dendrites can integrate this
burst firing into a graded Ca2+ response. In addition, complex-
spike doublets have been also shown to increase Ca2+ influx
compared with single complex spikes and have been suggested to
be ‘‘instruction’’ signals compared to spontaneous ‘‘noise’’ single
complex spikes (Titley et al., 2019).

On one hand, a growing body of experimental evidence
demonstrates the variability of climbing fiber responses, but
on the other hand, it fails to provide a systematic explanation
of somatic and dendritic spike initiation and variation and
leads to many conflicting observations that stymie delineation
of the functional role of climbing fibers in cerebellar learning.
Furthermore, limited information extracted from noisy in vivo
data by present experimental techniques (local field potential,
calcium imaging, voltage imaging), adds to the confusion. In a

recent experimental data-based theoretical study by Zang et al.
(2018), the biophysical mechanism of climbing fiber responses
at whole Purkinje cell scale was systematically investigated
(Figure 4). The somatic complex spike is a result of climbing
fiber synaptic current, intrinsic ionic currents, and axial currents
from the dendritic spike. Accordingly, it is subject to regulation
by climbing fiber firing patterns, voltage-dependent availability
of Na+ channels, and dendritic spike patterns.

In agreement with Ohtsuki et al. (2012) and Otsu et al. (2014),
dendritic spike patterns can modulate somatic spike outputs in
the model. The possible reason that Davie et al. (2008) and
Rowan et al. (2018) observed a minimal role of dendritic spikes
in regulating somatic firing patterns is that dendritic spikes
measured by single-site patch-clamps do not reliably represent
dendritic spike patterns in the complete dendrite. Zang et al.
(2018) reproduced the data of Davie et al. (2008) and showed
that the somatic complex spike hardly changes when a dendritic
spike is either completely local or propagates along a branch. On
the dendritic side, Ca2+ influx can be graded by climbing fiber
firing patterns, coincident background synapses, and voltage
states in an analog manner. The conflicting spatial range of
Ca2+ influx observed in different experiments can be accounted
for by different voltage states (Miyakawa et al., 1992; Zagha
et al., 2010; Kitamura and Hausser, 2011; Ohtsuki et al., 2012;
Otsu et al., 2014). On distal parts of Purkinje dendrites, there
are not only P-type voltage-dependent Ca2+ channels, but also
voltage-dependent K+ channels. Climbing fibers directly excite
and depolarize proximal smooth dendrites (Palay and Chan-
Palay, 1974; Roth and Häusser, 2001; Zang et al., 2018), but not
distal spiny parts. The axial current from the depolarization of
proximal parts constitutes the sole current source to depolarize
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FIGURE 4 | Occurrence of somatic and dendritic spikes. Climbing fiber responses at different sites of the Purkinje cell, including axon initial segment (AIS), soma,
proximal and distal dendrites. Each spikelet in the complex spike still initiates at the AIS. Reproduced from Zang et al. (2018; the authors’ open access paper).

distal parts and to reach the activation threshold of P-type Ca2+

channels.When dendritic membrane potential is hyperpolarized,
the large availability of K+ currents outweighs P-type Ca2+

current to ‘‘brake’’ the initiation of dendritic spikes in distal parts.
With depolarization, K+ currents inactivate and axial currents
can trigger dendritic spikes in the whole dendrite. Theoretically,
voltage-dependent climbing fiber responses also endow single
Purkinje cells with the ability to overcome the credit assignment
problem. Individual Purkinje cells can extract specific instruction
information according to their firing states (equivalent to voltage
states in vivo; Jelitai et al., 2016), even when they receive the same
climbing fiber signal.

GRADED ERROR SIGNALS IN
CEREBELLAR LEARNING

Although Purkinje cells and climbing fibers are capable of
encoding analog signals, does this really contribute to cerebellar
learning? As reported by Najafi et al. (2014b), sensory event-
triggered Ca2+ influx is larger than spontaneous Ca2+ spikes
to signal the occurrence of an unexpected sensory event.
Furthermore, Ca2+-based instruction signals in Purkinje cell
dendrites contain analog information that encodes the strength
of instructive stimuli trial-by-trial (Najafi et al., 2014a). In

another study, magnitudes of both plasticity and motor learning
are correlated with durations of complex spikes measured in
monkeys executing eye pursuit movements (Yang and Lisberger,
2014). On one hand, this finding is ground breaking, since it
demonstrated for the first time that climbing fibers can adjust
the instruction signal according to real-time movement errors.
However, the mechanism that realizes the analog instruction
signal remains unknown and requires further work. The authors
assumed that the analog instruction signal is encoded by the
number of spikes in climbing fibers (Mathy et al., 2009), ignoring
other factors contributing to complex spike duration, such as
firing states and background synapses in Purkinje cells (Kitamura
and Hausser, 2011; Rowan et al., 2018; Zang et al., 2018). On
the other hand, it remains unclear whether somatic complex
spikes are reliable proxies of dendritic Ca2+ influx in Purkinje
cells. Extracellular microelectrodes are usually used to extract
simple spikes and complex spikes in vivo. Nonetheless, complex
spike patterns are extremely variable in spikelet numbers and
durations (Warnaar et al., 2015; Tang et al., 2017), and cannot
be well separated, in most cases. Purkinje cell simple spike
firing rates show bidirectional modulation (i.e., increased or
decreased) during tasks (Yang and Lisberger, 2014; Herzfeld
et al., 2015; Chen et al., 2016; Jelitai et al., 2016). At high voltage
states (high firing rate), amplitudes of spikelets in complex
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spikes tend to decrease (Warnaar et al., 2015; Zang et al.,
2018) and they are prone to in vivo noise. Thus, it is easier to
sort complex spikes from Purkinje cells with low firing rates
compared to Purkinje cells with high firing rates, and this causes
unavoidable bias in statistical analyses. Sometimes, it is even
impossible to separate a complex spike with its subsequent
simple spike, when the complex spike lacks a significant pause.
This situation mainly occurs when there is only one dendritic
spikelet that fails to hyperpolarize dendrites (see Figure 6A in
Davie et al., 2008). Additionally, complex spike duration does
not linearly correlate with dendritic Ca2+ influx (Zang et al.,
2018), making the complex spike an unreliable proxy of dendritic
response even if it can be well separated. Finally, and most
importantly, the cellular mechanism of this short-term trial-by-
trial learning is still unclear and how it correlates with long-term
learning is unknown (Kimpo et al., 2014). Short-term plasticity
of parallel fiber synapses and dendritic excitability plasticity
may also be candidate mechanisms (Rancz and Häusser,
2006; Mathy et al., 2009; Ohtsuki et al., 2012; Regehr, 2012;
Grangeray-Vilmint et al., 2018).

Noticeably, theoretical studies have also started to test the role
of graded climbing fiber responses in cerebellar learning. Using
a cerebellar network model with necessary climbing fiber-evoked
burst-pause information in Purkinje cells (different with parallel
fiber-evoked burst-pause by Steuber et al., 2007), Luque et al.
(2019) found that parametric ‘‘pause’’ signals help to support
both early and consolidated vestibulo-ocular reflex learning.

LTD AND LTP IN CEREBELLAR LEARNING

Parallel fiber synapses exhibit bidirectional long-term plasticity
(Coesmans et al., 2004; Gallimore et al., 2018; Zamora Chimal
and De Schutter, 2018), i.e., depression and potentiation.
LTP is necessary to prevent suppression of all parallel fiber
synapses due to spontaneous activation of parallel fibers and
climbing fibers. Compared with LTP, LTD has a higher Ca2+

induction threshold, usually with a climbing fiber as the polarity
switch (Figure 5). However, climbing fiber activation is neither
sufficient nor necessary to trigger LTD, as evidenced by the
LTP triggered by climbing fiber-LTD (Coesmans et al., 2004),
and LTD triggered by strong parallel fiber stimulation alone
(Hartell, 1996). Mathy et al. (2009) required an even higher
threshold for LTD induction. Pairing of parallel fiber stimuli with
a climbing fiber burst triggers LTD of parallel fiber synapses,
but pairing of parallel fiber stimuli with a single climbing
fiber stimulus induces LTP. Recently it was shown that the
calcium threshold can slide rather than being constant (Piochon
et al., 2016). Pooling the data together, it is easy to find
that polarity of synaptic changes essentially depends on the
amplitude of dendritic Ca2+ influx relative to the threshold,
regardless of concurrent climbing fiber signals (Figure 5). In
the Albus-Ito theory, LTD of parallel fiber synapses forms the
unique cellular substrate of cerebellar learning, and LTP is
largely ignored (Not by Marr, 1969). Nonetheless, whether LTD
plays an essential role in cerebellar learning was questioned
strongly in recent years. In mutant mice with deficits in parallel
fiber-Purkinje cell LTD, there was no learning impairment in

FIGURE 5 | Ca2+-determined bidirectional plasticity of parallel fiber
synapses. Parallel fiber (pf)-LTD has a higher Ca2+ induction threshold
(usually induced by conjunctive pf and cf stimulation) than long-term
potentiation (LTP; usually induced by pf stimulation in isolation). Depending on
the dendritic Ca2+ influx, LTP can also be induced by conjunctive pf and cf
activation under the condition of cf-LTD, conjunctive inhibition by molecular
layer interneuron (MLI), or Purkinje cell (pc)-hyperpolarization. LTD can also be
induced by pf in isolation when dendritic spikes occur with strong pf
stimulation. Modified from Coesmans et al. (2004).

cerebellar coordination tasks, including adaptation of vestibulo-
ocular reflex, eyeblink conditioning, and locomotion learning
(Schonewille et al., 2011). The authors argued that LTD of
parallel fiber synapses was not essential for cerebellar learning.
However, Yamaguchi et al. (2016) demonstrated that LTD is
inducible by intensified conjunctive stimulation in the same types
of mutant mice, refuting previous arguments that questioned
the function of LTD in cerebellar learning. Obviously, the lack
of a standardized LTD stimulation protocol has caused many
conflicting results (Suvrathan et al., 2016; Bouvier et al., 2018;
Suvrathan and Raymond, 2018) and there is a lack of systematic
experimental evaluation of the effect of stimulation parameters
on the probability of plasticity induction (Zamora Chimal and
De Schutter, 2018). In a more recent study, by developing a
new optogenetic tool to transiently manipulate parallel fiber
synaptic plasticity, Kakegawa et al. (2018) demonstrated that
LTD is directly responsible for motor learning during horizontal
optokinetic response and vestibulo-ocular reflex.

Although LTD is demonstrably critical in cerebellar learning,
at least in some behavioral contexts, there is increasing
awareness that it is not the sole mechanism. Accumulating
evidence demonstrates that LTP of parallel fiber synapses also
functions in procedural learning (Schonewille et al., 2011;
Grasselli and Hansel, 2014; Gutierrez-Castellanos et al., 2017;
Romano et al., 2018). Consistent with cerebellar plasticity
rules in slice preparations [LTP usually induced by isolated
parallel fiber activation (Coesmans et al., 2004)], potentiation
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FIGURE 6 | “Motor clock” and “instruction” by climbing fibers. The phase (timing) of synaptic input in subthreshold oscillations is encoded by the number of axonal
spikes in a climbing fiber (cf), manifested by cf epsc. The burst can convert to dendritic spikes and modulate the Ca2+ influx to shift the polarity of synaptic changes
(top panel) as an “instruction” signal. Simultaneously, the burst can convert to somatic complex spikes and entrain downstream cerebellar nuclei neuron outputs to
initiate or modulate movement as a “motor clock” (bottom panel; Schematic, created by ourselves).

of parallel fiber synapses is prominent in Purkinje cells
with low complex activation probability (Romano et al.,
2018). Interestingly in another study, optogenetic activation
of molecular interneurons shifts the climbing fiber-induced
depression of parallel fiber synapses to potentiation in vestibulo-
ocular reflex learning (Rowan et al., 2018). This is the
first evidence to support climbing fiber-triggered LTP during
cerebellar learning, although abundant data support climbing
fiber-induced LTP in slice preparations. It is mechanistically
easy to understand that enhanced molecular interneuron spiking
reduces climbing fiber-triggered dendritic Ca2+ influx and
consequently shifts plasticity from LTD to LTP.

In cerebellum-related behaviors such as saccadic eye
movement (Herzfeld et al., 2015; Hong et al., 2016), self-paced
locomotion (Jelitai et al., 2016) and voluntary whisking (Chen
et al., 2016), Purkinje cells show bidirectional modulation of
their simple spike firing rates. Then a remaining, neglected,
critical question is to measure whether climbing fiber-
evoked Ca2+ influx is constrained to proximal dendrites in
Purkinje cells showing decreased firing rates, as observed
in vitro (Zagha et al., 2010; Otsu et al., 2014; Zang et al.,
2018). Even if Ca2+ influx is still global in Purkinje cell
dendrites, is it within the range of triggering LTP rather
than LTD? In other words, does the directional change
of Purkinje cell simple spike firing rates determine the

polarity of parallel fiber synaptic strength changes, with
LTD in ‘‘bursting’’ Purkinje cells, but LTP in ‘‘pause’’
Purkinje cells?

A recent study proposed synaptic plasticity rules that
strikingly contradict the current consensus of plasticity induction
to solve the credit assignment problem (Bouvier et al., 2018).
In their new rule, parallel fiber stimulation requires both
conjunctive perturbation (spontaneous) and post-erroneous
climbing fiber signals to induce LTD. With only conjunctive
perturbation or post-erroneous climbing fiber signals, parallel
fiber synapses undergo LTP or no change. In theory, this new
plasticity rule still works with the Ca2+ threshold-dependent
plasticity rule (Coesmans et al., 2004), but obviously more
experimental data are required to support this algorithm in
motor learning, since existing oculomotor control data do not
(Catz et al., 2005; Ke et al., 2009; Yang and Lisberger, 2014).

BRANCH-SPECIFIC DENDRITIC
RESPONSES AND LEARNING

Conventionally, dendritic trees are thought to just receive
synaptic inputs from presynaptic cells and to convey them
to the soma. In recent years, more and more experimental
data have uncovered local computation in neuronal dendrites
(Branco and Häusser, 2010; Cichon and Gan, 2015). In Purkinje
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cells, the parallel fiber synapses distributed on spiny dendrites
undergo synaptic plasticity. The spatio-variability of dendritic
Ca2+ influx determines the computational unit of climbing fiber
responses and constrains the learning capacity of individual
Purkinje cells. Although Ca2+ influx due to strong parallel
fiber-triggered dendritic spikes is constrained to branchlets
(Hartell, 1996; Rancz and Häusser, 2006), information about
spatio-temporal patterns of climbing fiber-evoked dendritic
responses has only become available in recent years. The
amplitude of dendritic Ca2+ signals was first shown to
increase with distance from the soma in anesthetized rats
(Kitamura and Hausser, 2011). This can be explained either by
increased surface-to-volume ratios or non-uniform distribution
of Ca2+ channels with distance from the soma. In the
physiologically detailed Purkinje cell model with homogeneous
distributed Ca2+ channels, dendritic Ca2+ influx increases
significantly with distance from the soma and shows significant
variations in different branchlets at similar distances (Zang
et al., 2018). As discussed above, the initiation of ‘‘out-of-
territory’’ dendritic spikes on distal dendrites relies on the axial
current from climbing fiber-depolarized proximal dendrites.
The morphology-dependent ratio of spiny dendrite capacitance
load to proximal climbing fiber input is uneven in Purkinje
cell dendrites, which causes inhomogeneous excitability of
individual branches. In agreement with this theoretical study,
the spatiotemporal variability of dendritic spikes has also
been observed in awake mice by voltage imaging (Roome
and Kuhn, 2018). Many factors can enhance the intrinsic
inhomogeneous excitability in vivo, including firing state-related
availability of K+ channels, concurrent synaptic input and
compartment-specific dendritic excitability plasticity (Kitamura
and Hausser, 2011; Ohtsuki et al., 2012; Zang et al., 2018).
The significant spatio-temporal variability of dendritic Ca2+

influx implies that both LTP and LTD can occur coincidently
at different dendritic branchlets of a Purkinje cell. This
spatio-temporal variability can be fine-tuned to modulate the
distribution of branchlet-specific synaptic changes, rather than
a homogeneous change. Accordingly, the learning capacity of
single Purkinje cells can be significantly increased, which may
be necessary for complex and arbitrary movement learning
(Bouvier et al., 2018).

THE OTHER SIDE OF THE SAME
COIN—CLIMBING FIBERS AS MOTOR
CLOCKS

In contrast to the idea of climbing fibers as teachers in
the Marr-Albus-Ito theory, an alternative view of their role
is to provide a ‘‘motor clock’’ function in the initiation
and timing of movements (Welsh et al., 1995; Llinás et al.,
1997). Olivary neurons exhibit subthreshold oscillations, and
neighboring neurons are coupled by gap junctions to help
synchronize their outputs (Leznik and Llinás, 2005). Each
climbing fiber also forms synapses on 5–10 Purkinje cells
along the parasagittal direction. All these factors facilitate
synchronization of complex spikes among neighboring Purkinje

cells and spatio-temporally organize the output of Purkinje
cell ‘‘microzones’’ (targeting the same cerebellar nucleus
neuron). The ability to initiate or modulate movement seems
to depend on synchronization of complex spikes in the
Purkinje cell ‘‘microzone’’ rather than changes of complex
spike firing rates (Llinás et al., 1997; Hoogland et al.,
2015). Powerful climbing fiber synaptic current guarantees
reliable conversion from synchronous climbing fiber input
(‘‘timing’’ signal) to synchronous complex spikes in Purkinje
cells. First, climbing fibers evoke complex spikes immediately,
which fits perfectly the high temporal precision required for
the cerebellum to initiate or coordinate muscles. Second,
although complex spike duration and spikelet number vary
significantly under different conditions, the timing of the
first several spikelets is relatively constant (Warnaar et al.,
2015; Zang et al., 2018). This enables the timing and rate
of spikes of cerebellar nuclei neurons efficiently entrained by
synchronized presynaptic inputs from their upstream Purkinje
cell ‘‘microzone’’ (Person and Raman, 2011). The view of
climbing fibers as ‘‘motor clocks’’ is supported by some recent
data. By simultaneously recording cerebellar nuclei neuron
activities and complex spikes, Tang et al. (2019) observed
inhibition of cerebellar nuclei neurons after complex spikes,
with the degree of inhibition dependent on the synchrony
among complex spikes. Delayed and attenuated co-activation of
complex spikes have also been suggested to cause changes in the
timing and execution of both complex and reflex movements
(Hoogland et al., 2015).

Is there any connection between the ‘‘motor clock’’ signal
and instruction signal? The finding by Mathy et al. (2009) of
climbing fiber bursting may well reconcile these two functions
(Figure 6). The number of spikes in the climbing fiber burst
depends on the phase of olivary subthreshold oscillations and
can be read out by complex spike spikelet numbers and dendritic
spikelet numbers in Purkinje cells. On one hand, the oscillatory
phase of olivary neurons is converted to climbing fiber bursting
and is then reliably transmitted to cerebellar nuclei neurons
via complex spikes (Tang et al., 2019) to initiate or modulate
movements. On the other hand, climbing fiber bursts can shift
the probability of inducing short-term and long-term plasticity
at parallel fiber synapses. However, this demonstrates what
climbing fibers can do, rather than what they actually do.
Further research is required to decipher whether the system is
degenerate (Edelman and Gally, 2001), with both climbing fiber
modes working simultaneously to improve motor performance,
or whether the two modes are specific to particular cerebellar
regions or distinct behaviors.

CONCLUSIONS

Despite the growing awareness of multisite learning (Gao et al.,
2012), climbing fiber-induced LTD and LTP in the cerebellar
cortex may still comprise the backbone of cerebellar learning,
especially now that climbing fibers have been demonstrated to
be a versatile instructor. The ongoing activity-dependent analog
instruction signal undoubtedly increases the learning capacity of
the cerebellum.
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Recent studies demonstrate that after classical conditioning the conditioned stimulus
(CS) triggers a delayed complex spike. This new finding revolutionizes our view on the
role of complex spike activity. The classical view of the complex spike as an error signal
has been replaced by a signal that encodes for expectation, prediction and reward. In
this brief perspective, we review some of these works, focusing on the characteristic
delay of the response (∼80 ms), its independence on the time interval between CS
and the unconditioned stimulus (US) and its relationship to movement onset. In view
of these points, we suggest that the generation of complex spike activity following
learning, encodes for timing of movements onset. We then provide original data recorded
from Purkinje and cerebellar nuclei neurons, demonstrating that delayed complex spike
activity is an intrinsic property of the cerebellar circuit. We, therefore, suggest that
learning of classical conditioning involves modulation of cerebellar circuitry where timing
is provided by the inferior olive and the movement kinematic is delivered by the cerebellar
nuclei projection neurons.

Keywords: cerebellum, classical conditioning, complex spike, inferior olive, Purkinje neurons

INTRODUCTION

Classical conditioning is a wildly studied paradigm in cerebellar research. Numerous studies have
shown that the conditioned stimulus (CS) is transmitted by mossy fibers (MFs) to the cerebellar
cortex whereas the unconditioned stimulus (US) is delivered by climbing fibers. Furthermore,
the probability for climbing fiber response to the US is significantly reduced after learning. This
learning-dependent modification gave rise to the idea that complex spike is an error signal. In
recent years, new evidence show that after learning complex spikes appear after the CS and
before the US (Nicholson and Freeman, 2003; Ohmae and Medina, 2015; ten Brinke et al., 2015,
2017, 2019), suggesting that the complex spike evoked by the CS provides additional information
(Ohmae and Medina, 2015; Heffley et al., 2018; Popa et al., 2019; Streng et al., 2018).

Ohmae and Medina (2015) and ten Brinke et al. (2019) both recorded Purkinje neuron (PN)
activity in head restrained mice before and after eye-blink conditioning. PNs were considered
to be eyelid-related if they reliably responded with complex spikes to the US. In both studies,
after training the CS was followed by a complex spike with a delay of ∼80 ms (Figures 1A1–A3).
Moreover, Ohmae and Medina (2015) show that the delay to the complex spike is independent of
the interval between the CS and the US (Figure 1B) and this is further supported by the work of
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ten Brinke et al. (2019) that used a different interval between the
CS and the US. Together, these two studies show that the delay of
the complex spike evoked by the CS is not related to the timing
of the US.

In our view, this interesting finding sets the stage for two
questions: first, of course, is what is this signal telling the brain?
Is it a prediction signal that an US is about to occur? Is it a
reward signal, if you behave you will avoid unpleasantness? Or
is it an instruction signal: start to move now or else! Second,
what and how is the circuit modified during learning to enable
a complex spike response after the CS. Ohmae and Medina
(2015) addressed the first question and suggested that before
training the complex spike signals the novelty of a stimulus and
after training it serves as a prediction error signal. ten Brinke
et al. (2017) addressed the second question and suggested that
the formation of MF axon collaterals is the necessary circuit
modulation responsible for the generation of the CS evoked
complex spike (ten Brinke et al., 2017).

In this brief perspective, we scan trough classical conditioning
studies, focusing on two points. First, the initiation of movement
that like the timing of the CS evoked complex spikes, is
independent of the CS-US interval. Second, the kinematics of
the movement is highly correlated with both the reduction in
firing of PN and the increased firing of cerebellar nuclei (CN)
neurons and that both are modified by the CS-US interval. We
then show some results demonstrating that in anesthetized naïve
animals delayed complex spikes can be elicited by stimulating
either the MFs or the inferior olive (IO). Finally, we propose
that the learning of classical conditioning involves modulation of
the cerebellar circuitry where the climbing fibers provide timing
of movement onset while PN via cerebellar projection neurons,
provide the necessary information for movement kinematics.

CEREBELLAR ACTIVITY DURING
LEARNED CONDITIONED RESPONSE

Cerebellar Activity Preceding Movement
Onset
A thorough analysis of the eyelid movement during classical
conditioning have been performed in many studies (Chettih
et al., 2011; Halverson et al., 2015; ten Brinke et al., 2017),
focusing on the time of the peak response and/or the time
of maximal velocity or acceleration. Only few studies directly
address the time of movement onset. On one hand this is rather
surprising as there is a general consensus that the cerebellum is
deeply involved in movement coordination, namely providing
timing information. On the other hand, successful learning
implies that the eyelid will close at the time of the US and
therefore time of maximal closer seems more appropriate.
However, we carefully examined published traces of eyelid
movements and the impression is that the onset time of the
movement is independent of the CS-US interval and seems to
occur at a delay of ∼100 ms from the CS (Heiney et al., 2014;
Ohmae and Medina, 2015; Siegel et al., 2015; ten Brinke et al.,
2015). This impression is supported by the work of Chettih et al.
(2011), one of the few works that studied the kinematic of the

response. In their study they conclude that ‘‘. . . mice appear
to achieve precise timing by regulating the velocity, but not the
onset latency of the eyelid movement.’’ This is demonstrated in
Figure 1C, where traces of eyelid position in four different CS-US
intervals are superimposed. Indeed, the movement onset latency
(∼100 ms) is independent of the CS-US interval. In a later work
Ohmae and Medina (2015) differentiate early and late onset
of movement (Figure 1D) where movement onset was defined
by a threshold of eyelid velocity. However, careful examination
of their results reveals that the time of movement onset of
both early and late response is very similar. Thus, it seems
likely that after learning, both the complex spike and the onset
time of the eyelid movement occur after a relatively constant
delay that is independent of the CS-US interval. Consequently,
it is tempting to suggest that the CS evoked complex spike
actually provide timing for movement initiation. This possibility
is further supported by the results presented in Figure 1B,
demonstrating a rear case where two different CS-US intervals
where used and the movement onset time of the longer interval is
somewhat delayed. Surprisingly, the time of the complex spike is
also delayed and to a similar extent (Movement onset delayed by
∼15 ms and peak of histogram is delayed by a single 10 ms bin).

Cerebellar Control of Movement
Kinematics
Large body of electrophysiological studies demonstrate that
learning of eye blink response is associated with a reduction in
simple spike activity of PN (ten Brinke et al., 2015; Jirenhed
and Hesslow, 2016; Jirenhed et al., 2017; Halverson et al., 2018).
Whether it is due to long term depression of parallel fibers
input (Alba et al., 1994; Kim and Thompson, 1997; Koekkoek
et al., 2003) or increase activity of molecular layer inhibitory
interneurons (ten Brinke et al., 2015) or both, is still debated
(Schonewille et al., 2011), but the relationship with movement
kinematic is highly correlated. This is best demonstrated in the
work of Mauk and his colleagues (Halverson et al., 2015) where
the reduction in PN simple spike activity was correlated with
the movement kinematics. An example shown in Figure 1E,
where PN simple spike activity was measured in four different
CS-US intervals. It is clear that the slower movement (longer
CS-US interval) is associated with slower reduction in PN firing.
However, the reduction in simple spike activity starts at the
same delay from the CS (∼90 ms) and again independent of the
CS-US interval.

The reduction in simple spike firing should affect the
firing of CN projection neurons. Indeed, ten Brinke et al.
(2019) characterized the firing pattern of CN in response to
CS. As shown in Figures 1F1,F2 the CN neurons respond
to CS with a characteristic short pause in firing that occurs
after a delay of 70–100 ms and is followed by an increase
in firing rate that lasts up to the US and beyond, highly
correlated with the movement parameters. They suggest that
the pause elicits rebound excitation that has been shown to
mediate motor activity (Witter et al., 2013). However, the
pause seems identical while the firing rate is highly variable
along with the movement, suggesting a significant contribution
from the reduction in PN simple spike activity. The interesting
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FIGURE 1 | Cerebellar activity after eye-blink conditioning and related movement kinematics. (A1) Eyelid movements (FEC, fraction eyelid closure, presenting
mean ± standard deviation, SD as shaded region) and example of simultaneously recorded Purkinje neuron (PN) activity in trials with unexpected periocular air puff.
Complex spikes are marked with orange circle and their corresponding raster plot is presented below. (A2) Similar to (A1) but using paired LED and periocular air
puff. (A3) Peristimulus time histograms (bin size = 10 ms) for the complex spikes fired in the trials corresponding to the two raster plots in (A1) and (A2; Ohmae and
Medina, 2015). (B) Upper panel: normalized eyelid traces. Lower panel: comparison of population-averaged complex spike activity in mice trained with a 220-ms
inter spike interval (ISI 220) and a mouse trained with a 370-ms ISI (ISI 370). Adapted from Ohmae and Medina (2015). (C) Average eyelid position, for mice trained
with four different ISIs. Adapted from Chettih et al. (2011). (D) Upper panel: normalized eyelid traces. Lower panel: comparison of population-averaged complex
spike activity in trials with early-onset and late-onset CR movements. Numbers in parentheses indicate the number of cells recorded. Adapted from Ohmae and
Medina (2015). (E) Representative examples of eyelid (Right) and Purkinje recordings during four behavioral conditions that involved single ISIs of 200, 250, 500 and
700 ms. For each panel, a waterfall plot of all behavioral responses in the session is shown at right. For these plots, each sweep represents the response from an
individual trial, first trial in front. Upward deflection represents closure of the eyelids. For each sweep the pre-conditioned stimulus (CS) portion is shown in dark gray,
the time during which the CS was present is shown in black, with the post-unconditioned stimulus (US) portion of each response shown in light gray. With this
arrangement, all eyelid responses during the black portions of the trace are CRs. The average response during the paired CS-US trials over the entire session is
shown as a single sweep above the raster plots. For the raster plots, where the first trial is on the bottom row, each dot represents the simple-spike recording from
that PN. The trials are aligned such that the CS duration is shown by the gray rectangle. These data are from four different PNs and their responses are
representative of those observed for the four different ISIs. Adapted from Halverson et al. (2015). (F1) Combined raster plot for 12 CN neurons, ordered by the
latency of their CS pause in spike activity. (F2) Relative spike rates corresponding to the cells shown in (F1). (F3) CS pause latency plotted against the latency at
which the CR passes 5% eyelid closure for 45 cells (ten Brinke et al., 2017). (G1) Superimposed voltage traces from an oscillating IO neuron. Single pulse of light
elicits an IPSP in different phases of the subthreshold oscillations. (G2). Three traces with trains of light stimulation given at 12.5 Hz for three different durations (0.8,
1.6 and 2.4 s). Sub-threshold oscillations were blocked for the entire duration of the train. With longer trains, the complete recovery of the sub-threshold oscillations
amplitude occurs after variable delays (Lefler et al., 2014).

observation is that delay to the pause is highly correlated with
movement latency (Figure 1F3), thus strongly supporting the
possibility that complex spikes triggered by the CS encode
movement initiation.

Summary and Suggestions
Summarizing this brief review demonstrates that classical
conditioning is associated with the appearance of a complex
spike in response to the CS. All these studies agree that
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these findings argue against the error signal paradigm and
propose an additional or alternative role for the complex spike.
We focus our review on the movement kinematic, providing
evidence, whereas movement velocity is higher at shorter
CS-US intervals, and movement initiation is independent of the
interval. Thus, we propose that cerebellar learning of classical
conditioning involve two mechanisms: learning to initiate a
movement and learning the kinematics of the movement.
The CS evoked complex spike signals movement onset that
occurs 20 ms after the complex spike. This delay can easily
be accounted for by the path from the CN neurons to the
motor system that activates the eyelid muscles. The decrease in
simple spike activity and the resultant increase activity of CN
neurons control movement kinematics, where longer intervals
are associated with slower movement, insuring eyelid closer at
the right time.

CEREBELLAR CIRCUITRY ENABLING CS
EVOKED DELAYED COMPLEX SPIKE
RESPONSE

Understanding the circuitry that is responsible for the CS evoked
complex spikes shall pave the way to decipher at least one aspect
of the learning mechanisms, the timing of movement initiation.
The two main inputs to the cerebellum are the MFs originating
in the pontine nucleus, and the climbing fibers, originating in the
IO. It is commonly accepted that the CSmainly activatesMFs and
that the US primarily activates the IO. Thus, the appearance of a
complex spike in response to a CS represents changes within the
olivo-cerebellar system.

In their work, ten Brinke et al. (2019) review different circuit
pathways that may explain the circuit modifications giving rise
to the CS evoked delayed complex spike. Their main suggestion
is that during learning there is an outgrowth of MF collaterals
to the CN (Boele et al., 2013). Thus, after learning, the MFs that
are activated by the CS strongly activate specific CN projection
neurons. These CN neurons activate the IO indirectly via the
mesodiencephalic junction (MDJ). They support this hypothesis
by showing that electrical stimulation in the CN can elicit EPSPs
in IO neurons with a delay of 38.2 ± 14.2 ms (Bazzigaluppi
et al., 2012). Although this suggestion is indeed intriguing, it
requires synaptic specificity that has not been demonstrated.
Moreover, if learning involves generation of new connections,
how can it explain the observed fast extinction? (Medina et al.,
2002). In addition, the delay from CN stimulation to the
generation of complex spike is insuffcient to account for the
80 ms delay observed. Even if we add about 15 ms to account
for the delay between the CS and the activation of the CN
and 5 ms for the delay between the IO and PN, we are still
too short.

We, therefore, suggest that the generation of the delayed
complex spike reflects changes within the CN, particularly
in the inhibitory projection neurons, and that the delayed
complex spike is due to resetting of the olivary activity by the
inhibitory input. To examine this possibility, we characterized
the responses of PN and CN neurons to either MF or IO

stimulation in anesthetized (Ketamine/Xylazine) mice. The MF
and the IO were either electrically or optogenetically stimulated,
the MF at the medial cerebellar peduncle and the IO was
directly stimulated.

Recording from PNs reveals that as expected, stimulating
the MF triggered simple spikes that appear after a delay of
4.75 ± 0.89 ms (n = 8). Interestingly, similar to the work of
Bazzigaluppi et al. (2012), on some occasions, this response was
followed by a complex spike after a delay of 37.56 ± 7.74 ms
(n = 3, Figure 2A). This relatively prolonged delay, is likely to
represent recurrent circuitry via the MDJ (see Figure 2B) as
suggested by ten Brinke et al. (2019). However, as stated above, it
can not account for the 80 ms delay of complex spikes evoked
by the CS (see table in Figure 2B). Similarly, stimulating the
IO resulted in direct activation of the climbing fibers evoking
complex spikes after a short delay (5.15 ± 1.23 ms, Figure 2C1).
Unexpectedly, in several cases an additional complex spike
appeared after prolonged delay of ∼75 ms (Figure 2C2, n = 7;
mean ± standard deviation 76.22 ± 17.25 ms). This delayed
response was observed also in PNs that did not directly respond
to the stimulus (Figure 2C3). Furthermore, in few occasions the
response was characterized by rhythmic activity at a frequency
of ∼5 Hz, well within the frequency of olivary subthreshold
activity (Figure 2D).

To further characterize this rhythmic IO response and
keeping in mind that several tens of PNs converge onto one
CN neuron (Najac and Raman, 2017; Yarden-Rabinowitz and
Yarom, 2017), we recorded intracellularly from CN neurons
while activating the IO. Indeed, rhythmic bursts of inhibition
were occasionally observed in response to IO stimulation
(Figure 2E). In accordance with the delayed complex spikes
in PNs, the delay to the first peak of inhibitory response was
∼70 ms (Figure 2E1). It should be noted that the frequency
of these events (∼7 Hz) within the frequency of olivary
subthreshold activity. In the presented example IO stimulation
directly activated the CN neuron (Figure 2E1, black arrow).
Moreover, each of the delayed inhibitory response is always
preceded by small, depolarizing signal (black arrow, Figure 2E2)
that represent direct olivary input to CN neurons (van der
Want et al., 1989). The absence of strong inhibitory response
following direct activation of the IO suggests that only a small
number of olivary neurons were activated by the stimulus.
On the other hand, the inhibitory delayed response suggests
that it is associated with a large number of IO neurons.
Thus, robust delayed olivary activity can be triggered by direct
olivary stimulation and it is likely to reflect feedback activation
of a larger population of neurons compared to the directly
activated neurons.

PROPOSED MECHANISM OF CLASSICAL
CONDITIONING

In view of this brief description, it is tempting to consider the
possibility that the delayed complex spike is an intrinsic property
of the olivo-cerebellar network. However, the olivo-cerebellar
loop is a rather temporally compact system, hence, where in the
circuit can such a long delay emerge? One possible candidate is
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FIGURE 2 | Cerebellar activity in response to mossy fiber (MF) and IO stimulation in naive mice and proposed mechanism. (A) five superimposed voltage responses
recorded from a PN during MF stimulation (Blue bar) placed at the medial cerebellar peduncle and the corresponding raster plot. In all the panels orange stars and
black circles represent complex spikes and simple spikes, respectively. (B) Possible pathway of MF evoked delayed complex spike response as suggested by ten
Brinke et al. (2019) and a table summarizing the delays in the diagram. Delay values are collected from our recordings unless indicated otherwise. ∗(Ruigrok and
Voogd, 1995) ∗∗(Bazzigaluppi et al., 2012) and ∗∗∗(Shinoda et al., 2000). MDJ, mesodiencephalic junction. (C1–C3) Three different types of PN responses to IO
stimulation (Blue bar), five superimposed traces and the corresponding raster plots are plotted for each type of response. Direct complex spike activation (C1, ∼5 ms
delay), direct complex spike activation and a delayed response (C2, ∼5 and ∼75 ms delay) and only delayed complex spike (C3, ∼80 ms). (D) Rhythmic complex
spike response to IO stimulation (Blue bar), five superimposed traces and the corresponding raster plots are plotted. (E) Rhythmic inhibitory bursts recorded from CN
neurons in response to IO stimulation (Blue bar), five superimposed traces and the corresponding raster plots are plotted. (E1) Higher resolution of the gray rectangle
displayed in (E). Black arrow indicates direct activation of CN neuron (∼5 ms). (E2) Higher resolution of the orange rectangle displayed in (E). Black arrow indicates
short excitation preceding burst of inhibitory inputs. (F) Suggested pathway of CS evoking delayed complex spike response after learning.
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the inhibitory input from CN inhibitory projection neurons (also
referred to as nucleo-olivary neurons, NO) that innervate the IO.
This inhibition closely controls the functional architecture of the
nucleus as was shown in an in vitro study (Lefler et al., 2014). This
study demonstrated that the activation of the inhibitory input is
sufficient to block the subthreshold activity in the IO as well as to
reset the rhythm phase (Figures 1G1,G2), thereby introducing a
significant delay between activation time of NO neurons and the
spiking activity in the IO.

Accordingly, we propose the following sequence of events
that lead to classical conditioning. In a nutshell, CS activates the
IO neurons (Ju et al., 2019; Rasmussen, 2019) but the number
of activated cells, as well as the reliability of the response, is
rather weak. After training the same stimulus reliably activates,
after a considerable delay and via the NO, a large population
of olivary neurons. This possibility is schematically illustrated in
Figure 2F. Before training (left panel) the CS (Light) activates
a small number of olivary neurons (Green), that in addition to
activating the PNs, also innervate the NO projection neurons (De
Zeeuw et al., 1997). However, under naïve conditions, the NO
neurons are inhibited by the PN preventing them from delivering
a significant output to the IO. After learning (right panel), there
is a reduction in PN activity, commonly accepted paradigm
of cerebellar learning. This reduction relieves the NO neurons
from inhibition, consequently, the IO input to the NO neurons
becomes more efficient and more reliably activates the NO
neurons. Again, the involvement of the inhibitory feedback of
the NO in cerebellar learning processes has been well established
(Andersson and Hesslow, 1987; Andersson et al., 1988; Llinás
and Welsh, 1993). As a result, the feedback inhibition to the
IO resets the olivary activity and thus, synchronously activates a
large population of IO neurons (red cells) at a delay of 70–80 ms.

To conclude, recent classical conditioning studies presented
the emergence of a delayed complex spike response following a
CS. Reviewing evidence in the literature implies that this delayed
complex spike response signals the initiation of movement
whereas the kinematics of the movement that is acquired
during learning is determined by Purkinje and CN neuronal
activity. Our presented data argue that the delayed complex
spike is a result of modifications in the activity of CN inhibitory
projection neurons and not a result of a feedforward excitation
viaMFs.
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The cerebellum is involved in sensorimotor, cognitive, and emotional functions through
cerebello-cerebral connectivity. Cerebellar neurostimulation thus likely affects cortical
circuits, as has been shown in studies using cerebellar stimulation to treat neurological
disorders through modulation of frontal EEG oscillations. Here we studied the effects
of different frequencies of cerebellar stimulation on oscillations and coherence in the
cerebellum and prefrontal cortex in the urethane-anesthetized rat. Local field potentials
were recorded in the right lateral cerebellum (Crus I/II) and bilaterally in the prefrontal
cortex (frontal association area, FrA) in adult male Sprague-Dawley rats. Stimulation
was delivered to the cerebellar vermis (lobule VII) using single pulses (0.2 Hz for 60 s),
or repeated pulses at 1 Hz (30 s), 5 Hz (10 s), 25 Hz (2 s), and 50 Hz (1 s). Effects
of stimulation were influenced by the initial state of EEG activity which varies over
time during urethane-anesthesia; 1 Hz stimulation was more effective when delivered
during the slow-wave state (Stage 1), while stimulation with single-pulse, 25, and 50 Hz
showed stronger effects during the activated state (Stage 2). Single-pulses resulted
in increases in oscillatory power in the delta and theta bands for the cerebellum, and
in frequencies up to 80 Hz in cortical sites. 1 Hz stimulation induced a decrease
in 0–30 Hz activity and increased activity in the 30–200 Hz range, in the right FrA.
5 Hz stimulation reduced power in high frequencies in Stage 1 and induced mixed
effects during Stage 2. 25 Hz stimulation increased cortical power at low frequencies
during Stage 2, and increased power in higher frequency bands during Stage 1.
Stimulation at 50 Hz increased delta-band power in all recording sites, with the strongest
and most rapid effects in the cerebellum. 25 and 50 Hz stimulation also induced
state-dependent effects on cerebello-cortical and cortico-cortical coherence at high
frequencies. Cerebellar stimulation can therefore entrain field potential activity in the
FrA and drive synchronization of cerebello-cortical and cortico-cortical networks in a
frequency-dependent manner. These effects highlight the role of the cerebellar vermis in
modulating large-scale synchronization of neural networks in non-motor frontal cortex.
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INTRODUCTION

There has been growing evidence supporting cerebellar
involvement in cognitive and affective functions
(Hoppenbrouwers et al., 2008; Strick et al., 2009; Bostan et al.,
2013). The cerebellum may promote synchronization of large-
scale networks and influence extra-cerebellar networks through
multiple cortical and subcortical projections (Courtemanche
et al., 2013; Farzan et al., 2016). The cerebellum shows regional
variations in its relatively uniform circuitry (Cerminara et al.,
2015) and, through its wide connectivity, can modulate specific
circuits involved in motor control, cognition, and affect
(Schmahmann, 2004, 2019). Because of its contribution to
several neurological disorders and its extensive connectivity with
extra-cerebellar structures, the cerebellum has been used as a
therapeutic target for non-invasive stimulation techniques such
as transcranial magnetic stimulation (TMS) and transcranial
direct current stimulation (tDCS) (Hoppenbrouwers et al.,
2008; van Dun et al., 2017, 2018). Stimulation of the vermis,
the most medial region of the cerebellum, results in positive
effects on cognition and mood associated with modulation of
frontal oscillations (Schutter et al., 2003; Schutter and van Honk,
2006, 2009; Demirtas-Tatlidede et al., 2010). Stimulation of the
fastigial nucleus (FN) following middle cerebral artery occlusion
and chronic mild stress in rats also improves neuroprotection
by suppressing death of cerebellar Purkinje cells and alleviates
depressive-like behaviors (Zhang et al., 2017). Stimulation of the
FN also affects local field potential (LFP) oscillations in the frontal
cortex of anesthetized cats, where high frequency stimulation
attenuates slow rhythms, and enhances 20–40 Hz oscillations
(Steriade, 1995). Low frequency FN stimulation (1 Hz) was also
shown to inhibit epileptogenic activity in the rat (Wang et al.,
2008), while stimulating lateral cerebellar projections at 2 Hz has
been shown to rescue medial frontal cortex delta activity in a rat
model of schizophrenia (Parker et al., 2017).

Brain imaging studies in humans have demonstrated
functional connectivity between the cerebellum and prefrontal
cortex (PFC) (O’Reilly et al., 2009; Buckner et al., 2011; Sang
et al., 2012; Farzan et al., 2016). The underlying connections
have also been well characterized in non-human primates (Kelly
and Strick, 2003; Strick et al., 2009) and rodents (Watson et al.,
2009, 2014; Suzuki et al., 2012) using neuroanatomical and
electrophysiological approaches. In the urethane-anesthetized
rat, stimulation of the medial PFC (prelimbic cortex; PrL)
evoked responses in the contralateral vermis (lobule VII), while
stimulation of the fastigial nucleus resulted in evoked potentials
in the PrL, indicating reciprocal long-range interactions between
the medial PFC and medial cerebellum (Watson et al., 2009,
2014). Watson et al. (2014) also observed synchronous LFP
activity in the theta range (5–10 Hz) between the fastigial nucleus
and PrL during active locomotion and at rest.

Coherent synchronization of rhythmic neuronal population
activity between distant cortical regions is thought to
reflect mechanisms that enhance communication between
structures, and that coordinate contributions of brain regions to
sensorimotor integration and cognitive function (Engel et al.,
2001; Fries, 2015). There is growing interest in understanding

how cerebello-cortical network interactions synchronize to
modulate higher-order functions. The dorsolateral PFC and
the vermis have been implicated in the pathogenesis of several
neurological disorders (Baxter et al., 1989; Andreasen et al., 1996;
Maeda et al., 2000a; Andreasen and Pierson, 2008; Koenigs and
Grafman, 2009; Fatemi et al., 2012). Anatomical evidence in
monkeys (Kelly and Strick, 2003) and functional connectivity
studies in humans (Buckner et al., 2011; Farzan et al., 2016) have
demonstrated pathways mediating communication between the
vermal lobule VII and dorsolateral PFC. However, little is known
concerning the frequencies of activity that promote coherent
LFP oscillations in these structures most effectively, and to what
extent the induction of coherent LFP activity may depend on the
initial oscillatory state.

In the current study, we investigated the effects of various
frequencies of cerebellar vermis stimulation on the power
and coherence of LFP oscillations in Crus I/II of the right
lateral cerebellum (RCb) and bilateral dorsolateral PFC (frontal
association area; FrA) in the urethane-anesthetized rat. Urethane
is permissive to oscillations, and results in cyclic alternations
between states similar to slow-wave nREM sleep and active REM
sleep (Clement et al., 2008; Ros et al., 2009). Based on previous
anatomical and functional connectivity studies (Akgören et al.,
1996; Kelly and Strick, 2003; Buckner et al., 2011; Farzan
et al., 2016), stimulation of the vermis was expected to strongly
modulate LFP activity in the FrA and in the RCb. Stimulation was
delivered to the most superficial layer of the cerebellar cortex to
activate Purkinje cells (PCs) that project to the fastigial nucleus,
which can modulate cortical areas via the thalamus and the
cerebellar hemispheres via parallel fibers (Akgören et al., 1996;
Lisberger and Thach, 2013). Inhibitory interneurons would also
likely be activated by stimulation, which could result in complex
frequency-specific interactions (Dugué et al., 2009). The goals of
this study were to (1) characterize spontaneous LFP activity in the
lateral Cb and bilateral dorsolateral PFC [FrA in the rat; (Uylings
et al., 2003)] as well as coherence within this network during
urethane-anesthesia, (2), assess the effectiveness of different
frequencies of vermal stimulation in inducing changes in power
and coherence in LFP activity in the lateral Cb and FrA, and
(3), determine how slow-wave and activated stages of urethane
anesthesia may modulate the responsivity of the network to
stimulation. Lower frequencies of stimulation were expected to
have a greater impact on slow oscillatory activity and coherence,
and higher frequencies were expected to drive cortical beta and
gamma oscillations (Steriade, 1995; Schutter et al., 2003; Schutter
and van Honk, 2006; Wang et al., 2008; Parker et al., 2017).

MATERIALS AND METHODS

Surgery
Six adult male Sprague-Dawley rats were used in this study. The
anesthesia procedures were the same as used by Frederick et al.
(2014). Briefly, rats were anesthetized with a 5% isoflurane and
95% oxygen mixture, and a catheter was placed in the jugular
vein. Urethane (0.8 g/ml) was then administered intravenously
to maintain anesthesia, and level of anesthesia was verified by
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ensuring that the foot-withdrawal reflex was absent throughout
the experiment. Rats were placed in a stereotaxic apparatus
and a regulated heating pad and insulating blanket were used
to maintain body temperature near 37◦C. All procedures were
in accordance with the guidelines of the Canadian Council on
Animal Care and approved by the Concordia University Animal
Research Ethics Committee.

The skin was cut to expose the skull and a 2–2.5 mm
craniotomy was performed in the occipital bone over the right
cerebellar Crus I/II lobule. Holes were also drilled bilaterally
over the FrA, and over the cerebellar vermis lobule VII. Bipolar
electrodes, constructed from Teflon-coated stainless-steel twisted
wire (125 µm tip diameter, with tips 1 mm apart in depth), were
anchored to the stereotaxic apparatus. The stimulation electrode
was inserted into the vermis lobule VII (AP -13.0; ML 0; V 3.3),
and recording electrodes were inserted into the FrA (AP 4.7;
ML ± 1.8; V 2.2). The recording electrode in the right Crus I/II
was inserted at a 45◦ angle, 3.2 mm lateral from the midline, to a
depth of 1 mm from the surface of the cerebellum (Figure 1A).
The stereotaxic apparatus was grounded, and a bare stainless-
steel reference electrode (5 mm long) was placed between the
skull and the surface of the temporal lobe. Two monopolar
recordings and one bipolar differential recording were obtained
from each site. Both types of recordings can be used to record
LFP activity yet electrode placement must be aligned to a
dipole to obtain an optimal bipolar signal (Buzsaki et al., 2012).
Bipolar recordings were thus used when the signal amplitude was
optimal, otherwise monopolar recordings were used.

Recording Procedures
Recordings in each animal were initiated with a 2 min recording
of spontaneous baseline LFP activity in the RCb and FrA.
LFP signals were band-pass filtered between 0.01 and 500 Hz,
amplified (x1000; A-M Systems Model 1700), and digitized
onto the computer’s hard drive at a sampling rate of 1024 Hz
using SciWorks software (Datawave Technologies, Loveland, CO,
United States). LFPs were recorded bilaterally in the FrA in
three animals, in the left FrA (LFrA) in one animal, and in
the right FrA (RFrA) in two animals. Each recording trial, in
which a different stimulation frequency was tested, lasted 2 min.
Following a 30 s baseline period, stimulation was delivered
for 1–60 s, depending on the frequency of stimulation, and
this was followed by a post-stimulus recording (Figure 1B).
Biphasic square-wave pulses (0.1 ms duration) were delivered
to the vermis using a stimulus generator (A-M Systems, Model
2100; Sequim, WA, United States). In addition to a single-pulse
condition, in which pulses were delivered every 5 s for 60 s,
stimulation frequencies were selected within all major frequency
bands. Repeated pulses were delivered at 1 Hz (30 s duration,
delta), 5 Hz (10 s, theta), 25 Hz (2 s, beta), and 50 Hz (1 s,
gamma). Stimulation was delivered in ascending order (from
lowest to highest frequency) in three animals and was delivered
in randomized order in the other three animals. There were
no significant effects of testing order on measures of power or
coherence. Each frequency of stimulation was delivered at an
intensity of 500, 750, and 1000 µA resulting in three trials at
each stimulation frequency (two trials at each intensity were

obtained in one animal; Table 1). Following recordings, animals
were euthanized with an intravenous overdose of urethane.

Signal Processing and Analysis
Recordings were imported into MATLAB (Mathworks, Natick,
MA, United States) for analysis. Signals were filtered using the
function filtfilt, with a FIR equiripple low-pass at 250 Hz. Power
spectral density analyses (short-time Fourier transform) were
conducted using the spectrogram function with windows of 512
samples (0.5 s) and a 50% overlap. This resulted in good temporal
resolution (0.25 s), allowing slow components of the signal to
be quantified. Spectrograms were constructed to represent the
frequency content of the signal as a function of time.

For coherence analysis, the filtered signals were divided into
epochs of 2 s. The magnitude-squared coherence, which indicates
how closely related two signals (x and y) are in power across
frequencies and the consistency of the phase relationship between
the two signals at each frequency, was computed for each
electrode pair using the mscohere function:

Cxy(f ) =
|Pxy(f )|2

Pxx(f )Pyy(f )

where Pxx(f) and Pyy(f) are the power spectral densities of x and
y, and Pxy(f) is the cross power spectral density.

Each bipolar recording electrode provided two monopolar
channels and one differential recording channel for each
recording site (RCb, RfrA, and LFrA). One channel was chosen
for analysis for each recording site. The differential bipolar
recordings were chosen when possible, but the largest amplitude
monopolar recording channel was used when similarity of the
monopolar channels resulted in very low power in bipolar
recordings. Coherence was calculated between RCb-LfrA (contra
Cb-FrA), RCb-RfrA (ipsi Cb-FrA), and LfrA-RfrA (FrA-FrA),
using the selected channels.

Power and coherence values were integrated within each
frequency band: delta (1, 0.01–3 Hz), theta (θ, 3–8 Hz), alpha
(α, 8–15 Hz), beta (β, 15–30 Hz), low gamma (low γ, 30–55 Hz),
high gamma (65–80 Hz), and fast (80–200 Hz), and normalized
by dividing by the number of frequency bins within each band.
Frequencies between 55 and 65 Hz were left out to eliminate
60 Hz noise. Spectrograms and coherograms were inspected to
assess the time-course of changes following stimulation, and
power and coherence values were averaged across periods of
6 s. This resulted in five pre-stimulation periods (30 s period),
4 post-stimulation periods for single-pulse stimulation, and 8
post-stimulation periods for all other conditions. The relative
changes in post-stimulation values of power and coherence were
calculated from the mean pre-stimulation values for each period.

Neocortical activity at ∼1◦Hz (delta) is associated with the
slow-wave state under urethane anesthesia, and low-amplitude
faster cortical oscillations are present during the activated state
(Clement et al., 2008). To address the impact of the state-changes
during anesthesia, we divided the trials into either the slow-
wave state (Stage 1) or the activated state (Stage 2) based on the
amount of power in the delta band in cortical channels during
the pre-stimulation period. The z-scores of cortical power in the
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FIGURE 1 | Schematic diagram of the location of stimulation and recording sites, and the experimental timeline. (A) Recording sites in the right cerebellum and the
left and right frontal association area are represented by black dots, and the stimulation site in the cerebellar vermis is indicated by a red dot. Arrows represent
coherence between sites. (B) After anesthetizing the animal, electrodes were inserted stereotaxically during surgery, and a baseline period of 2 min was recorded.
There was also a baseline period of 30 s (blue) at the start of each 2 min trial. The duration of the stimulation depended on stimulation frequency and varied from 1 to
60 s (dark blue = 60 s, pink = 30 s, green = 10 s, orange = 2 s, dashed line = 1 s). Three trials were conducted for each of the five stimulation frequencies, and the
animal was euthanized following recordings.

TABLE 1 | Recording sites, number of trials per stimulation pattern and order of
stimulation pattern delivery for each animal.

Rat Recording sites # trials/stim type Order of stim delivery

1 RCb, RFrA 3 Low to high frequency

2 RCb, RFrA 3 Low to high frequency

3 RCb, LFrA 3 Low to high frequency

4 RCb, LFrA, RFrA 3 Randomized

5 RCb, LFrA, RFrA 6 Randomized

6 RCb, LFrA, RFrA 3 Randomized

delta band for all trials were plotted on a histogram (Figure 2A)
and trials above the 60th percentile were classified as slow-wave,
and trials below the 50th percentile were classified as activated
state. Trials between the 50th and the 60th percentiles were
considered as being in transition and were excluded from the
stage analysis (see example in Figure 2B). The two subgroups
of trials formed for each animal were used to determine if the
stage of anesthesia has an impact on frequency-dependent effects
of stimulation. Effects of stimulation did not typically outlast the
2 min trial duration, and this state-dependent analysis ensured
that only trials representative of the slow-wave or activated state
were included in the respective analyses.

Statistical Analysis
Repeated-measures ANOVAs were conducted using Tibco
Statistica (Dell Software, Round Rock, TX, United States).
Stimulation intensity had no significant effect on power [one
rat in which 2 trials per intensity per stimulation frequency
were obtained: F(2,288) = 1.92, p = 0.15]. Therefore, trials of
different intensities were grouped together for each stimulation
frequency. The order in which the stimulation patterns were
delivered also had no significant effect on measures of power
[StimOrder: F(1, 230) = 0.31, p = 0.860; Stim by StimOrder
interaction: F(4, 230) = 0.485, p = 0.747] or coherence [StimOrder:
F(1, 211) = 0.008, p = 0.927; Stim by StimOrder interaction:
F(4, 211) = 0.410, p = 0.802]. The data were therefore
combined together.

For initial analyses, the dependent variables were LFP power
and LFP-LFP coherence, while the independent variable was the
type of stimulation. Repeated measures ANOVAs, with 7 levels
of frequency bands and levels of time (1 Baseline and 4–8 Post
windows, depending on the condition) as repeated measures, and
stimulation type (Stim-SP, Stim-1 Hz, Stim-5 Hz, Stim-25 Hz, and
Stim-50 Hz) and site (RCb, LfrA, RfrA) as categorical factors,
were performed on the relative changes from baseline for LFP
power. A similar analysis was done for coherence but included
the pair of recording sites (contra Cb-FrA, ipsi Cb-FrA, and FrA-
FrA) as a categorical factor. Results were considered statistically
significant if p < 0.05.

To assess state-dependent differences in response to
stimulation, separate repeated-measures ANOVAs for each
stimulation frequency assessed changes in power or coherence
in a given frequency band relative to baseline as a function of
the time window and stage. These analyses were performed
within each recording site for LFP power, and between each
pair of recording sites for coherence (site or comparison type
as categorical factor). Fisher’s post hoc analyses (p < 0.05) were
used to identify which components differed in statistically
significant interactions.

RESULTS

Spontaneous Power and Coherence
Prior to assessing the effects of cerebellar rhythmic stimulation,
spontaneous LFP power within each recording site, and
coherence between each pair of recording sites were evaluated.
Power was typically highest in the delta band in all animals,
consistent with the slow-wave activity reported in urethane-
anesthetized rats (Clement et al., 2008; Frederick et al., 2014).
Baseline power spectra in all sites showed peaks in the delta
band at about 2 Hz. This activity co-occurred with activity
in the beta, low gamma and high gamma bands, which was
superimposed on the slow waves. This higher-frequency activity
was not always clear in power measures but was readily evident
in coherence measures. The example in Figures 3A–C shows
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FIGURE 2 | Discrimination of trials recorded during slow-wave and activated states. (A) Histogram of z-scores of power in the delta band in cortical recordings
during the 30 s baseline period, for all trials. The peak on the right represents greater delta power during the slow-wave state, and the peak on the left represents
lower delta power during the activated state. The area between the red lines was identified as a transition period and corresponds to the median and to the 60th
percentile of the distribution. The trials between the 50th and 60th percentiles were excluded from the stage-based analyses. (B) Example of trials attributed to the
slow-wave or activated states in one animal (rat 5). Power in the delta band is plotted for a monopolar recording in the left frontal association area, and stimulation
frequencies tested during each consecutive trial are indicated on the x-axis. Trials with values within the shaded blue area were excluded from analysis, and trials
above and below the shaded areas were classified as representing the slow-wave, or activated states, respectively. SP, single-pulse.

coherent activity in both delta and low gamma bands between
the left and right FrA.

LFP recordings also showed periods in which delta band
activity was weaker, and there was a more broadband distribution
that sometimes included periods of increased power and
coherence around 8–10 Hz. The example in Figures 3D–F shows
marked coherence in the alpha band (10 Hz) between the
cerebellum and contralateral cortex, consistent with previous
electrophysiological evidence in the cerebellum and neocortex
(O’Connor et al., 2002). These periods when slow-wave
activity subsides to give way to faster activity in neocortical
sites are consistent with the activated state described by
Clement et al. (2008).

Effects of Stimulation
An initial analysis was used to evaluate how LFP power and
coherence were modulated by different frequencies of stimulation
across all recorded trials. The time by stimulation frequency
interaction was significant [F16, 980) = 2.28, p = 0.003], with 50 Hz
stimulation inducing more rapid effects on power, and single-
pulse stimulation inducing more delayed effects. There was also
a trend for a stimulation type by site interaction [F(8, 245) = 1.84,
p = 0.071], with the cerebellar site differing from cortical sites in
the responses to stimulation frequencies, and a significant time
by site interaction [F8, 980) = 2.44, p = 0.013] due to earlier
responses of the cerebellar recording to stimulation compared to
the two cortical sites. No main effects or interactions were seen
for coherence in this overall analysis.

Stage-Dependent Effects of Stimulation
The initial analysis indicated that vermal stimulation had
frequency-dependent effects on LFP activity in both cerebellum
and cortical sites, but baseline LFP activity differed markedly
between the slow-wave state and the activated states. We

therefore separated trials between the slow-wave (Stage 1) and
activated (Stage 2) states and conducted ANOVAs to evaluate
specific effects of stimulation frequency during each stage, on LFP
and coherence measures in specific sites for each frequency band.

Overall, the stimulation patterns affected power to a greater
extent than coherence. Stimulation at 1 Hz had larger effects
when delivered during the slow-wave state (Stage 1), while
single-pulse, 25 and 50 Hz stimulation had stronger effects in
the activated state (Stage 2). Figure 4 indicates maximal post-
stimulus changes in power in each frequency band induced by
each stimulation frequency for all sites; the left panels show power
changes during slow-wave activity, and those on the right show
changes during the activated state. Relative % change for the
different stimulation patterns, in numerical values, are given in
the Supplementary Material.

Single-Pulse Stimulation
Single-pulse stimulation (slow-wave: n = 10 trials from 4 rats;
activated state: n = 8 trials from 3 rats) had several effects on
power in cerebellar and cortical sites, but no significant effect
on cerebello-cortical or cortico-cortical coherence. In general,
single-pulse stimulation had a more robust effect on LFP power
when delivered in the activated state (Stage 2). Single-pulse
stimulation in Stage 2 resulted in increases in power in the 1 and
θ bands in the cerebellum, and in a broader range of frequency
bands in cortical sites (up to low γ in the LFrA and up to high γ

in the RFrA). On the other hand, single-pulse stimulation during
Stage 1 activity resulted in mixed effects on power in all sites.
Maximal changes in power ranged between 5 and 15% from
baseline (see Figure 4, Stim-SP).

Statistical comparisons showed main effects of Stage in 1
[F(1, 39) = 11.21, p = 0.002], θ [F(1, 39) = 6.65, p = 0.014], and
β [F(1, 39) = 5.04, p = 0.031], with Stage 2 being affected to a
greater extent in all cases. During Stage 1, 1 was reduced in the
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FIGURE 3 | Spontaneous oscillatory activity and coherence during baseline recordings from the right cerebellum (RCb) and left and right frontal association area
(LFrA, RFrA). (A) Local field potential (LFP) recordings are shown for each recording site (rat 4). (B) Expanded view of LFP signals in (A) shows fast activity on top of
slow-wave oscillatory activity in cortical sites. The corresponding power spectra reflect dominant rhythms at 2 Hz in the LFrA and RFrA during slow-wave activity.
(C) The coherogram for the LFrA and RFrA shows periods of coherent activity at frequencies near 2 Hz and in the low gamma band (30–50 Hz). (D) Additional
example of LFP traces in the RCb and LFrA (rat 3, 2 recording sites). (E) The coherogram shows coherence at 10 Hz, in the theta/alpha bands, between the RCb and
LFrA. (F) Expanded LFP traces from the RCb and LFrA show prominent 10 Hz activity in both sites (lines indicate the time in E at which recordings were obtained).

cerebellum and in the RFrA, but during Stage 2, 1 power was
increased in all sites. The main effect of stage in θ and β, was also
due to increases in power during Stage 2, especially for the RFrA.
Single pulse stimulation therefore induced the greatest increases
in cortical power when delivered in the activated state, in a wide
range of frequencies (Figures 4D,F). There was also a main effect
of site in 1 [F(2, 39) = 3.87, p = 0.029], θ [F(2, 39) = 4.80,
p = 0.014], and β [F(2,39) = 3.75, p = 0.032], with the RFrA
showing the greatest changes. Overall, there were more increases
in power in the RFrA following single-pulse stimulation, and
those increases were mainly in the activated state.

1 Hz Stimulation
Stimulation at 1 Hz had a much stronger effect on power during
the slow-wave state than during the activated state. There were
several changes in power in all sites in Stage 1 but very few in
Stage 2 (Figure 4, Stim-1 Hz). We did not find any main effects
or interactions in the ANOVA for coherence.

1 Hz stimulation during Stage 1 increased power in the RCb in
the α and β bands, but decreased RCb θ power in Stage 2. In Stage
1, there were decreases in θ, α, β and high γ in the LFrA. In the
RFrA, power in slow frequencies (1, θ, α, and β) decreased, while

power in faster frequencies (low γ, high γ, and Fast) increased
(Figure 4C). These changes ranged between 33% decreases (in
1) and 15% increases (low γ). Figure 5 shows example LFP traces
and power spectra of 1 Hz stimulation trials in the slow-wave state
(Figures 5A,C), examples in the activated state (Figures 5B,D),
and the mean percent changes in power relative to baseline in
the delta (Figure 5E) and low gamma bands (Figure 5F) for
the group of rats (slow-wave: n = 7 trials from 4 rats; activated
state: n = 14 trials from 6 rats). These state-dependent effects
on power were supported by statistically significant Stage by site
interactions in the 1 band, with the RFrA showing a reduction
during Stage 1 [F(2, 45) = 5.31, p = 0.009], and in the θ band,
with reductions in the R and LFrA during Stage 1 [F(2, 45) = 3.52,
p = 0.038]. Overall, the RFrA showed the greatest change between
stages. This implies that 1 Hz stimulation during the slow-wave
state can shift LFP activity to higher frequencies, decreasing
0–30 Hz activity while increasing activity in the 30–200 Hz range.

5 Hz Stimulation
5 Hz stimulation (slow-wave: n = 8 trials from 3 rats; activated
state: n = 8 trials from 4 rats) led to marked changes in power
during both Stage 1 and Stage 2, but there were no main effects
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FIGURE 4 | Overall effects of the various stimulation types on power across the different frequency bands, by site. Maximal increases and decreases in mean power
within each frequency band induced by stimulation of the cerebellar vermis are summarized here for the different frequencies of stimulation. Panels on the left show
changes in mean power relative to the pre-stimulus baseline in the trials when stimulation was delivered during the slow-wave state, and panels on the right show
changes in power induced during the activated state. The magnitude of relative changes in power from baseline in percent are represented by the color scales at the
right of each panel; white indicates no significant change. Results are shown for the power of LFP activity in the right cerebellum (RCb; A,B), right frontal association
area (RFrA; C,D), and left frontal association area (LFrA; E,F). Note the different patterns of changes in power induced by cerebellar stimulation that were dependent
upon the presence of either the slow-wave or the activated state. SP, single-pulse; 1, delta; θ, theta; α, alpha; β, beta; γ, gamma.

of stimulation or interactions for the coherence measures. In
Stage 1, stimulation at 5 Hz led mainly to decreases in power,
especially in high frequency bands (β, low γ, high γ, and Fast
for cortical sites; high γ, and Fast for the RCb). During Stage
2, there were both increases and decreases in power at different
recordings sites distributed across all frequency bands (Figure 4,
Stim-5 Hz). There was a main effect of time for the low γ band
[F(8, 288) = 2.47, p = 0.013], due to a more pronounced drop
in power at Post4, indicating a strong decrease in 30–55 Hz
oscillatory power about 25 s post-stimulus. There also was a Stage
by time interaction for β [F(8, 288) = 2.12, p = 0.034] with greater
power during Stage 2 than during Stage 1 at all delays except
Post3; Stage 2 had an increase in β power while Stage 1 had a
decrease. Overall, stimulation at 5 Hz decreased high frequency
(15–200 Hz) power in cortical sites during slow-wave activity.

25 Hz Stimulation
Stimulation at 25 Hz induced greater effects on power and
coherence during the activated state. During Stage 2, there were

large increases in the 1 band in all sites (66% in the RFrA, 13% in
the LFrA, and 41% in the RCb). Power also increased in θ in the
LFrA and in θ, α, β, and low γ in the RFrA. In Stage 1, stimulation
at 25 Hz decreased cortical power in high frequency bands (LFrA:
30–200 Hz; RFrA: 15–200 Hz). 25 Hz stimulation therefore had
strong, state-dependent effects on LFP activity in cortical sites,
with an increase of lower frequency activity in the activated state
and a decreased activity in faster bands in the slow-wave state
(Figures 4C–F, Stim-25 Hz). These state-dependent effects of
25 Hz stimulation are illustrated in Figure 6 where example
LFP traces and power spectra in both stages (Figures 6A–D),
and the mean percent changes in power relative to baseline in
the delta (Figure 6E), theta (Figure 6F), and low gamma bands
(Figure 6G), for the group of rats (slow-wave: n = 7 trials from 4
rats; activated state: n = 7 trials from 5 rats), are shown.

State-dependent effects of 25 Hz stimulation were reflected by
main effects of Stage in 1 [F(1, 30) = 13.81, p = 0.001], θ [F(1,

30) = 10.78, p = 0.003], β [F(1, 30) = 5.96, p = 0.021], and Fast
[F(1, 30) = 5.56, p = 0.025], with Stage 2 being higher in all cases.
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FIGURE 5 | Stimulation at 1 Hz for 30 s during the slow-wave state decreases delta activity and increases low gamma activity in the right frontal association area
(RFrA). (A,C) Examples are shown in which 1 Hz stimulation (during the period between the vertical red dashed lines) was followed by either greatly reduced
slow-wave activity (A, rat 2), or a more moderate reduction in slow-wave activity (C, rat 6). Power spectra show corresponding reductions in power in the delta band
from pre-stimulation (Pre-stim, black line) to post-stimulation (Post-stim, green line). (B,D) During the activated state, 1 Hz stimulation did not significantly affect
power in the delta band in the RFrA. Examples of LFP traces in the RFrA and corresponding power spectra are shown for two animals (B, rat 2; D, rat 4) in which
there were minimal changes post-stimulation. (E,F) The mean percent changes in power relative to baseline are shown for the group of animals (slow-wave: n = 7
trials from 4 rats; activated state: n = 14 trials from 6 rats) for the delta band (E) and for the low gamma band (F) for all three recording sites. Results are shown for
the eight 6 s time windows following stimulation (Post1–Post8). The reduction in power in the delta band, and the increase in power in the low gamma band
occurred only during the slow-wave state (blue lines) in the RFrA.

A Stage by time interaction in 1 [F(8, 240) = 2.21, p = 0.028], with
greater increases in power during Stage 2 at multiple time points
(Post3–6), also indicates the sensitivity of the activated state to
25 Hz stimulation. There was a main effect of time in β [F(8,

240) = 2.44, p = 0.015], low γ [F(8, 240) = 1.98, p = 0.049], high γ

[F(8, 240) = 3.68, p = 0.001], and Fast [F(8, 240) = 4.33, p = 0.00007]
frequency bands with mostly decreases post-stimulus, meaning
that there was a general decrease in high frequency power after
stimulation. A time by site interaction in 1 [F(16, 240) = 2.33,
p = 0.003] was also present, with the cerebellar site showing an
early increase, and the RFrA showing a later increase.

Analysis of changes in coherence following 25 Hz stimulation
showed a main effect of Stage in β [F(1, 24) = 6.61, p = 0.017],
with greater increases in coherence during Stage 2. We also found
a Stage by Comparison effect in β [F(2, 24) = 4.84, p = 0.017]

in which the contra Cb-FrA comparison showed the greatest
difference between Stages. 25 Hz stimulation therefore induced
larger increases in coherence in the activated state, especially in
the contra Cb-FrA comparison where coherence was increased
during Stage 2 and decreased during Stage 1. This shows that
25 Hz stimulation can entrain and synchronize activity in the
β band in cerebello-cortical networks when delivered in the
activated state.

50 Hz Stimulation
Overall, stimulation at 50 Hz (slow-wave: n = 9 trials from 4 rats;
activated state: n = 9 trials from 5 rats) had a greater effect on
power during the activated state. Once again, more effects were
noted for power than for coherence. There were increases in 1
power in all sites in Stage 2 and a large increase in the RCb (80%)
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FIGURE 6 | In cortical sites, stimulation at 25 Hz for 2 s increases power in low frequency bands in the activated state and decreases low gamma activity in the
slow-wave state. (A,C) During the slow-wave state, representative examples of local field potential (LFP) traces and power spectra in the right frontal association
area (RFrA) (A) and LFrA (C) showing no marked changes in response to 25 Hz stimulation (vertical red dashed line; rat 5) as clear peaks in the power spectrum at
high frequencies were rarely visible. (B,D) During the activated state, LFP traces and power spectra in the RFrA (B) and LFrA (D) showed increased power in the
delta band following stimulation (Post-stim, green line) compared to pre-stimulation (black line; rat 4). (E–G) The mean percent changes in power in cortical sites
relative to baseline are shown for the group of animals (slow-wave: n = 7 trials from 4 rats; activated state: n = 7 trials from 5 rats) for the delta band (E), theta band
(F), and low gamma band (G). Results are shown for the eight 6 s time windows following stimulation (Post1–Post8). Increases in power in the delta and theta bands
occurred in the activated state (red line), while reductions in power in the low gamma band were more reliable in the slow-wave state (blue line).

in Stage 1. Power also increased in α, β, and high γ in the LFrA
in Stage 1, while it decreased in the 3–30 Hz range in Stage 2
(Figure 4, Stim-50 Hz).

There was a main effect of Stage in 1 [F(1, 36) = 6.47,
p = 0.015] with increases in power being greater in Stage 2,
suggesting that the activated state was the most responsive within
the 0–3 Hz range. A significant Stage by time interaction in 1
[F(8, 288) = 2.11, p = 0.035] showed that power increased at Post1
in both stages, but then decreased slightly below baseline in Stage
1 while remaining elevated in Stage 2. There was also a time by
site interaction in 1 [F(16, 288) = 2.06, p = 0.010], indicating
the cerebellar site was affected earlier and more strongly by the
stimulation. We also saw a Stage by site interaction for low γ [F(2,

36) = 4.18, p = 0.023], in which the power in the cerebellum was
also affected more strongly than cortical sites. This implies that

the effects 50 Hz stimulation differed the most as a function of
stage in the cerebellar site.

Analysis of coherence showed that there was a main effect of
time in high γ [F(8, 248) = 2.49, p = 0.013], with an early increase,
followed by a slight decrease in coherence. When exploring
specific Stage by site by frequency interactions for high γ, it was
found that ipsi Cb-FrA and FrA-FrA coherence increased and
contra Cb-FrA coherence decreased following 50 Hz stimulation.

DISCUSSION

The cerebellum is thought to play an important role in
cognitive function through its interactions with the prefrontal
cortex (Hoppenbrouwers et al., 2008; Strick et al., 2009;
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Bostan et al., 2013). Both slow and fast oscillatory rhythms
are thought to coordinate interactions between the cerebellum
and cortical sites (O’Connor et al., 2002; Courtemanche and
Lamarre, 2005; Ros et al., 2009; Courtemanche et al., 2013;
Popa et al., 2013; Chen et al., 2016), and rhythmic cerebellar
stimulation has been used as a therapeutic intervention in
some disorders (Schutter et al., 2003; Schutter and van Honk,
2006, 2009; Demirtas-Tatlidede et al., 2010). The present study
has examined the effects of cerebellar vermal stimulation at
various rhythms on the entrainment of cerebellar and cortical
LFPs under urethane anesthesia. Our results show that there
are frequency-specific effects of cerebellar stimulation on both
cerebellar and cerebral cortical LFP spectral properties, and that
cerebellar stimulation at high frequencies (25 and 50 Hz) can
also promote coherence in this cerebello-cortical network. Our
findings also indicate that the effects of vermal stimulation are
highly dependent upon the initial state of the networks, and that
markedly different patterns of results were obtained, particularly
for cortical sites, when stimulation was applied during the
slow-wave versus the activated state.

Cerebellar vermal stimulation during either the slow-wave
state or activated state produced different effects on cerebellar
hemispheric LFPs. Single-pulse and 50 Hz stimulation led to
opposite changes in LFP power when delivered during the slow-
wave state as opposed to the activated state (Figures 4A,B).
For this site, stimulation at a low rate would produce variable
effects on the slower frequency bands; at higher rates, the effect
was mostly to decrease the power at low gamma frequency and
higher. This effect was clear for the 5, 25, and 50 Hz stimulations,
and was most potent during slow-wave activity. There was also
an effect of the 25 and 50 Hz stimulation in increasing power
in the delta band.

Stimulation of the vermis induced markedly different effects
on the prefrontal cortex LFPs depending on the initial state. In
the slow-wave state, 5 and 25 Hz stimulation induced a strong
decrease in power in the beta to Fast frequency bands in both the
right and left FrA. Stimulation at 1 Hz during the slow-wave state
also had a strong effect: delta-to-beta activity decreased, while
the low gamma-to-fast activity increased in the right FrA. In the
activated state, however, stimulation using single pulses, and at 5,
25, and 50 Hz resulted in an overall increase in power across the
delta-to-beta bands.

State-Dependent Effects of Stimulation
One of the main findings in our study is that the effects of
stimulation were influenced by the stage of urethane anesthesia
(Clement et al., 2008). This highlights the importance of
the initial oscillatory state in determining the susceptibility
of target structures for changes in LFP oscillations and
entrainment within different frequency bands. Previous
research investigating the effects of vermal stimulation on
frontal oscillations in humans, cats, and rodents showed
that low frequency stimulation mainly affects slow activity,
while stimulating at higher frequencies increased activity in
faster bands (Steriade, 1995; Schutter et al., 2003; Schutter
and van Honk, 2006; Parker et al., 2017). Experiments
reported here used various stimulation frequencies, and

demonstrated a range of effects that were dependent on baseline
oscillatory state.

Pathways Mediating the Effects of Stimulation
Reciprocal anatomical connections have been well established
between the cerebellum and prefrontal cortex, via cerebello-
thalamo-cortical and cortico-ponto-cerebellar pathways (Kelly
and Strick, 2003; Strick et al., 2009; Watson et al., 2009, 2014;
Buckner et al., 2011; Farzan et al., 2016), but how rhythmic
cerebellar output modulates cortical activity is still an open
question. The stimulation in the cerebellar vermis, in reaching
the prefrontal cortex, likely coursed through the fastigial nucleus
and then to the thalamus (Bostan et al., 2013; Lisberger and
Thach, 2013). Stimulation of Purkinje cells, in the outermost
layer of the cerebellum, leads to changes in the cerebellar
output, which in turn modulates the output of deep cerebellar
nuclei (DCN) (Oulad Ben Taib and Manto, 2013, 2016; Das
et al., 2017). Because inputs from Purkinje cells to the DCN
are inhibitory, increased activation of Purkinje cells with high
frequency stimulation (Maeda et al., 2000b; Hallett, 2007) inhibits
the tonic activity of the DCN. This would in turn decrease
excitation in the thalamus. However, it is also quite possible
that DCN neurons could also show rebound excitation (Buzsaki,
2006). Subsequent activation of extra-cerebellar areas via the
thalamus may thus occur through rebound excitation within the
DCN (Buzsaki, 2006; Hoebeek et al., 2010). This phenomenon
has been reported mainly in thalamic, cortical, and DCN neurons
(Grenier et al., 1998; Buzsaki, 2006; Hoebeek et al., 2010; Boehme
et al., 2011). After the initial inhibition induced by stimulation,
the T-channel is activated causing Ca2+ influx, which leads to
a slow rebound spike. Thus, the initial hyperpolarization of the
fastigial nuclei, induced by electrical stimulation of the vermis,
would lead to a burst of rebound spikes in the DCN up to
100 ms after the hyperpolarization ceases. If these spikes occur
in synchrony and interact with the necessary opposing currents
(mixed cation current, Ih), oscillations could be generated and
would then propagate to thalamocortical pathways (McCormick
and Pape, 1990; Buzsaki, 2006). The emergence of different
oscillatory patterns thus depends not only on the strength and
frequency of the applied stimuli, but also on factors regulating
the intrinsic excitability and rhythmicity of neurons. Indeed, in
this mode, when the effects of stimulation on oscillations rely
on rebound excitation mechanisms (high frequency stimulation),
the initial state of the neuron strongly impacts the effects of
inputs (Buzsaki, 2006). This is in line with the state-dependent
effects of stimulation that we have found here, with stimulation at
high frequencies (25 and 50 Hz) leading to greater changes when
initially in the activated state, and stimulation at 1 Hz inducing
more effects in the slow-wave state.

Low frequency stimulation on the other hand may cause
a decrease in activity of Purkinje cells (Chen et al., 1997),
which would reduce inhibitory input to the fastigial nucleus,
and result in greater excitatory drive to the thalamus. In a study
investigating responses to different types of stimulation, single-
pulse stimulation of the cerebellar cortex (paravermal lobules
VI/VII) increased the chance of spiking for a short period post-
stimulation (after a latency of∼8 ms), but did not alter the firing
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frequency of DCN neurons (Hoebeek et al., 2010). Although the
mechanisms are not fully understood, this effect on spike timing
occurred in the absence of rebound excitation.

In this study, vermal stimulation could entrain cerebello-
cortical networks. However, given the duration of the changes
observed, stimulation was unlikely to have induced long-term
potentiation (LTP). For instance, high frequency stimulation
(100 Hz in bursts of 15 pulses, for a total of 1500 pulses) applied
to the parallel fibers, in the most superficial layer of the cerebellar
cortex, has been shown to induce LTP at synapses between
parallel fibers and Purkinje cells (Jörntell and Ekerot, 2002).
Therefore, although we did not assess induction of LTP in this
study, the number of pulses delivered in our study was likely too
low to lead to lasting plastic changes.

Cortical Effects
Our results show that the effects of stimulation are
state-dependent. Indeed, LFP activity fluctuates in urethane-
anesthetized rats in cyclic alternations that are similar to sleep
stages (Clement et al., 2008). When applied in the slow-wave
state, the faster (5, 25, and 50 Hz) stimulations produced a
noticeable decrease in cortical power for the faster frequency
bands. In the activated state, the same stimulations produced
an overall increase in power across the slower bands. The bands
most affected were thus markedly different between the two
states. The influence of the initial brain state on the effects
of stimulation has been investigated in humans, in studies
using TMS or direct cortical stimulation, as well as in rats
(Jackson et al., 2008; Alagapan et al., 2016; Connolly et al., 2016;
Silvanto et al., 2017).

The effects of the stimulation at 1 and 25 Hz provide good
examples of this modulation by state. During the slow-wave
state, 1 Hz stimulation would increase power in the 30–200 Hz
range, while decreasing power in the 0–30 Hz band, however,
1 Hz stimulation did not show any effects in cortical sites during
the activated state. The effects produced by 1 Hz stimulation
can be interpreted partially by the mechanism of generation of
slow-wave activity in thalamocortical networks, modulated by
thalamic neuronal activity. Delta activity in the brain, sleeping
and anesthetized, stems from an interaction between thalamic
and cortical oscillators (Steriade, 2003). Optogenetic stimulation
of thalamocortical neurons at 1 Hz triggers their firing of bursts
of action potentials, and is also an optimal frequency for inducing
cortical slow waves; stimulations at 1.5 Hz or higher on the other
hand failed to entrain EEG activity (David et al., 2013). It is
possible that 1 Hz stimulation of the cerebellar cortex in our
recordings disrupted thalamic mechanisms that mediate delta
activity, in a manner specific to the slow-wave state. This could
decrease activity in the delta range while increasing activity in
faster frequency bands. Optogenetic stimulation of cerebellar
projections at 2 Hz was also shown to re-establish normal levels
of delta activity in an awake rat model of schizophrenia, which
shows lower delta activity in the medial frontal cortex similar
to observations in schizophrenic patients (Parker et al., 2017).
The threshold stimulation frequency for the cerebellar cortex to
entrain delta activity would likely then be affected by the initial
state in the cerebral cortex. As our results show, the initial state

strongly affects the optimal stimulation pattern for entrainment
at various frequencies.

Conversely, in the slow-wave state, 25 Hz stimulation
produced a decrease of power in a wide range of higher
frequencies (15–200 Hz), while inducing a strong increase
in the 0–55 Hz band in cortical sites during the activated
state. This can be compared to the work of Steriade (1995),
who used 300 Hz stimulation of the fastigial nucleus in
ketamine/xylazine anesthetized cats, and showed an attenuation
of slow rhythms, and an enhancement of 20–40 Hz oscillatory
activity in the frontal cortex. We did not find this strong
effect of high-frequency stimulation in decreasing slow-wave
activity in our recordings, but we did find an increase in
beta/gamma power following 25 Hz stimulation in the activated
state. In addition, using stimulation at 100–200 Hz of the
brachium conjunctivum (i.e., afferents to the thalamus from
the cerebellar nuclei), the same team (Timofeev and Steriade,
1997) found an activation of the cat EEG at 30–100 Hz during
ketamine/xylazine anesthesia. Again, we found a similar increase
in power in these bands only during 25 Hz stimulation in
the activated state. Differences in these results could be due
in part to the type of anesthetic used, or to the different
axon conduction speed and synaptic delays characteristic of
different species (Buzsáki et al., 2013). Differences could also be
due to the much higher stimulation frequencies used in those
studies (Steriade, 1995; Timofeev and Steriade, 1997). In the
rat, in order to increase motor cortical excitability, stimulation
of the lateral cerebellar nucleus at different frequencies showed
a greater facilitation at 30 Hz, similar to our effects at
25 Hz in the activated state (Baker et al., 2010). Similarly,
stimulation of the same nucleus at 30–50 Hz increased
contralateral cortical excitability, measured as motor evoked
potentials, in a rat model of stroke (Park et al., 2015). It
would be interesting to monitor the oscillatory state differences
prior to stimulation in these awake animals, as it could
have played a role in the optimal responsivity to stimulation.
Overall, it does appear that prefrontal cortex networks can
generate and resonate with beta and gamma rhythms and that
activity in these bands can be modulated by cerebellar output
(Sherfey et al., 2018).

Cerebellar Effects and Minimal Effects on
Cerebello-Cortical Coherence
We assessed here whether different frequencies of patterned
stimulation can entrain cerebellar frequency-specific patterns
that have been previously described (Courtemanche et al.,
2013). In the slow-wave state, stimulation at 1 and 50 Hz
produced more effects on cerebellar oscillatory activity. These
stimulation frequencies caused an augmentation of 8–30 Hz
power, which corresponds to the range of oscillatory activity
in the granule cell layer (GCL) of the cerebellum, and this
effect could have been mediated directly, or through pathways
projecting to the GCL such as the parallel fibers. In addition,
stimulation at 50 Hz also caused a strong increase in delta
power, which could be due in part by the brief nature of this
stimulation train, which may have activated multiple cerebellar
units in-phase, likely through parallel fibers, especially if the
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stimulation was timed with the ascending phase or peak of a
slow rhythm. In the activated state, effects within the 8–30 Hz
range were mostly absent, but stimulations at 25 and 50 Hz
had strong effects on the 0–8 Hz activity in the cerebellum.
This could be again due to a phasic increase in excitation
timed with a slow cerebellar rhythm. The 5 Hz stimulation
also increased power in the theta band, potentially affecting a
theta-related oscillatory pattern already present in the cerebellum
(Courtemanche et al., 2013).

Our results showed significant effects of stimulation mainly
for measures of power across frequency bands, and less so
for coherence measures. Synchronized activity between the
cerebellum and cortex has been observed in a variety of
contexts. Coherent activity in the alpha and beta frequency
ranges occurs in the cerebellum and sensorimotor cortex
during actions requiring somatosensory monitoring (O’Connor
et al., 2002; Courtemanche and Lamarre, 2005). Functionally
as well, synchronization of LFPs between the medial prefrontal
cortex and the cerebellum at 5–12 Hz has been linked
with adaptive performance in eyeblink conditioning during
the early stages of learning (Chen et al., 2016). Multiple
brain regions, including the amygdala, hippocampus, medial
prefrontal cortex, and cerebellum must coordinate to acquire
a variety of learned responses, such as the conditioned
eyelid response in the eyeblink conditioning paradigm (Lee
and Kim, 2004). Coherent activity between the cerebellum
and prefrontal cortex across a variety of bands may thus
contribute to acquiring appropriate behaviors through associative
learning and during performance. There are other clear
indications that the cerebellum is important in cortical
synchronization (Courtemanche et al., 2013). The functional
role of the cerebellum in gamma-band coherence between
areas of the cerebral cortex has been demonstrated in rats;
inactivating the cerebellum with a muscimol injection disrupted
cortical coherence in gamma between the sensory and motor
cortices, potentially interrupting transmission of sensorimotor
information between these areas (Popa et al., 2013). Finally,
a recent study also showed Purkinje cell simple spike timing
is related to coherent cerebral cortical oscillatory activity
(McAfee et al., 2019).

Why did we not find clear effects on coherence? An
obvious first consideration is the anesthetic state. The anesthetic
state carries with it clearly different patterns of large-scale
oscillations and coherence than the awake state (Steriade, 2003),
but urethane anesthesia has been shown to be permissive to
network oscillations (Maggi and Meli, 1986; Clement et al.,
2008; Frederick et al., 2014; Robinson et al., 2017). Coherent
activity in our preparation was abundant (see Figure 3), and
the coherent slow-wave state represented a majority of the
total duration of our recordings (e.g., see Figure 2). Ros et al.
(2009) have shown that the cerebellum can generate slow
oscillations that are synchronized with those of the neocortex,
and that neocortical oscillations drive cerebellar rhythms. The
strong slow-wave state throughout the recordings may have
hindered our capacity to detect coherence effects. The state
of the network in this study was likely similar to a resting-
state condition, first described in idling states and during early

stages of sleep in fMRI studies, but also in the anesthetized
state in humans, monkeys, and rodents (Lu et al., 2007; Raichle,
2015). It is thus quite possible that during anesthesia, as in
sleep, large-scale coherent slow-wave mechanisms protect the
cortical circuits from outside disturbance via the thalamocortical
circuit isolation properties (Steriade, 2003), and that this may
reduce effects of stimulation on coherence. It is possible
that over our particular anesthesia modes, coherent activity
between sites acts as a filtering mechanism to suppress external
inputs, as happens during functional inhibition to optimize
performance (Courtemanche et al., 2003; Jensen and Mazaheri,
2010). Another consideration is that the placement of our frontal
lobe recording electrodes and/or our cerebellar stimulation
electrodes was perhaps not optimal to evaluate between-site
synchrony. The methodological approach of evaluating the
location of cerebral cortical best response to stimulation through
evoked potentials could help determine an optimal electrode
alignment (Watson et al., 2009, 2014) and might further help in
finding coherent sites.

Effects of Cerebellar Stimulation on
Frontal Cortical Networks
Cerebro-cerebellar loops involving prefrontal cortical areas have
received increased attention over the last few decades. The
initial explorations concerned cerebro-cerebellar relationships
in sensorimotor circuits (Allen and Tsukahara, 1974; Sasaki,
1979; Bloedel and Courville, 1981; Morissette and Bower, 1996;
Courtemanche and Lamarre, 2005). In parallel, the identification
of cognitive roles for the cerebellum was being progressively
characterized through neuropsychological testing and studies
in patients (Leiner et al., 1991; Akshoomoff and Courchesne,
1992; Courchesne et al., 1994; Akshoomoff et al., 1997; Mangels
et al., 1998). Advances in brain imaging also indicated a
cerebellar role in cognition (Roland, 1993; Allen et al., 1997,
2005; Schmahmann, 1997; Allen and Courchesne, 2003; Buckner,
2013; Schmahmann, 2019). Anatomical reports showed precise
functional connections between the cerebellum and prefrontal
cortex in the primate (Schmahmann and Pandya, 1997a,b;
Kelly and Strick, 2003) which could mediate cerebro-cerebellar
loops involved in cognitive operations. The cerebello-cerebral
connectivity displays multiple parallel loops mediating processes
related to sensation, movement, and thought (Middleton and
Strick, 2000; Strick et al., 2009; Bostan et al., 2013; Bostan and
Strick, 2018). Even though the nature of the prefrontal cortex
in rodents is the object of some debate, multiple cognitive
and executive functions are performed by prefrontal cortex
or similar regions in rats (Kolb, 1984; Uylings et al., 2003;
Dalley et al., 2004; Kesner and Churchwell, 2011; Leonard,
2016). Cerebello-prefrontal cortex connectivity has also been
confirmed using physiological and anatomical measures (Suzuki
et al., 2012), and has been explored electrophysiologically, by
evaluating cerebellar evoked potential and cellular responses
obtained through medial prefrontal cortical stimulation, as well
as through measures of prefrontal cortex neurophysiological
activity following fastigial nucleus stimulation (Watson et al.,
2009; Watson et al., 2014). In addition, related to the results
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presented here, Watson et al. (2014) found a cerebello-cerebral
directed coherence pattern in the theta range that was prominent
during active locomotion, showing that these connections could
support cerebello-cerebral communication. Our current study
has contributed to understanding how different frequencies of
cerebellar oscillations modulate oscillations and coherent activity
within cerebello-cortical networks (Courtemanche et al., 2013).

The effects of cerebellar stimulation on the activity of
cerebello-prefrontal loops remains largely unexplored in the rat,
in which the underlying neuronal pathways and mechanisms
can be assessed. Our findings show that even under anesthesia,
cerebello-cortical network interactions can be modulated
through cerebellar stimulation. A multi-site multi-electrode
approach could enhance the fine-grained mapping through
evoked responses and/or unit activity to study the spatio-
temporal properties of cerebello-cortical connectivity. Such
an approach would also allow changes in evoked synaptic
responses to be monitored in association with ongoing EEG
rhythms and state (Ozen et al., 2010; Marquez-Ruiz et al.,
2014), to provide some insight into the strength of synaptic
pathways during oscillations (Timofeev et al., 1996; Rosanova
and Timofeev, 2005). Future studies could also investigate
the effects of cerebellar stimulation in awake animals, during
behavior or rest. These would require the study of oscillatory
and synchronous networks at smaller timescales, with analytical
methods able to follow fast changes in network configuration,
such as phase synchrony analysis (Lachaux et al., 1999). The
initial oscillatory or activation state can be expected to strongly
impact the effects of stimulation. In the activated state, the
cerebellar stimulation with single-pulses, as well as with repeated
pulses at 25 Hz, was optimal in generating increased delta-
gamma band activity, which could correspond to an analog
of cortical cross-frequency entrainment (Helfrich et al., 2014,
2016). It would also be interesting to test the physiological
effects of cross-frequency coupled nested rhythms in the awake-
behaving animal. As the cerebellum contributes to higher-order
functions, understanding how cerebello-cerebral loops operate
and respond to stimulation is essential in uncovering the
underlying physiology, but also in developing new methods to
address numerous disorders.
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Purkinje cell microcircuits perform diverse functions using widespread inputs from
the brain and spinal cord. The formation of these functional circuits depends on
developmental programs and molecular pathways that organize mossy fiber afferents
from different sources into a complex and precisely patterned map within the granular
layer of the cerebellum. During development, Purkinje cell zonal patterns are thought
to guide mossy fiber terminals into zones. However, the molecular mechanisms
that mediate this process remain unclear. Here, we used knockout mice to test
whether Eph/ephrin signaling controls Purkinje cell-mossy fiber interactions during
cerebellar circuit formation. Loss of ephrin-A2 and ephrin-A5 disrupted the patterning
of spinocerebellar terminals into discrete zones. Zone territories in the granular layer
that normally have limited spinocerebellar input contained ectopic terminals in ephrin-
A2−/−;ephrin-A5−/− double knockout mice. However, the overall morphology of the
cerebellum, lobule position, and Purkinje cell zonal patterns developed normally in
the ephrin-A2−/−;ephrin-A5−/− mutant mice. This work suggests that communication
between Purkinje cell zones and mossy fibers during postnatal development allows
contact-dependent molecular cues to sharpen the innervation of sensory afferents into
functional zones.

Keywords: cerebellum, mossy fiber, Purkinje cells, development, patterning, zebrinll

INTRODUCTION

Brain function requires precise input and output connections between neurons. In the cerebellar
cortex, mossy fibers carry input from more than three dozen brain and spinal cord nuclei and
terminate in a reproducible pattern of parasagittal zones within the granular layer (for reviews, see
Sillitoe and Joyner, 2007; Apps and Hawkes, 2009; Voogd, 2014; Apps et al., 2018). The mossy fiber
termination patterns of the spinocerebellar projections have been particularly well-characterized
in adult and developing rodents (Grant, 1962; Voogd et al., 1969; Matsushita and Ikeda, 1980;
Matsushita and Okado, 1981; Matsushita and Hosoya, 1982; Robertson et al., 1983; Arsénio
Nunes et al., 1985; Gravel and Hawkes, 1990; Grishkat and Eisenman, 1995; Reeber et al., 2011b;
Sillitoe, 2016; Luo et al., 2018). These studies showed that immature spinocerebellar mossy fibers
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segregate into the adult pattern of zones during postnatal
development. However, the molecular mechanisms that guide
the patterning of mossy fiber inputs into zones are not
fully understood.

Data from different models led Sotelo and colleagues to
propose that Purkinje cells act as organizer elements for the
patterning of inputs to the cerebellar cortex (Wassef et al., 1985;
Sotelo and Wassef, 1991). The Purkinje cell zonal architecture
is now also thought to control zone formation of all other
cerebellar components (Apps and Hawkes, 2009; Miterko et al.,
2018). Developing and adult Purkinje cells express a wide
variety of molecules in distinct parasagittal zones that could
potentially mediate zone formation in the different cerebellar cell
types (White and Sillitoe, 2013; Hawkes, 2014), while Purkinje
cell zone formation itself is thought to be intrinsically driven
(Leclerc et al., 1988; Wassef et al., 1990; Seil et al., 1995; Apps
and Hawkes, 2009). Though adult mossy fibers terminate on
granule cells, the adjacent Purkinje cell zonal boundaries have
a reproducible relationship with those of mossy fiber terminals
in the granular layer (Gravel and Hawkes, 1990; Matsushita
et al., 1991; Ji and Hawkes, 1994; Quy et al., 2011; Luo et al.,
2018) such that different Purkinje cell zones align with and/or
subdivide neighboring mossy fiber zones. However, during
postnatal development in the mouse and kitten, developing
mossy fiber terminals form transient contacts with Purkinje
cells before displacing to innervate their postsynaptic granule
cell targets that subsequently invade the granular layer (Mason
and Gregory, 1984; Takeda and Maekawa, 1989; Kalinovsky
et al., 2011), potentially providing an opportunity for Purkinje
cells to communicate directly with mossy fibers during circuit
development. More recent work showed that the transient
spinocerebellar mossy fiber contacts on Purkinje cells are refined
to Purkinje cell zones at around postnatal day (P) 4 in the
mouse (Sillitoe, 2016), suggesting that cell-cell contacts with
Purkinje cells could be essential for the formation of mossy
fiber parasagittal zones. This idea is consistent with data from
mutant mice in which mossy fiber zones were disrupted in
the absence of Purkinje cells but developed normally in the
absence of granule cells (Arsénio Nunes et al., 1988). These
findings suggest that mossy fiber patterning does not require
synaptogenesis with their target granule cells but does require
the presence of Purkinje cells, via an unknown mechanism.
Analyses of mutant mice whose Purkinje cells are present in the
cerebellum but lack organization into zones also show abnormal
spinocerebellar termination patterns (Vogel et al., 1996; Sillitoe
et al., 2010; Reeber et al., 2013; White et al., 2014), suggesting
that the mechanism by which Purkinje cells influencemossy fiber
patterning likely relies on the positional framework of Purkinje
cell zones. Hawkes and colleagues ablated the spinocerebellar
tract in the neonatal rat and showed that cuneocerebellar mossy
fibers, which terminate in zones that interdigitate with the
spinocerebellar zones, still respected the zonal boundaries and
did not invade the ‘‘open’’ spinocerebellar territories of the
granular layer despite the lack of competition (Ji and Hawkes,
1995). These data support a mechanism whereby mossy fibers
recognize molecular cues in a zone. Sotelo and colleagues also
proposed that the biochemical heterogeneity of Purkinje cell

zones could reflect positional molecular cues that match with
molecular cues on the incoming climbing fibers andmossy fibers;
the effector molecules were, at the time, unknown but were
postulated to act as guides for parasagittal zonation (Wassef et al.,
1985; Sotelo andWassef, 1991; Sotelo, 2004; Sotelo and Chédotal,
2005; Apps and Hawkes, 2009), perhaps through chemoaffinity
(Sperry, 1963).

One family of molecules that could satisfy this role is the
ephrin receptor tyrosine kinases (Eph) and ephrin molecules.
Eph/ephrin genes encode membrane-bound molecules that
mediate attraction and repulsion between cells (for reviews, see
Flanagan and Vanderhaeghen, 1998; Wilkinson, 2001; Kania and
Klein, 2016). The roles of the ephrin-A and EphA subfamilies
as effector molecules that pattern neural circuit topography
through chemoaffinity has been well-described in different
sensory (Cheng et al., 1995; Drescher et al., 1995; Huffman
and Cramer, 2007) and motor systems (Kania and Jessell, 2003;
Iwasato et al., 2007). Analyses of Eph/ephrin expression in the
developing chick and mouse have shown that the Purkinje
cell layer and the external granular layer express ephrin-A
ligands in the anterior and posterior cerebellum (Rogers et al.,
1999; Karam et al., 2000; Saywell et al., 2014). Interestingly,
immature granule cells in the external granular layer inhibit
the growing mossy fibers from invading beyond the Purkinje
cell layer (Manzini et al., 2006). Importantly, Bothwell and
colleagues showed that ephrin-A2 expression and ephrin-A5
expression are arranged in parasagittal zones of Purkinje cells
in the developing chick cerebellum (Karam et al., 2000) and
related family members are also expressed in zones in the mouse
cerebellum (Karam et al., 2002). Ephrin-A2 and ephrin-A5 are
ligands for EphA receptors (Gale et al., 1996), and expression of
EphA receptors has been documented in the pre-cerebellar nuclei
where mossy fiber and climbing fiber inputs to the cerebellar
cortex originate (Lin and Cepko, 1998; Rogers et al., 1999;
Karam et al., 2000, 2002; Blanco et al., 2002; Nishida et al.,
2002; Hashimoto et al., 2012; Saywell et al., 2014). In vitro
work in the developing chick showed that overexpression of
ephrin-A2 in the cerebellum repels climbing fiber inputs that
express EphA receptors (Nishida et al., 2002). However, Bothwell
and colleagues examined knockout mice that lack the EphA4
gene expressed in Purkinje cells and reported that the Purkinje
cell zones developed normally (Karam et al., 2002). Therefore,
it is still unclear whether Eph/ephrin signaling mediates the
formation of Purkinje cell zones or whether they control the
patterning of cerebellar afferents in vivo. We hypothesized
that zonal expression of the ephrin-A subfamily in Purkinje
cells refines cell-cell contacts with mossy fiber terminals into
parasagittal zones. The idea that specific Eph/ephrinmolecules or
combinations of the different subtypes could influence cerebellar
patterning is appealing because an ephrin combinatorial code
organizes visual maps (Cang et al., 2005). The likely functional
redundancy established by the many overlapping Eph/ephrin
subtypes in the cerebellum may require multiple genes to be
deleted in order to observe a dramatic effect. Here, we used
a combination of anterograde spinocerebellar tract-tracing and
double knockout ephrin-A2−/−;ephrin-A5−/− mice (Feldheim
et al., 2000) to test the role of Eph/ephrin signaling in patterning
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spinocerebellar mossy fiber terminal fields into cerebellar
parasagittal zones.

MATERIALS AND METHODS

Animals
We performed all experiments in accordance with a protocol
approved by the Institutional Animal Care and Use Committee
at Baylor College of Medicine and the National Institutes of
Health guidelines. We purchased ephrin-A2−/−;ephrin-A5−/−

double knockout mice (Feldheim et al., 2000) from The
Jackson Laboratory (Efna2tm1Jgf Efna5tm1Ddmo/J, Bar Harbor, ME,
USA; #005992). We used a combination of C57BL/6J control
mice purchased from The Jackson Laboratory (#000664) and
littermate controls generated from breeding the alleles. We used
both types of controls due to breeding difficulties of the mutant
line. During breeding, we considered the day a vaginal plug was
visible as embryonic day (E) 0 and the day of birth as P0. All
mice were analyzed for cerebellar zonal patterns between 1 and
2 months of age.

Neural Tract Tracing Using Sterile Surgery
We performed anterograde tracing of spinocerebellar afferents
with WGA-Alexa 555 as we have previously described (Reeber
et al., 2011a,b; Levy et al., 2017). WGA-Alexa 555 tracers travel
quickly after injection, and they are robust when visualized
in axons and terminals. Moreover, the Alexa fluorescent tag
allows them to be easily combined with immunohistochemistry
so that axon and terminal labeling can be examined in
reference to neighboring cells. Briefly, we administered a
1 mg/kg dose of sustained-release buprenorphine and a
5 mg/kg dose of meloxicam by subcutaneous injections as
preoperative analgesics. We anesthetized mice with Avertin
(2,2,2-Tribromoethanol, Sigma-Aldrich, St. Louis MO, USA;
#T48402) or with 1–4% isoflurane and administered a mixture
of lidocaine and bupivacaine by intradermal injection as a
local anesthetic. We made an incision in the skin above the
lower thoracic-upper lumbar spinal cord. We cut the soft tissue
connecting the T10 and T11 vertebral segments to expose the
T13 and L1 spinal cord segments using the curvature of the
spine as a guide (Harrison et al., 2013). We used a Nanoject II
(Drummond Scientific, Broomall, PA, USA; #3-000-204) secured
with a stereotaxic frame (David Kopf Instruments, Tujunga, CA,
USA; Model 940) to pressure inject 0.2–1 µl of 2% WGA-Alexa
555 (Thermo Fisher Scientific, Waltham, MA, USA; #W32464)
diluted in 0.1 M phosphate-buffered saline (PBS, Sigma-Aldrich;
Cat #P4417; pH 7.4) just right of the dorsal spinal vein and
approximately 1 mm below the dorsal surface of the spinal
cord. We supplemented the tracer solution with 0.5% Fast Green
(Sigma-Aldrich; #F7252) to visualize tracer injection during
surgery. We applied antibiotic ointment and closed the incision
with wound clips (Fine Science Tools, Foster City, CA, USA;
#12032-07) andVetBond (3M,Maplewood,MN,USA; #1469SB).
We placed 31M diet gel and hydrogel on the floor of the cage
and carefully monitored the mice during the post-operative
recovery period. We administered a 5 mg/kg dose of meloxicam
by subcutaneous injection as a postoperative analgesic every 24 h

and provided additional analgesic as needed. After a survival
period of 48 h to allow the anterograde transport of WGA-Alexa
555 from the spinal cord to the cerebellum, we anesthetized the
mice with Avertin and performed cardiac perfusion with PBS
followed by 4% paraformaldehyde (PFA, pH 7.4) diluted in PBS.
We sectioned and mounted brain and spinal cord tissue to image
the tracer signal at the site of injection and in the terminals
located in the cerebellum (see below).

Tissue Preparation
We obtained free-floating frozen cut tissue sections as previously
described (Reeber et al., 2011a,b; Levy et al., 2017). Briefly,
we post-fixed brains and spinal cords for 24–48 h in 4% PFA
and then cryoprotected the tissue stepwise in 15% and 30%
sucrose solutions (diluted in PBS) at 4◦C. We embedded the
tissue in Tissue-Tek Optimal Cutting Temperature Compound
(Sakura Finetek, Torrance, CA, USA; #4583) and froze the
tissue at −80◦C. We cut 40 µm sections on a cryostat at
−20◦C and collected them in PBS. We performed free-floating
immunohistochemistry (see below) or immediately mounted
sections on electrostatically coated slides with Fluoro-gel
(Electron Microscopy Sciences, Hatfield, PA, USA; #17985-10).

Immunohistochemistry
We performed free-floating immunohistochemistry as we have
previously described (Sillitoe et al., 2010; Reeber et al., 2011b;
White et al., 2014). Briefly, we blocked free-floating tissue
sections for 1–2 h in 10% normal donkey serum (Sigma-Aldrich;
#D9663) and 0.2% Triton-X 100 (Thermo Fisher Scientific
#BP151-100) in PBS while gently shaking at room temperature,
and then we incubated the free-floating tissue sections in primary
antibodies for 16–18 h while shaking at room temperature. We
used mouse monoclonal anti-zebrinII antibody (kind gift from
Dr. Richard Hawkes, University of Calgary, Alberta, Canada)
or rabbit polyclonal anti-Hsp25 antibody (Enzo Life Sciences,
Farmingdale, NY, USA; #ADI-SPA-801-F) at concentrations of
1:500 diluted in blocking solution. After 3 × 5 min washes in
PBS, we incubated the free-floating tissue sections in anti-mouse
(Donkey anti-mouse IgG Alexa Fluor 488, Thermo Fisher
Scientific #A21202) or anti-rabbit (Donkey anti-rabbit IgG
Alexa Fluor 488, Thermo Fisher Scientific #A21206) Alexa
fluorophore-conjugated secondary antibodies at concentrations
of 1:1,500, again diluted in the blocking solution, for 2 h while
shaking at room temperature. We then washed the sections 3 ×

5 min in PBS before mounting on the electrostatically coated
slides with Fluoro-gel.

Microscopy
We captured photomicrographs of tissue sections with AxioCam
MRm and MRc5 cameras (Zeiss, Oberkochen, DE) mounted on
a Zeiss Axio Imager.M2 microscope. We acquired the images
of tissue sections using Zeiss Zen software (2012 edition). We
captured photomicrographs of whole-mount brains and spinal
cords with Zeiss AxioCam MRm and MRc5 cameras mounted
on a Zeiss Axio Zoom.V16 microscope. We acquired the whole-
mount images using Zeiss AxioVision software (release 4.8).
We pseudocolored WGA-Alexa 555 to magenta for better
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visualization. We imported the raw data into Adobe Photoshop
CC and corrected the images for brightness and contrast levels.

Image Analysis
We examined the WGA-Alexa 555 signal in matched coronal
sections from the anterior, central, posterior, and nodular
transverse domains (see Figure 1) based on the known
regionalization and transitions between spinocerebellar mossy
fiber zones (Grant, 1962; Voogd et al., 1969; Robertson et al.,
1983; Gravel and Hawkes, 1990; Reeber et al., 2011b). To
characterize the zones based on the previously described
spinocerebellar termination pattern in rodents, we designated
the spinocerebellar zones as ‘‘S’’ starting from the midline
moving laterally as ‘‘S1, S2, + . . ..’’ We used an ‘‘a’’ or ‘‘p’’
to distinguish between the anterior zones (S1a, S2a, + . . ..)
and the posterior zones (S1p, S2p, + . . ..) since the exact
relationship between the spinocerebellar mossy fiber terminal
fields in anterior and posterior zones remains unclear, though it
has been demonstrated that individual spinal projection neurons
can collateralize to terminate in the anterior and posterior
cerebellar lobules (Heckroth and Eisenman, 1988; Luo et al.,
2018). Therefore, it is unclear to what extent a given anterior
mossy fiber zone is anatomically equivalent or linked to a
posterior zone beyond sharing the originating fiber. Please refer
to the Results for additional information about nomenclature.
We observed occasional backgroundWGA-Alexa 555 labeling in
the molecular and Purkinje cell layers that we have previously
observed with this technique due to leakage of WGA-Alexa
555 into the cerebrospinal fluid during surgery (Sillitoe et al.,
2010). We further examined adjacent matched sections with
immunohistochemistry to detect the Purkinje cells.

We measured the WGA-Alexa 555 signal intensity in the
granular layer using the Plot Profile function in ImageJ, and we
wrote customMATLAB (MathWorks, Natick, MA, USA) code to
calculate the intensity relative to the mean in the negative zones
(lacking spinocerebellar terminals) for each genotype. The region
of interest included S1a, S2a, and the negative zones between
S1a and S2a in left and right lobule III, ±350 microns from
the cerebellar midline. For all measurements, we calculated the
intensity relative to the section mean to control for differences
in intensity between sections. In order to calculate the relative
intensities in the negative zones, we defined the boundaries
between the zones as the positions where the second derivative
of the intensity vector changed sign. Each boundary reflected a
local minimum or maximum in the slope of the relative intensity
vector along the mediolateral axis. We smoothed the data with a
moving average filter when calculating the derivatives. We then
plotted the boundary position values on the original unsmoothed
relative intensity data and found that our approach reliably
isolated the zones. We calculated the mean relative intensity
in the negative zones for each genotype using the original
unsmoothed data. We analyzed three sections per animal for
a total of six negative zones per animal (n) and three animals
per genotype (N). We performed all statistical analyses on the
unsmoothed relative intensity data.

In order to measure the molecular layer thickness, we used
the line measurement tool in ImageJ to measure the distance

from the top of the Purkinje cell soma to the top of the Purkinje
cell dendritic tree on images of coronal sections immunostained
with the anti-zebrinII antibody. We obtained the measurements
from the midline of posterior lobule VIII and anterior lobule IX
in three sections per lobule for a total of six measurements per
animal (n) and three animals per genotype (N).

For all statistical tests, we calculated the mean for each
genotype and compared the genotypes using a two-tailed
unpaired t-test with N as the number of animals and a
significance threshold of p < 0.05. We reported the error as the
standard error of the mean.

RESULTS

Spinocerebellar Mossy Fiber Zones Are
Disrupted in ephrin-A2−/−;ephrin-A5−/−

Mutant Mice
We asked whether ephrin-A2/ephrin-A5 are effector molecules
by which Purkinje cells organize mossy fiber zones downstream
of the Purkinje cell zonal framework. If ephrin-A2 and ephrin-A5
are necessary for guiding mossy fibers into zones, then the loss of
ephrin-A2 and ephrin-A5 should disrupt mossy fiber termination
patterns. To test this, we used mice that lack the genes
encoding ephrin-A2 and ephrin-A5 to examine the patterning of
spinocerebellar terminal fields. The ephrin-A2−/−;ephrin-A5−/−

double knockout mice showed generally normal motor function
with no gross abnormalities in locomotion, coordination,
or balance (N = 6). We injected wheat germ agglutinin
tracer conjugated to Alexa 555 fluorophores (WGA-Alexa
555) into the lower thoracic-upper lumbar spinal cord of
ephrin-A2−/−;ephrin-A5−/− double knockout mice (N = 6)
and control mice (N = 6) to anterogradely trace and label
spinocerebellar projections (Reeber et al., 2011a,b; Levy et al.,
2017; Figure 1A) and then examined the labeled profiles in
matched sections from the cerebellar cortex. We examined
the WGA-Alexa 555 signal at the injection sites and found
that we likely targeted spinocerebellar neurons arising from
the dorsal nucleus of Clarke as well as neurons in laminae
IV–VII and border cells of the upper thoracic to the lower
lumbar spinal cord segments (Figures 1B,C). In the granular
layer, we examined for the traced and labeled spinocerebellar
mossy fibers in coronal sections (Figures 1D–Q). In order
to characterize the traced and labeled spinocerebellar zones
with reference to the previously characterized termination
pattern (Grant, 1962; Voogd et al., 1969; Robertson et al.,
1983; Gravel and Hawkes, 1990; Reeber et al., 2011b) for
the purpose of this study, we designated the spinocerebellar
zones as ‘‘S’’ starting from the midline moving laterally as
‘‘S1, S2, + . . ..’’ We used an ‘‘a’’ or ‘‘p’’ to distinguish
between the anterior zones (S1a, S2a, + . . .) and the posterior
zones (S1p, S2p, + . . .) because the relationship between the
spinocerebellar mossy fiber terminals in anterior and posterior
zones has not been fully defined, though single spinal neurons
do collateralize to terminate in both anterior and posterior
cerebellar lobules (Heckroth and Eisenman, 1988; Luo et al.,
2018). In both mutant and control mice, we found that the
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FIGURE 1 | Spinocerebellar mossy fiber patterning is disrupted in ephrin-A2−/−;ephrin-A5−/− mice. (A) Strategy for labeling spinocerebellar mossy fiber terminals
in the cerebellar cortex of ephrin-A2−/−; ephrin-A5−/− double knockout mice and control mice. We injected wheat germ agglutinin conjugated to Alexa fluorophores
(WGA-Alexa 555) into the lower thoracic-upper lumbar spinal cord. Based on the curvature of the spine, we used vertebral segments T10 and T11 as landmarks to
inject tracer into the underlying spinal cord segments of T13 to L1 (Harrison et al., 2013). (B) Whole-mount image of a dorsal view of a lower thoracic-upper lumbar
spinal cord. A fluorescent image is overlaid on a bright-field image. The WGA-Alexa 555 tracer injection site is visible just lateral to the midline. a, anterior; p,
posterior. Scale = 500 µm. (C) The A coronal section adjacent to a large injection site located in the lower thoracic-upper lumbar spinal cord. A fluorescent image is
overlaid on a bright-field image. d, dorsal; v, ventral. Scale = 500 µm. (D) Schematic depicting a mouse brain with the cerebellum highlighted in blue and a coronal
section through lobules I-V highlighted in gray. (E) Image of the WGA-Alexa 555 signal in the anterior cerebellum of a control mouse (N = 6). A midline parasagittal
zone (S1a) and two zones lateral to the midline (S2a and S3a) are visible in lobule III. d, dorsal; v, ventral. Scale = 100 µm. (F) Image of the WGA-Alexa 555 signal in
spinocerebellar mossy fibers in the anterior cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). The boundaries of S1a and S2a in lobule III
are less defined, and territories of the granular layer that have a limited termination of spinocerebellar mossy fiber terminals in control mice contain ectopic
spinocerebellar mossy fiber terminals (yellow arrows). (G) Schematic depicting a mouse brain with the cerebellum highlighted in blue and a coronal section through
lobules VI-VII highlighted in gray. (H) Image after WGA-Alexa 555 tracing to test for spinocerebellar mossy fibers in the central cerebellum of a control mouse (N = 6).
Spinocerebellar mossy fiber terminals are not present in lobule VII. The background staining in the Purkinje cells is likely due to leakage of the WGA-Alexa 555 tracer
from the cerebrospinal fluid that accumulates from the injection in the spinal cord (Sillitoe et al., 2010; white arrow). Scale = 100 µm. (I) Image after tracing to test for

(Continued)
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FIGURE 1 | Continued
WGA-Alexa 555 signal in spinocerebellar mossy fibers in the central
cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6).
Spinocerebellar mossy fibers are not present in lobule VII. (J) Schematic
depicting a mouse brain with the cerebellum highlighted in blue and a coronal
section through lobules VIII and IX highlighted in gray. (K) Image of the
WGA-Alexa 555 signal in spinocerebellar mossy fibers in the posterior
cerebellum of a control mouse (N = 6). Two symmetrical pairs of parasagittal
zones are visible in lobule VIII (S1p and S2p). Scale = 100 µm. (L) Image of
the WGA-Alexa 555 signal in spinocerebellar mossy fibers in the posterior
cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6).
The two symmetrical pairs of parasagittal zones in lobule VIII are visible and
relatively well-defined (S1p and S2p). (M) Image of the WGA-Alexa 555 signal
in spinocerebellar mossy fibers in the posterior cerebellum of a control mouse
(N = 6). A midline parasagittal zone and a zone lateral to the midline are visible
in anterior lobule IX (S1p and S2p). Scale = 100 µm. (N) Image of the
WGA-Alexa 555 signal in spinocerebellar mossy fibers in the posterior
cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6).
The midline parasagittal zone (S1p) and the zone lateral to the midline (S2p)
are visible in anterior lobule IX. However, the S1p zone terminals are poorly
organized compared to those in control mice (yellow arrow). (O) Schematic
depicting a mouse brain with the cerebellum highlighted in blue and a coronal
section through the nodular cerebellum (lobules posterior IX–X) highlighted in
gray. The arrow indicates that lobule X is located underneath the posterior
cerebellum, out of view. (P) Image after WGA-Alexa 555 tracing to examine
for spinocerebellar mossy fibers in the nodular cerebellum of a control mouse
(N = 6). Spinocerebellar mossy fibers are not present in posterior lobule IX or
lobule X. Scale = 200 µm. (Q) Image after WGA-Alexa 555 tracing to examine
for spinocerebellar mossy fibers in the nodular cerebellum of an
ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). Spinocerebellar
mossy fibers are not present in posterior lobule IX or lobule X.

traced spinocerebellar mossy fibers terminated in the granular
layer of the anterior lobules (I–V; Figures 1D–F) and the
posterior lobules (VIII-anterior IX; Figures 1J–N) and did not
terminate in the central lobules (VI–VII; Figures 1G–I) or
the nodular lobules (posterior IX–X; Figures 1O–Q). While
ephrin-A2/ephrin-A5 deletion did not disrupt the targeting of
mossy fibers to the granular layer or to the correct lobules, it
did disrupt the refinement of the parasagittal spinocerebellar
zones. In the vermis of the anterior lobules, the traced
spinocerebellar mossy fibers terminated in a midline zone
(S1a) and two zones that are lateral to the midline (S2a
and S3a; Figure 1E). We found that the deletion of ephrin-
A2 and ephrin-A5 disrupted the mediolateral segregation of
spinocerebellar terminal fields in the anterior zones (Figure 1F).
Territories of the granular layer in lobule III that have
limited spinocerebellar mossy fiber input in control mice
contained ectopic spinocerebellar mossy fibers in the ephrin-
A2−/−;ephrin-A5−/− mutant mice (Figure 1F). Spinocerebellar
mossy fiber terminals normally occupy complementary zones
to the cuneocerebellar mossy fibers (Quy et al., 2011; Gebre
et al., 2012). We observed labeled spinocerebellar terminals
arranged into crude zones in ephrin-A2−/−;ephrin-A5−/− mice,
and their boundaries were less sharply defined due to the
ectopic terminals that we observed to invade the adjacent
granule cell territory that normally would be occupied by the
cuneocerebellar terminals (Figure 1F). We detected the effect
on mossy fiber zones in vermal lobule III but not in the
zones of other anterior lobules or in the hemispheres where
the known termination pattern is less clearly segregated in

control mice (Supplementary Figure S1). We did not observe
ectopic spinocerebellar mossy fibers terminating in the central
lobules (VI–VII; Figures 1G–I). In the vermis of the posterior
lobules, the overall pattern of the traced spinocerebellar mossy
fiber zones in the double mutants was normal compared to
that in controls, and the boundaries that define each zone
were easily distinguished (Figures 1J–N). However, we observed
poorly defined zonal clusters within the S1p of lobule IX
(Figure 1N). We did not observe ectopic spinocerebellar mossy
fibers terminating in the nodular lobules (posterior IX–X;
Figures 1O–Q). In order to quantify the effect of ephrin-
A2/ephrin-A5 deletion on spinocerebellar mossy fiber zones, we
measured the WGA-Alexa 555 signal intensity in the negative
zones (lacking spinocerebellar terminals) of the granular layer
between the S1a zone and the left and right S2a zones in
lobule III (Figure 2A). We calculated the intensity relative
to the mean to control for differences in intensity between
sections, and we defined the boundaries between zones as
the distances from the midline where the second derivative
of the smoothed intensity vector changed the sign at each
zone transition (Figure 2A). We found that the WGA-Alexa
555 relative intensity was increased in the negative zones of the
granular layer between S1a and S2a in the mutants compared
to that of the controls (control = 56.1% ± 0.21%; ephrin-
A2−/−;ephrin-A5−/− = 91.2% ± 10.3%; n = 6 negative zones per
animal, N = 3 animals per genotype, p = 0.0267; Figure 2B).
These results show that the genetic deletion of ephrin-A2/ephrin-
A5 caused a significantly increased number of spinocerebellar
mossy fibers to terminate in the zones between S1a and
S2a that normally lack spinocerebellar terminals in controls.
These data suggest that Eph/ephrin signaling is required for
refining spinocerebellar mossy fiber zones. Our data also show
that ephrin-A2 and ephrin-A5 are not required for specifically
targeting spinocerebellar axons and terminals into the granular
layer or to the correct lobules in the anterior-posterior axis of
the cerebellum.

ephrin-A2 and ephrin-A5 Are Not Required
for the Formation of Purkinje Cell Zones
We next asked whether ephrin-A2/ephrin-A5 are also required
for the formation of Purkinje cell zones. If ephrin-A2/ephrin-
A5 mediate the formation of Purkinje cell zones, then we
would expect the loss of ephrin-A2 and ephrin-A5 to disrupt
Purkinje cell zonal patterning. To test whether loss of ephrin-
A2 and ephrin-A5 disrupts Purkinje cell zones, we used
immunohistochemistry to detect molecular markers of Purkinje
cell zones in order to label and examine their expression
patterns in matched coronal sections from each of the four
transverse domains of the cerebellar cortex (anterior, central,
posterior, and nodular; Ozol et al., 1999; Sillitoe et al., 2005)
in ephrin-A2−/−;ephrin-A5−/− mice (N = 6) and control mice
(N = 6; Figures 3A–L). In the anterior (I–V) and posterior
(VIII-anterior IX) lobules of control mice, zebrinII/AldolaseC
marks a striking array of Purkinje cell zones (Brochu et al.,
1990; Gravel and Hawkes, 1990; Ji and Hawkes, 1994; Ozol
et al., 1999). In contrast, the small 25 kDa heat shock protein
(Hsp25) marks Purkinje cell zones in the central (VI–VII) and
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FIGURE 2 | ephrin-A2−/−;ephrin-A5−/− mice have ectopic spinocerebellar terminals. (A) Plot of the WGA-Alexa 555 relative intensity in the granular layer of lobule
III for control and ephrin-A2−/−;ephrin-A5−/− mice [n = 3 sections (six left/right negative zones) per animal, N = 3 animals per genotype]. The y-axis values indicate a
ratio of the intensity to the mean intensity for the section, which directly represents a percentage of the mean intensity value. The x-axis values indicate the distance
from the cerebellar midline as measured per pixel and scaled for µm per pixel. Vertical dotted lines indicate the boundaries of the negative zones between S1a and
S2a calculated as where the second derivative of the smoothed intensity vector changes sign. The calculated zone boundaries are plotted on the original
unsmoothed intensity data. Error bands indicate the standard error of the mean. (B) The WGA-Alexa 555 relative intensity in the negative zones between S1a and
S2a is increased in the ephrin-A2−/−;ephrin-A5−/− mice [control = 56.1% ± 0.21%; ephrin-A2−/−;ephrin-A5−/− = 91.2% ± 10.3%; n = 6 negative zones per animal
(small data points), N = 3 animals per genotype (large data points, each shape represents a different animal), p = 0.0267]. Error bars indicate the standard error of
the mean. *p < 0.05.

nodular (posterior IX–X) lobules of control mice, where zebrinII
is uniformly expressed in all Purkinje cells (Armstrong et al.,
2000). Anti-Hsp25 immunohistochemistry also weakly labels
blood vessels and ependymal cells throughout the cerebellum
(Armstrong et al., 2000). We tested zebrinII and Hsp25 because
their Purkinje cell expression patterns are a sensitive readout
of developmental and disease-associated defects that disrupt
Purkinje cell zones (Sillitoe et al., 2008; White et al., 2016). Along
the mediolateral axis of vermal lobules I–V (Figure 3A), zebrinII
is expressed in a medial zone of Purkinje cells (P1+) and a zone
that is lateral to the midline (P2+; Figure 3B). We found that the
deletion of ephrin-A2 and ephrin-A5 did not disrupt the pattern
of anterior Purkinje cell zones (Figure 3C). We also observed
occasional weak labeling of Purkinje cell axon collaterals in the
granular layer with zebrinII immunohistochemistry in mutants
and controls, as previously reported (Brochu et al., 1990).
Posteriorly in the central lobules VI and VII (Figure 3D),
Hsp25 is expressed by a medial zone of Purkinje cells (1;
Figure 3E) and two zones that are lateral to the midline (the
complete Hsp25 map is described in Armstrong et al., 2000).
We found that the deletion of ephrin-A2 and ephrin-A5 does
not disrupt the central Purkinje cell zones (Figure 3F). Moving
more posteriorly into the vermis of lobules VIII and anterior IX
(Figure 3G), zebrinII expression is again patterned, with amedial
zone (P1+) flanked by two zones (P2+ and P3+; Figure 3H).
We found that deletion of ephrin-A2 and ephrin-A5 does not
disrupt the posterior Purkinje cell zones (Figure 3I), Note that
for clarity we have only described themostmedial and prominent

zebrinII zones in the anterior and posterior lobules (for a full
description see Ozol et al., 1999; Sillitoe and Hawkes, 2002).
In the nodular lobules (Figure 3J), Hsp25 is expressed by a
medial zone of Purkinje cells (1) and a zone lateral to the
midline (2) in posterior lobule IX and similarly in a medial
zone (1) and a zone lateral to the midline (2) in lobule X
(Figure 3K; Armstrong et al., 2000). We found that deletion of
ephrin-A2 and ephrin-A5 does not disrupt the nodular Purkinje
cell zones (Figure 3L). For two well-described Purkinje cell
markers, zebrinII and Hsp25, we showed that deletion of ephrin-
A2 and ephrin-A5 did not disrupt the Purkinje cell zones in the
anterior, central, posterior, or nodular lobules. In the mutants,
the zonal expression patterns were restricted to the expected
Purkinje cell subsets and arranged in the same distribution
with clear zone boundaries as observed in control mice. The
data suggest that ephrin-A2 and ephrin-A5 are not required
for the formation or maintenance of sharp Purkinje cell zones
in mice.

The Relationship Between Purkinje Cell
Zones and Spinocerebellar Mossy Fiber
Zones Is Disrupted in ephrin-A2−/−;
ephrin-A5−/− Mutant Mice
We examined the relationship between the pattern of
WGA-Alexa 555 anterogradely labeled spinocerebellar mossy
fiber terminal fields and the pattern of Purkinje cell zones
that were marked using zebrinII immunohistochemistry in
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FIGURE 3 | ephrin-A2 and ephrin-A5 are not required for the formation of Purkinje cell zones. (A) Schematic depicting a mouse brain with the cerebellum
highlighted in blue and a coronal section through the anterior cerebellum (lobules I-V) highlighted in gray. a, anterior; p, posterior. (B) Image of zebrinII expression in
the anterior cerebellum of a control mouse (N = 6). A medial zone of Purkinje cells (P1+) and a zone lateral to the midline (P2+) are visible. d, dorsal; v, ventral.
Scale = 100 µm. (C) Image of zebrinII expression in the anterior cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). The medial zone of
Purkinje cells (P1+) and the zone lateral to the midline (P2+) are visible and correctly organized. (D) Schematic depicting a mouse brain with the cerebellum
highlighted in blue and a coronal section through the central cerebellum (lobules VI-VII) highlighted in gray. (E) Image of Hsp25 expression in the central cerebellum of
a control mouse (N = 6). The focus is on the medial zone of Purkinje cells (1). Blood vessels are also immunoreactive for Hsp25 (white arrow). Scale = 100 µm.
(F) Image of Hsp25 expression in the central cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). The medial zone of Purkinje cells (1) has
sharp boundaries. Blood vessels are also immunoreactive for Hsp25 (white arrow). (G) Schematic depicting a mouse brain with the cerebellum highlighted in blue
and a coronal section through the posterior cerebellum (lobules VIII and anterior IX) highlighted in gray. (H) Image of zebrinII expression in the posterior cerebellum of
a control mouse (N = 6). A medial zone of Purkinje cells (P1+) and a zone lateral to the midline (P2+) are visible. Scale = 100 µm. (I) Image of zebrinII expression in
the posterior cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). The medial zone of Purkinje cells (P1+) and the zone lateral to the midline
(P2+) are correctly organized. (J) Schematic depicting a mouse brain with the cerebellum highlighted in blue and a coronal section through the nodular cerebellum
(lobules posterior IX–X) highlighted in gray. The arrow indicates that lobule X is located underneath the posterior cerebellum and is therefore out of view. (K) Image of
Hsp25 expression in the nodular cerebellum of a control mouse (N = 6). A medial zone of Purkinje cells (1) and a zone lateral to the midline (2) are labeled.
Scale = 200 µm. (L) Image of Hsp25 expression in the nodular cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 6). The medial zone of
Purkinje cells (1) and the zone lateral to the midline (2) have a normal distribution pattern.

ephrin-A2−/−;ephrin-A5−/− mice (N = 3) and control mice
(N = 6). In control mice, the boundaries of the mossy fiber
terminal fields have a reproducible relationship with Purkinje

cell zones, which match or subdivide the afferent zones (Gravel
and Hawkes, 1990; Matsushita et al., 1991; Ji and Hawkes,
1994; Reeber et al., 2011b; Figures 4A–C). We found that

Frontiers in Systems Neuroscience | www.frontiersin.org 8 February 2020 | Volume 14 | Article 754

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Lackey and Sillitoe Eph/ephrin Controls Spinocerebellar Patterning

while zebrinII expression in the cerebellar cortex of ephrin-
A2−/−;ephrin-A5−/− double knockout mice is restricted to
Purkinje cells similar to the distribution of zones in control
mice, the relationship between spinocerebellar terminal fields
and how far they extend beyond the boundaries of Purkinje
cell zones is disrupted (Figures 4D–F). The granular layer
contained ectopic spinocerebellar terminals adjacent to zebrinII-
negative Purkinje cell zones that normally align with mossy
fibers originating from the external cuneate nucleus (Gebre
et al., 2012; Figures 4D–F). These data suggest that the
topographical relationship between Purkinje cell zones and the
mossy fiber subsets that normally reside below them requires
Eph/ephrin signaling.

Cerebellar Gross Morphology and
Cerebellar Cortical Thickness Are
Unaltered in Adult
ephrin-A2−/−/ephrin-A5−/− Mutant Mice
One possible explanation for the defective mapping of
spinocerebellar terminals in the ephrin-A2−/−;ephrin-A5−/−

double knockout mice is that the cerebellar cortical layers
may have developed abnormally, which could mean that
spinocerebellar mossy fibers found their correct positions but in
different locations. Purkinje cells express ephrin-A2 and ephrin-
A5 in the positions of future lobules along the anteroposterior
axis of the embryonic cerebellum before the lobules form
(Rogers et al., 1999; Karam et al., 2000), further raising the
question of whether they have a role in shaping the cerebellum.
We, therefore, tested whether ephrin-A2/ephrin-A5 are required
for the formation of cerebellar morphological features that
could interfere with the proper establishment of afferent
termination patterns. We examined the gross morphology of
ephrin-A2−/−;ephrin-A5−/− mouse brains compared to control
brains (N = 6 for each genotype). We found that the shape of
the cerebellum, based on the surface structural identity of the
10 lobules (Larsell, 1970), was normal in ephrin-A2−/−/ephrin-
A5−/− mutant mice (Figures 5A–F). The cerebellum and the
10 lobules were fully represented and in their correct locations
(Figures 5A–F). To examine whether there were more subtle
morphological changes to the laminar structure of the cerebellar
cortex, we measured the thickness of the molecular layer.
Molecular layer thickness is a sensitive and straightforward
measure for developmental and disease-associated defects that
disrupt Purkinje cell dendrites or the placement of Purkinje
cells into a monolayer (Hansen et al., 2013; White et al., 2014,
2016; White and Sillitoe, 2017). Such defects could be predicted
to influence the patterning of mossy fibers, likely through their
direct contacts (Mason and Gregory, 1984; Sillitoe, 2016). We
did not detect a difference in molecular layer thickness between
ephrin-A2−/−;ephrin-A5−/− mice and control mice (control
mean = 97.9 µm ± 2.55 µm; ephrin-A2−/−;ephrin-A5−/−

mean = 100.9 µm ± 0.373 µm; n = 6 measurements per animal,
N = 3 animals per genotype, p = 0.3088; Figure 5G). These
data suggest that ephrin-A2 and ephrin-A5 are not required
for establishing the basic cerebellar foliation plan, cerebellar

cortical lamination, or for the general expansion of Purkinje
cell dendrites.

DISCUSSION

Multiple studies have provided compelling evidence that
Purkinje cells may act as organizer elements for the patterning
of incoming cerebellar afferents (Wassef et al., 1985; Sotelo and
Wassef, 1991; Ji and Hawkes, 1995; Sotelo, 2004; Sotelo and
Chédotal, 2005; Sillitoe and Joyner, 2007; Apps and Hawkes,
2009; White and Sillitoe, 2013). Additional data have pointed
to Eph/ephrin signaling as a potential molecular mechanism by
which Purkinje cells could guide afferent terminals into zones
(Cheng et al., 1995; Drescher et al., 1995; Lin and Cepko, 1998;
Rogers et al., 1999; Karam et al., 2000, 2002; Blanco et al., 2002;
Nishida et al., 2002; Saywell et al., 2014). In order to investigate
the role of Eph/ephrin signaling in the formation of mossy
fiber terminal zones, we performed anterograde neural tract-
tracing of spinocerebellar mossy fibers in ephrin-A2−/−;ephrin-
A5−/− double knockout mice and examined the topography
of labeled terminal fields in the cerebellar cortex. We found
that loss of ephrin-A2 and ephrin-A5 disrupted the parasagittal
patterning of spinocerebellar mossy fibers. Loss of ephrin-A2
and ephrin-A5 did not disrupt the organization of Purkinje cell
zones or the basic morphology of the cerebellum. These data
suggest that Eph/ephrin signaling is required for the patterning
of spinocerebellar mossy fiber zones and, more broadly, that an
abnormal Purkinje cell zonal map per se is not required for insults
in Eph/ephrin signaling to consequently disrupt the precision of
mossy fiber patterning.

Our data address a distinction between the molecular
mechanisms that form parasagittal zones in Purkinje cells vs.
mossy fibers. Purkinje cell patterning has been thought to control
the topography of all other cerebellar components, with the idea
that they accomplish this via intercellular communication
mediated by cell-to-cell contact and/or molecular cues. We show
that loss of specific Eph/ephrin molecular signals leaves the
Purkinje cell map intact but nevertheless alters spinocerebellar
afferent patterns. How then do Purkinje cells control afferent
mapping? We speculate that Purkinje cell zones are not
disrupted by deleting the ephrin-A2 and ephrin-A5 genes
or by deleting the EphA4 gene (Karam et al., 2002) because
there are multiple stages of constructing the complete zonal
module, which would include patterning of afferents and
efferents around the Purkinje cell. We suggest that the genes
encoding patterned Eph/ephrin positional cues in Purkinje
cells are expressed as factors for executing the Purkinje cell
program that shapes the module around an existing plan of
zones—at those early stages, the module is likely exclusively
made up of Purkinje cells. In this scenario, patterned Eph/ephrin
combinations would function as effector molecules for matching
incoming circuit projections with Purkinje cell zones, but
these specific Eph/ephrin codes would not be required for
forming the Purkinje cell zones themselves. This argument is
supported by the timing of Purkinje cell zonal development.
Viral-mediated marking of Purkinje cells at the time of their
birth, between E10-E13 (Miale and Sidman, 1961), demonstrates
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FIGURE 4 | The relationship between Purkinje cell zones and spinocerebellar mossy fiber zones is disrupted in ephrin-A2−/−;ephrin-A5−/− mutant mice.
(A–C) Image of the WGA-Alexa 555 signal and zebrinII expression in the anterior cerebellum of a control mouse (N = 6). The patterning of the spinocerebellar mossy
fiber zones has a systematic relationship to the map defined by the Purkinje cell zones. d, dorsal, v, ventral. Scale = 100 µm. (D–F) Image of the WGA-Alexa
555 signal and zebrinII expression in the anterior cerebellum of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse (N = 3). The relationship between
spinocerebellar terminal field zones (S1a and S2a) and the boundaries of the Purkinje cell zones (P1+ and P2+) is disrupted due to the poorly defined spinocerebellar
zone boundaries (yellow arrows).

an early assembly of zones (Hashimoto and Mikoshiba, 2003)
which are further defined by gene expression starting at ∼E14
(Oberdick et al., 1993; Millen et al., 1995; Larouche et al.,
2006; Yaguchi et al., 2009; Wilson et al., 2011; Fujita et al.,
2012; Vibulyaseck et al., 2017). There is strong evidence that
the establishment of Purkinje cell zones is dependent on the
early B-cell factor 2 (Ebf2) gene that encodes a non-basic helix-
loop-helix transcription factor and the homeobox-containing
Engrailed (En1/2) genes. Ebf2 plays a role in establishing the
zebrinII-positive vs. negative identity of Purkinje cells (Croci
et al., 2006; Chung et al., 2008), and En1/2 are required for the
early stages of patterning Purkinje cell zones (Baader et al., 1999;
Sillitoe et al., 2008). Interestingly, En1/2 acts upstream of ephrin-
A2 and ephrin-A5 in the tectum to establish positional cues and
guide the patterning of afferents from the retina that express
Eph receptors (Logan et al., 1996; Shigetani et al., 1997). In the
cerebellum, loss of ephrin-A2 and ephrin-A5 in Purkinje cells
could lead to afferent termination defects because the absence
of these cues affects the full composite of signals that define the
cerebellar internal map, which would cause a failure in the ability
of the mossy fibers to interpret the ‘‘zip code.’’ However, it is also
possible that the many other Eph/ephrin molecules expressed
in the cerebellum during development (Lin and Cepko, 1998;
Rogers et al., 1999; Karam et al., 2000, 2002; Blanco et al.,
2002; Nishida et al., 2002; Saywell et al., 2014) compensate for
a potential role of ephrin-A2 and/or ephrin-A5 in establishing
Purkinje zones. Indeed, future work would need to resolve the
exact timing of the onset of Eph/ephrin expression in different
embryonic cerebellar neurons in order to fully appreciate how
these molecules influence patterning. In any case, altering
the Purkinje cell map has proven very difficult with several

molecular and injury methods, and likely reflects the intrinsic
control of Purkinje cell patterning (Apps and Hawkes, 2009).
It is, therefore, striking that loss of ephrin-A2 and ephrin-A5
disrupts spinocerebellar mossy fiber zones but not the Purkinje
cell molecular code since the relationship between afferent
identity and Purkinje cell molecular identity is resistant even
to experimental manipulations that dramatically alter cerebellar
morphology (Vogel and Prittle, 1994; Vig et al., 2005; Reeber
et al., 2013). We showed that the relationship between Purkinje
cell molecular zone identity and the mossy fiber termination
pattern is disrupted in the absence of ephrin-A2 and ephrin-A5
and is not the result of a gross morphologic displacement of
circuitry. These data lead us to ask whether the refinement
of mossy fiber zones by ephrin-A2/ephrin-A5 is specific to
the spinocerebellar subset or generalizes to other mossy fiber
inputs. We suspect that a given set of Purkinje cell zones would
guide multiple cerebellar inputs into zones depending on the
molecular tags expressed at the axons/terminals. For instance,
spinocerebellar and cuneocerebellar terminals likely share some
molecular targeting signals, whereas the more posteriorly located
vestibular mossy fiber afferent terminals could use at least some
unique cues compared to the anteriorly projecting afferents. It
is also possible that at a finer level, even the different cerebellar-
projecting cell classes from the spinal cord (Clarke’s column,
border cells, etc.) could use different Eph/ephrin molecules for
patterning, which could explain the lobule-specific and overall
circumscribed effects that we observed. Therefore, we speculate
that dedicated, and probably combinatorial, Eph/ephrin
signaling mechanism(s) could contribute to coordinating the
organization of inputs and outputs of Purkinje cells during
circuit formation.
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FIGURE 5 | Cerebellar lobule position and cerebellar cortical thickness are unaltered in adult ephrin-A2−/−/ephrin-A5−/− mutant mice. (A) Whole-mount image of a
lateral view of a control mouse brain (N = 6). OB, olfactory bulb; Ctx, cerebral cortex; Cb, cerebellum; BS, brain stem. Scale = 2 mm. (B) Whole-mount image of a
lateral view of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse brain (N = 6). The cerebellum is in the correct location and proportional to the rest of the brain.
(C) Whole-mount image of a dorsal view of a control mouse brain (N = 6). The gross mediolateral subdivisions of the cerebellum are visible (vermis, paravermis,
hemisphere). OB, olfactory bulb; Ctx, cerebral cortex; SC, superior colliculus; IC, inferior colliculus. Scale = 1 mm. (D) Whole-mount image of a dorsal view of an
ephrin-A2−/−;ephrin-A5−/− double knockout mouse brain (N = 6). The gross mediolateral subdivisions of the cerebellum are fully represented and in their correct
locations (vermis, paravermis, hemisphere). (E) Whole-mount image of a posterior view of a control mouse brain (N = 6). The cerebellar lobules are visible. Note
that lobules I–IV and X of the vermis are located underneath the other lobules and out of view in this orientation. Ctx, cerebral cortex; LS, lobulus simplex;

(Continued)
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FIGURE 5 | Continued
PML, paramedian lobule; COP, copula pyramidis; FL/PFL, flocculus and
paraflocculus; BS, brain stem. Scale = 1 mm. (F) Whole-mount image of a
posterior view of an ephrin-A2−/−;ephrin-A5−/− double knockout mouse
brain (N = 6). The main lobules are fully represented and in their correct
locations. (G) Quantification of the molecular layer thickness measured from
lobules VIII and IX. Molecular layer thickness is unaltered in the mutant mice
[control = 97.9 µm ± 2.55 µm; ephrin-A2−/−;ephrin-
A5−/− = 100.9 µm ± 0.373 µm; n = 6 measurements per animal (small data
points), N = 3 animals per genotype (large data points, each shape
represents a different animal), p = 0.3088]. Error bars indicate the standard
error of the mean. ns = not significant.

Despite the reproducible defects we observed in
spinocerebellar zonal targeting, a map, albeit altered, did
form, and individual clusters of terminals were represented
in the mutants. During nervous system development, the
processes of axon guidance, target recognition, and map
formation are controlled by a growing list of overlapping
molecular mechanisms including Netrin/Unc/DCC, Slit/Robo,
Semaphorins/Plexins, and the different Cadherin family
members. Therefore, the partial segregation of spinocerebellar
mossy fibers we observed in ephrin-A2−/−;ephrin-A5−/− mice
could be due to the overlapping expression and function of other
molecules in the cerebellum, such as cell-adhesion molecules
(Arndt et al., 1998; Luo et al., 2004), additional Eph/ephrin
family members (Lin and Cepko, 1998; Rogers et al., 1999;
Karam et al., 2000, 2002; Blanco et al., 2002; Nishida et al., 2002;
Saywell et al., 2014), or perhaps direct guidance by En1/2 (Brunet
et al., 2005). The loss of ephrin-A2 or ephrin-A5 could also cause
more subtle or synaptic level changes to spinocerebellar mossy
fiber topography that were not detected by the methods used
here. We also expect that the loss of ephrin-A2 or ephrin-A5
could also disrupt the development of other components of the
cerebellar circuit that were not tested here—for example, the
different classes of interneurons. Because spinocerebellar mossy
fiber zones have not been examined in ephrin-A2 or ephrin-A5
single knockout mice, our findings in the double knockout mice
do not distinguish whether either gene is essential for refining
mossy fiber zones independent of the other gene. However,
there is a high level of redundancy in the Eph/ephrin family of
signaling molecules (Gale et al., 1996; Feldheim et al., 2000),
and we postulate that there is not a single master regulator of
mossy fiber zone formation. Future experiments will hopefully
reveal how ephrin-A2 and ephrin-A5, in concert with other
molecules and pathways, precisely coordinate the attraction and
repulsion of intrinsic and extrinsic fibers into precise cerebellar
zonal maps.

CONCLUSION

The cerebellum is organized around a pleated array of
parasagittal zones. Purkinje cells are the central component of
zones. Recent work has shown that Purkinje cell zones have
distinct neuronal firing properties, which could determine how
they control different motor and non-motor behaviors. However,
the mechanisms that assemble zones are still unclear. There
is a long-standing hypothesis that perhaps Purkinje cell zones

provide the platform upon which all other cerebellar components
establish their topography. The activity of a molecular cue
that mediates cell-to-cell communication would satisfy this
hypothesis. Here, we provide evidence that Eph/ephrin signaling
contributes to spinocerebellar mossy fiber zones. We also show
that while Purkinje cells may indeed guide incoming afferents
and shape their terminal field patterns, they likely employ cell
intrinsic cues to first set up their own zones and then express cues
to direct the fibers. We anticipate that the full molecular profile
for cues that generate mossy fibers zones includes a large number
of proteins with diverse functions.
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FIGURE S1 | WGA-Alexa 555 tracing of spinocerebellar mossy fibers.
(A) Representative image of the WGA-Alexa 555 signal in lobules I/II of a control
mouse (N = 6). d, dorsal, v, ventral. Scale = 200 µm. (B) Representative image of
the WGA-Alexa 555 signal in lobules I/II of an ephrin-A2−/−;ephrin-A5−/− mouse
(N = 6). (C) Representative image of the WGA-Alexa 555 signal in lobules IV/V of a
control mouse (N = 6). d, dorsal, v, ventral. Scale = 100 µm. (D) Representative
image of the WGA-Alexa 555 signal in lobules IV/V of an
ephrin-A2−/−;ephrin-A5−/− mouse (N = 6). (E) Representative image of the
WGA-Alexa 555 signal in the copula pyramidis of a control mouse (N = 6).
Scale = 200 µm. (F) Representative image of the WGA-Alexa 555 signal in the
copula pyramidis of an ephrin-A2−/−;ephrin-A5−/− mouse (N = 6).
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We present a working model of the compensatory eye movement system in mice. We

challenge the model with a data set of eye movements in mice (n =34) recorded in

4 different sinusoidal stimulus conditions with 36 different combinations of frequency

(0.1–3.2Hz) and amplitude (0.5–8◦) in each condition. The conditions included vestibular

stimulation in the dark (vestibular-ocular reflex, VOR), optokinetic stimulation (optokinetic

reflex, OKR), and two combined visual/vestibular conditions (the visual-vestibular ocular

reflex, vVOR, and visual suppression of the VOR, sVOR). The model successfully

reproduced the eye movements in all conditions, except for minor failures to predict

phase when gain was very low. Most importantly, it could explain the interaction of VOR

and OKR when the two reflexes are activated simultaneously during vVOR stimulation.

In addition to our own data, we also reproduced the behavior of the compensatory

eye movement system found in the existing literature. These include its response to

sum-of-sines stimuli, its response after lesions of the nucleus prepositus hypoglossi or the

flocculus, characteristics of VOR adaptation, and characteristics of drift in the dark. Our

model is based on ideas of state prediction and forward modeling that have been widely

used in the study of motor control. However, it represents one of the first quantitative

efforts to simulate the full range of behaviors of a specific system. The model has two

separate processing loops, one for vestibular stimulation and one for visual stimulation.

Importantly, state prediction in the visual processing loop depends on a forward model of

residual retinal slip after vestibular processing. In addition, we hypothesize that adaptation

in the system is primarily adaptation of this model. In other words, VOR adaptation

happens primarily in the OKR loop.

Keywords: VOR, OKR, mouse, forward model, state estimation, adaptation
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INTRODUCTION

Compensatory eye movement (CEM) is a general term for
several reflexes whose goal is to maintain a stable image on the
retina during movements of the head by moving the eyes in
the opposite direction (Delgado-García, 2000). In other words,
these reflexes serve to reduce retinal slip (movement of the
visual image across the retina). In afoveate animals like mice,
the CEM comprises two reflexes: the vestibulo-ocular reflex
(VOR) uses vestibular input to predictively compensate retinal
slip and the optokinetic reflex (OKR) is driven by the retinal slip
itself. The two reflexes have roughly complementary properties:
the OKR performs well in low velocities and the VOR works
well at high frequencies. The existence of these reflexes allows
accurate compensation of retinal slip velocities experienced in
normal behavior. However, a challenge for any model of the
CEM is to explain the interaction between VOR and OKR. In
many conditions, the combined action, with a gain of almost
exactly one, is much less than the sum of the two reflexes driven
separately. The main aim of this paper is to produce a model of
the system and that can simulate the behavior of the VOR, OKR
and their interaction. Importantly, the model should be able to
reproduce these behaviors with a single set of parameters and
be based on the known neuroanatomy. The model must also
function in the presence of motor and sensory noise as well as
including realistic delays involved in visual sensation.

The CEM system has a number of properties that make it
a popular candidate for quantitative modeling of sensorimotor
processes (for review see Glasauer, 2007). First, its goal,
minimizing retinal slip, is clear and invariant over time
(Robinson, 1981). Second, the dynamics of the system as a whole
are close to linear. Third, the output only has three degrees of
freedom. Moreover, horizontal CEM can be isolated from the
other two degrees of freedom and treated as a systemwith a single
degree of freedom. There is a rich tradition in developing models
of the CEM (Raphan et al., 1979; Robinson, 1981; Kawato and
Gomi, 1992; Merfeld and Young, 1995; Laurens and Droulez,
2007; Lisberger, 2009; Karmali and Merfeld, 2012; Clopath et al.,
2014; Laurens and Angelaki, 2017). The different models address
different aspects of the CEM system, and we discuss here two key
features shared by some of the models: containing an internal
model that is used to predict sensory feedback and explaining the
interactions of VOR and OKR.

One of the most enduring models is based on the Merfled
Observer Model (Merfeld and Young, 1995; Karmali and
Merfeld, 2012). In this model the brain uses forward modeling
and sensory prediction error to appropriately compensate for
unexpected perturbations. However, they only model VOR
leaving open the question of the interaction of VOR and OKR.
Laurens and Angelaki (2017) similarly propose a model based
on internal models and sensory prediction. Their focus is on
comparing active and passive movements, but, like Merfeld,
they do not concentrate on the interaction of OKR and VOR
and they do not consider the actual motor signals that reach
the eye and the way that feedback from the eyes influences
eye movements. Our model is in the spirit of these two earlier
models in that it is based on the hypothesis that the brain

uses internal models to predict upcoming sensory signals and
make appropriate corrections. However, we are not primarily
concerned with estimate of the movements of the body, but
rather with reduction of retinal slip. Thismeans wemust consider
both the VOR and the OKR, their interactions, and the way the
system is driven by visual input.

The only models that attempt to combine VOR and OKR, to
our knowledge, are Raphan et al. (1979) and the related model of
Laurens and Angelaki (2017). While our model has some strong
similarities to Raphan et al. (1979), their approach lacks the
explicit notion of internal modeling which characterized more
recent approaches. Our own model, while similar in important
ways to other approaches, is originally based in efforts to connect
the CEM with the ideas borrowed from optimal control theory
that have been productive in the study of reaching movements
(Shadmehr and Krakauer, 2008; Frens and Donchin, 2009; Haar
and Donchin, 2019). Optimal control suggests that the motor
system operates in a “full feedback” mode: generating motor
commands in response to the best guess regarding the current
situation as opposed to using a pre-defined plan (Todorov and
Jordan, 2002). However, it has proved very difficult to build
optimal control models that make specific predictions for real,
physiological motor circuits. Our original thinking was that the
CEM was a sufficiently simple motor system to allow for the
use of this framework. In the end, our model is consistent with
earlier models in the field but extends them by combining VOR
and OKR and internal modeling in a manner consistent with the
optimal feedback approach used in other motor fields.

We build a working quantitative model (Figure 1) of the
compensatory eye movement system (CEM) starting from the
ideas developed in the Frens and Donchin state predicting
feedback control (SPFC) scheme (Frens and Donchin, 2009).
It explains data collected from CEM in mice across a broad
range of frequencies and amplitudes and different stimulation
conditions. The model reproduces the main characteristics of
mouse vVOR (rotation of the animal in the light, providing
simultaneous visual and vestibular stimulation). Importantly,
the same set of parameters also results in good predictions
of responses in VOR, OKR and additional conditions, i.e.,
suppressed VOR (sVOR; simultaneous rotation of the animal and
its visual surroundings), and responses to sum-of-sines (SOS)
stimuli. To test a hypothetical mapping of the model onto the
underlying anatomy, we simulate lesions in specific parts of the
model and compare the results with actual lesion studies in mice.
Finally, the model also successfully captures VOR adaptation.
We introduce the novel proposal that VOR adaptation actually
occurs through changes in the way OKR predicts inaccuracies in
the VOR.

The interaction of the VOR and OKR might be explained if
OKR is capable of predicting the retinal slip not compensated
by VOR. This is at the core of the model that we present. The
current model is essentially hierarchical, with the vestibular and
the visual components of the CEM handled in two distinct loops
(see Figure 1). This is close to the traditional view of CEM which
also incorporates two, more or less separate, mechanisms for
the VOR and OKR (Wakita et al., 2017). The VOR operates in
a partially open-loop fashion with feedback used to drive only
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FIGURE 1 | General layout of the model. Green areas are vestibular, orange areas are optokinetic. Hexagons represent Forward Models, ellipses are State Estimators.

Dashed arrows indicate processes in the real world, solid arrows are neural processes. Details of the model are specified in the text and Supplementary Material.

The connection between the vestibular sensation and the Post-VOR Slip forward model is one of the main innovations in the model and represents the OKR modeling

the inaccuracies in the VOR loop.

the forward model of the eye without modifying processing of
the vestibular state itself. In our model the OKR loop, on the
other hand, incorporates forward models of the eye, the visual
input, and also the VOR system. That is, the OKR not only
predicts current retinal slip based on models of the environment
and the eye movements, it also incorporates a model of the
residual retinal slip that remains after the actions of the VOR
loop. This represents a crucial expansion of previous models in
which sensory systems and plant dynamics have been included in
the internal model, so that now the VOR reflex itself is modeled
by the OKR system (Post-VOR Slip, Figure 1). The sensitivity
of the OKR loop’s estimate of inaccuracies in the VOR loop is
determined by a single parameter, ζ (see Equation 5, Equation
29 in Supplementary Material). An additional test of our model
is that it should be possible to set the value of ζ adaptively,
thus mimicking VOR adaptation. Thus, adaptation of the CEM
system (at least to first approximation) is mostly adaptation of
the OKR model of VOR inaccuracies (Figure 1; Post-VOR Slip).
This is consistent with experimental findings (as reviewed in the
discussion) and also with our hypothesis that the OKR loop is
more dependent on forward model prediction than the VOR.

We chose to model and perform experiments in mice because
mice, being afoveate, lack a confounding smooth pursuit system.
Moreover, we concern ourselves only with the horizontal CEM
as is commonly done in the experimental literature. However,
since rotations are non-commutative, expanding the model to

three dimensions is not trivial and this is an area that has been
tackled in other models (Merfeld and Young, 1995; Laurens and
Angelaki, 2017). We ultimately decided to constrain ourselves to
modeling only the horizontal CEM as there exists a great deal
more literature on this than the vertical or torsional responses in
mice. In order to compare our model to data, we collected from
mice in a large set of conditions (VOR,OKR, vVOR, sVOR, SOS),
frequencies and amplitudes. Such a data set was lacking in the
literature so that our contribution in this work, beyond a model
that fits all existing data, is a comprehensive data set showing
CEM behavior across a complete array of stimuli. Importantly,
the Matlab code for implementing the model as well as the
behavioral data and analysis code are all freely available online to
encourage the extension of the model into untested conditions.

MATERIALS AND METHODS

Model
The model was implemented in Matlab (version 2016a; The
MathWorks, Natick, MA, USA) and calculations were performed
via matrix multiplication with a time step of 1ms. In describing
the model we first provide a brief outline of the neuroanatomical
basis and subsequently outline our approach to modeling. We
do this separately for the VOR and OKR parts of the model
(green and orange areas in Figure 1, respectively). In the Model
Specification section we provide a summary of the mathematical
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specification of the model, with full details provided in the
Supplementary Material.

VOR
The mouse VOR uses vestibular input from the semi-circular
canals (labyrinth) to compensate head movement (Delgado-
García, 2000). Vestibular afferents from the labyrinth project
directly to VN with a small delay (2ms; Sohmer et al., 1999).
Their activity accurately reflects head velocity at high frequencies
but not at low frequencies (Robinson, 1981) due to filtering
properties of the vestibular labyrinth (Yang and Hullar, 2007).

Thus, in modeling VOR, the processing is quite simple (green
areas in Figure 1). Since the system has no access to the actual
head velocity, we use the vestibular signal as an approximation of
the head velocity. Neither system dynamics nor the oculomotor
command affect head dynamics. Note, therefore, that this model
currently does not distinguish between active and passive head
movements, i.e., it does not incorporate efference copy or
proprioceptive information about head movement.

OKR
In the mouse, the OKR originates in velocity sensitive neurons
of the retina, which project through the Accessory Optic System
(AOS) and Nucleus Reticularis Tegmenti Pontis (NRTP) to the
vestibular nucleus (VN) and the vestibulo-cerebellum (Gerrits
et al., 1984; Langer et al., 1985; Glickstein et al., 1994). The VN
output is sent to the brainstem nuclei, which drive the extra-
ocular muscles. In the case of horizontal eye movements, these
are the abducens nucleus (Ab), the oculomotor nucleus (OMN),
and nucleus prepositus hypoglossi (NPH; Büttner-Ennever and
Büttner, 1992). The OKR has a species-dependent response
delay of 70–120ms (Collewijn, 1969; van Alphen et al., 2001;
Winkelman and Frens, 2006) primarily caused by the visual
processing in the pathway from retina to VN (Graf et al., 1988).
The retinal afferents saturate at high velocities (Oyster et al., 1972;
Soodak and Simpson, 1988), causing non-linearities in the OKR
in this range (Collewijn, 1969; van Alphen et al., 2001). Thus, the
OKR is ineffective in compensating high velocity (and thus often
high frequency) visual stimuli.

One main innovation in our model is that the OKR system
assumes that the VOR only compensates for some proportion
of the head movement. The role of the rest of the control
system (orange areas in Figure 1) is to estimate the retinal
slip that will remain after the action of the VOR loop (Post-
VOR Slip) and provide this information for the OKR controller.
Post-VOR slip arises from two sources: from changes in the
velocity of the visual stimulus and from head movements
not compensated by the VOR. Thus, our forward model
estimate of movement of the visual surrounding (Post-VOR
Slip; left orange hexagon in Figure 1) will be updated by a
factor proportional to head acceleration (Equation 5, See also
Equation 29 in Supplementary Material). The specific constant
of proportionality, ζ , is discussed in the section on VOR
adaptation below. The combination of this predicted retinal slip
(Post-VOR Slip) combined with an estimate of how much the
OKR ismoving the eye, gives theOKR’s forwardmodel prediction
of uncompensated retinal slip (right orange hexagon in Figure 1).

As one can see in Figure 1, state estimation produces estimates
of both Post-VOR slip, and uncompensated retinal slip (oval
boxes). Post-VOR slip is retinal slip after VOR compensation
and uncompensated slip is that remaining after the action of
both systems. In both cases, we chose to use an approximation
of a Kalman filter to perform state estimation. Kalman filters
estimate state using an optimal combination of previous state
and incoming sensory data, optimized relative to the variance
associated with each of them (Porrill et al., 2013). That is, they
generate the estimate which is most likely to be closest to the
true value, given their inputs. In our case, the two inputs were
not optimally mixed, but rather the mixing was chosen to match
the data (see Supplementary Material, Equation 42). We are not
claiming that the mouse brain implements a true optimal Kalman
filter, but rather some weighted mixing of sensory input and
forward model prediction. Thus, through the model architecture,
vestibular input only affects our estimate of the head velocity,
and retinal input affects both our estimate of retinal slip and our
estimate of uncompensated retinal slip.

VOR Adaptation
VOR adaptation occurs when gaze consistently fails to
compensate head movement (Blazquez et al., 2004; Schonewille
et al., 2010; Shin et al., 2014). In a laboratory environment, a
rotating visual environment can lead such failure (as described
in the Methods below). This causes persistent changes in the
VOR, such that retinal slip is reduced in the new situation. In
our model, such a mismatch would affect the proportionality
constant ζ. This is because the OKR system’s assumption that
retinal slip is the result of inaccuracies in the VOR loop.

Summary of Model Specification
What follows is a brief description of the mathematical
specification of the model. A full description is available in
the Supplementary Material. We use a standard linear systems
formulation (Frens and Donchin, 2009):

xk+1 = Axk + Buk + zk + nk
yk = Dxk

(1)

with dynamicsA applied to system state, xk, which is also affected
by the command signal, uk, the external state of the world, zk, and
noise, nk. Finally, this state leads to sensory input, yk. zk is the
external input and includes the change in the actual head velocity,
vestibular sensory signal, and movement of the visual stimulus.

The state vector includes some easily recognizable quantities
like head state (position, H, and velocity, Ḣ), eye state (E and Ė)
and state of the visual scene (T and Ṫ). However, it also includes
two enigmatic variables (V and R). One is the filtered head
velocity signal that represents vestibular input. The semicircular
canals are described as a high pass filter that acts on head velocity:

V̇ = −
1

Tv
V + Ḣ (2)

Where V is the neural signal generated by the velocity sensitive
vestibular afferents (as can be seen by comparing with the
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Supplementary Material, the equations here are simplified for
clarity). TV is the time constant of the filter.

The other more abstract quantity is the combination of head,
eye, and visual input that creates retinal slip (R = Ḣ + Ė − Ṫ
with a saturation cutoff at Rmax = 0.65 deg/sec). Input delays
are represented by including time delayed versions of retinal slip
and vestibular input in the state vector and only the delayed
versions are available to the internal state estimation. Thus, the
state vector is:

x =
[

H Ḣ V E Ė T Ṫ R · · ·
]

(3)

with the three dots indicating extra time-delayed copies of
vestibular and retinal signals.

In modeling the noise, we opted for model simplicity over
realistic modeling of the noise. We followed Todorov (2004)
and Harris and Wolpert (1998) in making noise magnitude
proportional to the signal. We ran the model with different
constants of proportionality for the noise and did not see a
change in the results. Given that we have no available data on the
amount of sensory or motor noise in the system we used values
well in the middle of stable range.

In additional to the external state and the input, we also
modeled the controller itself. Our controller is split into two
parts, one for the VOR (subscripted V) and one for the OKR
(subscripted R):

x̂V,k+1 = A′
Vx̃V,k + BVuV,k

x̃V,k+1 = x̂V,k+1

+KV

(

V̇k−δV − D′
Vx̂V ,k+1

)

x̂R,k+1 = A′
Rx̃R,k + BRuR,k

x̃R,k+1 = x̂R,k+1

+KR

(

Rk−δR − h(R̃k)
)

(4)

Both parts of the controller have the same structure: a forward
model of the dynamics (first equation in each) followed by
state estimation, which combines forward model prediction with
sensory input (second equation in each). Note that sensory
inputs, V̇k−δV and Rk−δR , are the delayed versions and that
internal estimates of retinal slip must be saturated [h (•)] to allow
meaningful comparison to sensed retinal slip. KV and KR are
mixing constants that determine the relative weight of forward
model output and sensory input. The vestibular system weights
sensory input very heavily while the retinal system weights
prediction more heavily.

We use hat notation, x̂, for estimates produced by the forward
model and tilde notation, x̃, for the combined state estimate.
The internal state of the controller, represented by x̂ and x̃,
represents internal estimates of the system state (Equation 3)
described above with some additions. First, it contains two
different estimates of eye state, separately represented by the
VOR and OKR controllers. This allows the controller to make
different calculations. Second, it contains two different estimates
of retinal slip. The first is called the uncompensated retinal slip. It
reflects an estimate of the retinal slip that remains after both the
VOR and OKR contributions. This is the R̃ that appears in the
equation above (with the tilde indicating that it is a state estimate
resulting from aKalman filter calculation and forwardmodeling).

It is compared to the actual retinal slip to produce retinal slip
prediction error.

The other estimate of retinal slip in the internal state is called
the Post-VOR slip, R̃∗. It reflects an estimate of the amount
of retinal slip that will remain after the VOR contribution. It
is used to determine the OKR controller output. This estimate
exists because the OKR controller assumes that that some head
movement remains uncompensated by the VOR. The forward
model estimate of uncompensated post-VOR retinal is thus
updated by a factor proportional to head acceleration:

R̂∗k+1 = R̃∗k + ζ

(

ˆ̇Hk −
ˆ̇Hk−1

)

(5)

The constant of proportionality, ζ , is the quantity that is actually
being estimated by VOR adaptation. Our data was best fit by
using ζ = −0.6 which means that OKR assumes VOR tends to
overcompensate for head rotation.

Finally, the motor command for both OKR and VOR is
generated by using the equations: uR = −LR · x̃R and uV =

−LV · x̃V and u = uR + uV where LR and LV are called
the command policy. These are linear functions of the internal
estimate of state and the command policy was calculated using
an approximation of the equations in optimal control theory
(The Riccati equations for a linear-quadratic-regulator, please
see Supplementary Material for more details). Other approaches
to finding a reasonable control policy are also possible (Harris
and Waddington, 2013). The controller must, in any case,
compensate for the estimated error while correcting for known
dynamics of the motor plant and different ways of reaching
similar solutions exist.

Parameters
In the model only a few parameters were set to match the
data. They were set to match data in the vVOR condition and
then the same parameters were used for all conditions. Most
variables were either taken from literature, or experimentally
derived by us in separate experiments. Interestingly, it turned
out that the model produced very similar behavior across a wide
range of values for most parameters although it was sensitive to
a few parameters (see Table 1). As much as possible, parameters
were determined from the literature or from our own data. For
example, we determined the maximum VOR and OKR gains
from our own data. We used the response to high frequency
stimulation to set the maximum gain of the VOR in the model
and the response to low velocity stimulation to set the maximum
gain of theOKR in themodel. The response of the retina to retinal
slip saturates at high velocities leading to non-linearity in the
response, the value of the parameter representing the saturation
point (Rmax) was fit to published results (Oyster et al., 1972;
Soodak and Simpson, 1988). On the other hand, the filter of the
vestibular afferents was shaped to achieve the best fit to the data.
Ultimately, the filter that fit our data best was also compatible
with the literature. We used a first order high pass filter with
a time constant of 4 s (Yang and Hullar, 2007). Similarly, drift
velocity and VOR adaptation speed were fit to data and later
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TABLE 1 | Overview of all parameters used in the model, their values, the equations they are used (described in Supplementary Material), and a short description of

their meaning.

Value Equations Meaning Is it

critical?

How was it set?

dt 1ms Time step

Tp 0.5 s (1, 2, 15, 17, 24, 33, 38) Leaky integrator time constant for motor nuclei No Stahl and Simpson, 1995; Stahl et al., 2015

Tv 4 s (3, 15) High pass filter constant for the vestibular inputs Yes Fit to data. Close to value found for actual

vestibular afferents by Yang and Hullar (2007) (3 s)

δV 2ms (5, 20) Vestibular sensory delay No

aV 0.1 (6, 16) Vestibular sensory noise proportionality constant No Middle of the stable range

Rmax 0.65 deg/s (8) Retinal saturation Yes Oyster et al., 1972

δR 70ms (9, 20, 31) Visual processing delay Yes van Alphen et al., 2001

aR 0.1 (10, 16) Visual sensory noise proportionality constant No Middle of the stable range

au 0.1 (15, 16) Motor noise No Middle of the stable range

ζ −0.6 (29, 33, 38, 48) Assumed VOR inaccuracy No Fit to match VOR performance in the dark.

κV 1 (22, 42) Kalman gain of vestibular input No Set so VOR is not eliminated by floccular lesion

κT 0.05 (30, 42) Kalman gain for the effect of retinal slip prediction

error on assumed external motion (post-VOR

retinal slip)

No Fit to data

κR,k 0.05 (31, 35, 42) Kalman gain for the effect of retinal slip prediction

error on estimate of uncompensated retinal slip

No Fit to data

γ e
1

150 (44) Discount parameter for cost function No Fit to produce credible drift in the dark

θ 2 (44) Weight of position factor in cost function No Fit to produce credible drift in the dark

100,000 Number of terms kept in infinite cost function sum No Arbitrary

The last two columns describe whether they are critical, and how they were set. We determined how critical the parameters were, by varying them over an order of magnitude, and

observing the changes in results.

found to be compatible with the literature (Stahl et al., 2006;
Schonewille et al., 2010).

Animals
In order to test the model we recorded CEM in 13 C57Bl/6J
mice (Charles River, Wilmington, MA, USA). C57Bl/6J mice are
commonly used in oculomotor research enabling comparison
of our results to previously published data. We employed four
different paradigms i.e., OKR, VOR, sVOR, and vVOR and in
each condition we tested a wide range of frequency and amplitude
combinations. Details on the experiments are described in the
Supplementary Material. Additionally, we measured the drift of
the eye back to a central position in the dark (N = 6) and the rate
of adaptation of the VOR (N = 7), full details of the methods
are described in the Supplementary Material. All experiments
were performed with approval of the local ethics committee and
were in accordance with the European Communities Council
Directive (86/609/EEC).

Prior to all eyemovement recordings, mice underwent surgery
to prepare them for head fixation andwere allowed sufficient time
to recover, details are provided in the Supplementary Material

and the full procedure is described in van Alphen et al. (2009).
During an experimental session, mice were immobilized by

placing them in a plastic tube with the head protruding and
the head fixation attached to the turntable with the eye in the
central position. Eye movements were recorded via an infra-red
video system (Iscan ETL-200, Iscan, Burlington, MA, USA) at
a frequency of 120Hz. Visual stimuli were presented using a

modified projector (Christie Digital Systems, Cypress, CA, USA)
displaying a panoramic field of 1,592 green dots on virtual sphere
fully surrounding the animal. Rotation of the sphere around the
vertical axis provided the moving stimuli. Vestibular stimulation
was provided via a motorized turntable Mavilor-DC motor 80
(Mavilor Motors S.A., Barcelona, Spain) on which the mouse and
eye movement recording system were mounted. Further details
are provided in the Supplementary Material and a schematic
representation of the stimulus and eye movement recording
apparatus in Figure 2.

The VOR adaptation experimental paradigm consisted of an
identical stimulus setup with the animal undergoing 6 VOR trials
(1min duration, 1Hz, 5◦) to measure the gain alternating with 5
sVOR trials (5min duration, 1Hz, 5◦) to induce adaptation.

In the Sum-of-sines (SoS) conditions, the two constituent
frequencies were chosen that had no harmonic relation. Four
SoS frequency combinations were used in this study: 0.6/0.8,
0.6/1.0, 0.8/1.0, and 1.0/1.9Hz. Amplitude was either one or two
degrees for each frequency component. Either both frequencies
had the same amplitude (both 1◦ or both 2◦) or they had different
amplitude (one at 1◦ and the other at 2◦). This led to a total of 24
types of stimuli in each of the OKR, VOR, vVOR, and sVOR SoS
conditions. Eight mice were used in this paradigm and they all
performed all conditions.

Data Analysis
Every mouse was tested once in each condition, and each
stimulus consisted of at least five cycles. Only cycles after the
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FIGURE 2 | Schematic representation of the experimental setup. (A) Top view. A mouse in the setup, with its left eye in the center and surrounded by three screens

on which the visual stimuli are projected. The visual stimuli were programmed and displayed in such a way that from the point of view of mouse it appeared as a virtual

sphere. (B) Front view. A mouse placed in front of a hot mirror, which enabled the infrared camera underneath the table to record the eye movements.

initial transients of the response had decayed were included
in analysis. Full details of the analysis details are provided
in the Supplementary Material. Briefly, following filtering and
removal of fast phase eye movements gain and phase data
was calculated by a Bayesian fitting procedure in OpenBugs
(Version 3.2.3, http://www.openbugs.net, Lunn et al., 2009)
and Matlab curve fitting routines, for single sinusoid stimuli
and for SoS stimuli, respectively. The Matlab code and data
required for replication of the analysis presented in this
paper is available on the Open Science Framework website
(https://osf.io/feq7c/).

RESULTS

Responses to Sinusoidal Stimulation
The behavioral data that we present are in agreement with the
values that have been previously published for the C57BL/6
mouse strain (Stahl et al., 2000; Faulstich et al., 2004; van Alphen
et al., 2010; Schonewille et al., 2011). The VOR (Figure 3) in
the dark responded to high frequency stimulation, and the OKR
(Figure 4) was mainly active in response to low velocity stimuli
(van Alphen et al., 2001). The vVOR (Figure 5) was more or
less veridical over the whole stimulus range while suppression
in the sVOR (Figure 6) paradigm mainly happened at low
frequency/velocity conditions.

In Figure 3 we show a comparison of experimental and
simulated VOR. Figure 3A displays examples of a single cycle of
themodel output for four examples of specific stimuli.We can see
that the model response falls mainly within the red shaded region
which represents variance of the population of mice responding
to the same stimulus. The high frequency noise in the model
response are due to the addition of motor and sensory noise. The
high frequency noise is not seen in the mouse response as it is an
estimate of mean mouse behavior. A comparable estimated mean
model response is shown in Supplement Figure 2. Bode plots
of mouse and model response across multiple frequencies and

amplitudes is shown in Figure 3B. The figure demonstrates that
model output falls within the region of typical mouse behavior
across a range of frequencies of stimulation, both in terms of
response gain and phase. We see that there is a good match
between simulation and average experimental response over the
whole stimulus range. First, a high gain at high frequencies and
lower gain at low frequencies is clearly observable. Furthermore,
we see a phase lead at low frequencies which diminishes with
increasing stimulus frequency. Whilst the model fit well with the
average of the population of mice tested, there is considerable
variation between individual mice’s responses to the various
stimulations. In Figures 3–6Bwe present the confidence limits of
estimates of each individual mouse and display any mice outside
the limits of the plot as cross symbols on the limits of the y-axis.

Figure 4 follows the same format as Figure 3 but compares
simulation to experimental results for the OKR response. The
simulation nicely predicts themain features of the OKR response.
The gain decreases and the phase lag increases with increasing
stimulus velocity.

Figure 5 shows how well simulations predict experimental
data for combined visual and vestibular stimulation (vVOR). In
both the simulation and experimental data, we observe high gain
and almost no phase lead or lag between response and stimulus.
These results show that VOR and OKR have complementary
results, which allows the combined system to produce excellent
compensation of the retinal slip.

Figure 6 depicts how the model fits experimental data
generated during sVOR—suppression of the VOR response
with visual input. The response in high frequencies looks very
similar to that in VOR because OKR is not responsive in high
frequencies (see Figure 4), and hence cannot suppress vestibular
triggered response. At low frequencies, there is a very small
response, because VOR has low gain and is further suppressed
by OKR. At these low frequencies, where the gain is low and
variable, the model systematically misrepresents the phase of the
eye movement.
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FIGURE 3 | Summary of VOR data and simulation. In (A) the upper row displays results for 1◦ stimuli, the lower row for 2◦ stimuli. The panels show the stimulus in

black (left: 0.2Hz; right 0.8Hz), with the simulated response (blue) and the mean measured responses (red). Shaded red regions represent the standard deviation (SD)

of the sample of mice showing that the model performance is credible given population variability. (B) Are Bode plots for Gain (top panels) and Phase (bottom panels)

for the simulated response (blue), individual mice with SD (red error bars). Crosses in the Bode plots indicate data that extend beyond the visible axes. The left and

right sides of (B) represent bode plots for 1◦ and 2◦ stimuli, respectively. Other stimulus conditions fit equally well.

In order to examine the overall quality of fit in each of the four
experimental conditions above, we calculated the Z-scores of the
overall fitting quality, these are displayed in Figure 7. Z-scores
were calculated by subtracting the model response at each time
point from the center of the region of typical mouse behavior
and dividing by the standard deviation. Subsequently, we take
the mean of these values across all timepoints. Therefore, the Z-
score represents the number of standard deviations the model

response is away from the mean mouse response. Note how the
overall fit quality is good (“cool” colors in the heat map), with
some poorer fits in the low frequency/high amplitude range of
the sVOR condition. Because of the low amplitudes and high
variability, the phase offset of the model at the lower frequencies
does not lead to large Z-scores.

In addition to the comparison ofmodel and data in terms of Z-
scores (Figure 7), we also used the Bayesian estimates to generate
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FIGURE 4 | Summary of OKR data and simulation. This figure follows the format of Figure 3, with panel (A) displaying the stimulus (black), model response (blue) and

measured response (red). (B) Are Bode plots for Gain (top panels) and Phase (bottom panels). Note that the phase response of stimuli with Gains < 0.25 could often

not reliably be determined.

probabilities for the model response falling outside the range of
the behavior of a “typical mouse.” These tests were carried out
for every frequency and amplitude combination and assessed the
similarity of gain and phase separately, a combined probability
was then generated from the product of these. The results of these
tests are presented in the Supplementary Material. Overall the
model responds within the range of a typical mouse for both gain
and phase individually and when combined.

Model Dynamics
The interaction of the different parts of the model in one
of the conditions (vVOR, amplitude 2, frequency 0.2Hz) are

shown in Figure 8. The figure shows one cycle of the activity
in each of the different areas being modeled during the steady
state response to this stimulus. The top two boxes show that
in this condition, the head is being rotated but the eyes are
moving to keep the retinal slip at 0. The head rotation passes
through the system in a feedforward manner to drive the
vestibular controller. Additionally, this controller is modulated
by knowledge of the eye position and velocity, driven by the
forward model integration of the vestibular command. The
figure also shows how the head rotation drives an estimate
of the retinal slip that would remain uncompensated by the
VOR controller. This is labeled post-VOR slip. Post-VOR slip
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FIGURE 5 | Summary of vVOR data and simulation. This figure follows the format of Figure 3, with panel (A) displaying the stimulus (black), model response (blue)

and measured response (red). (B) Are Bode plots for Gain (top panels) and Phase (bottom panels). Across the whole frequency range tested in both amplitudes there

was a very good match of model to experimental data.

in turn drives the activity of the OKR controller. Note that in
this condition, the system estimates that the VOR will over-
compensate for the head rotation and the OKR controller
generator actually generates a command that is roughly in
counter-phase with that of the VOR controller. The success of
the vVOR in generating eye movements that fully compensate
for the head movement are the result of a balance between
the VOR signal and the OKR signal. Without the balancing
OKR signal, the gain of the VOR would need to be lowered to
achieve veridical tracking, which would compromise the quality
of the VOR.

Figure 8 also shows that in this situation the OKR system has
stabilized, such that retinal slip prediction error is 0. If there
were prediction error, generated by either a transient visual or
vestibular perturbation, this would drive an increase in the post-
VOR slip which would then cause a transient increase in the OKR
command to correct for the extra slip. The OKR system thus
serves in two complementary roles: it generates a feedforward
correction for the inaccuracies of the VOR system (the size of
which is learned through adaptation, as described below) and
it generates an error driven correction for unexpected retinal
slip. The figure thus demonstrates the balance between the VOR
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FIGURE 6 | Summary of sVOR data and simulation. This figure follows the format of Figure 3, with panel (A) displaying the stimulus (black), model response (blue)

and measured response (red). (B) Are Bode plots for Gain (top panels) and Phase (bottom panels). Note that the phase response of stimuli with Gains < 0.25 could

often not reliably be determined. The pattern of the response in the behavioral data is clearly captured by the simulation.

command, post-VOR slip and OKR command that are necessary
to achieve veridical tracking in the vVOR condition. Figures in
the supplementary results show dynamic plots for the VOR and
OKR simulations at the same frequency and amplitude, but it is
their interaction which is the key innovation of our model.

Sum of Sines
When the mouse OKR responds to sum-of-sines (SoS) stimuli,
we have previously reported relative gain suppression of the
lower of two frequencies in the stimulus. Conversely, in sVOR,
results showed gain enhancement in the lower frequency
component. In both sVOR andVOR, an overall decrease in phase
lead was observed. For more details see Sibindi et al. (2016).

When applying these stimuli to the model, the main pattern of
effects is reproduced. Thus, we find qualitatively similar changes
in both the relative gain and delay of the constituting frequencies
(Figure 9A). Importantly, removal of retinal saturation (Rmax =

∞) eliminates the non-linearities expressed in the gain of the
response (Figure 9B).

VOR Adaptation
Perhaps counterintuitively, VOR adaptation occurs as a result
of changes in the OKR’s model of VOR. Adaptation modifies
the OKR’s prediction of post-VOR slip. Thus, adaptation in our
model involved allowing the parameter ζ to vary in response to
retinal slip prediction error using gradient descent. As derived
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FIGURE 7 | Summary of comparison of model and data for all amplitude and frequency combinations. The four panels depict the degree to which the model

response matched the experimental data for the four conditions. The degree of similarity is expressed in terms of the number of standard deviations the model

response was away from the mean behavioral response, cooler colors indicate a closer match. Across all amplitude and frequencies tested the model reproduces the

experimental data well, with the possible exception of high amplitude, low frequency sVOR. Gray regions indicate conditions not measured in the experimental data.

in the Supplementary Material, the gradient is in the direction
that decorrelates head acceleration and retinal slip prediction
error. The minimum error had a broad basin of attraction. Thus,
regardless of the starting value of ζ, it always converged to
the same value of −0.6, if the stimulation frequency was kept
constant at 1Hz. The value to which ζ converged depended on
stimulus frequency but not amplitude. Nevertheless, for a broad
range of frequencies ζ assumed a value around−0.6.

The adaptation protocol reduced the gain of the VOR in mice
to around 50% of its original value (Visible as a normalized gain
of close to 0.5 after 25min of training, Figure 10), comparable
to that which has been previously described in literature
(Schonewille et al., 2011).

Effects of Lesions
In the model we simulated a lesion of the flocculus and a lesion of
the NPH. The way in which this should be done in the model
depends on the role that is ascribed to either structure (see
section Discussion).

Flocculus Lesions
We modeled a lesion of the flocculus by removing all the
Forward Model boxes (Hexagon boxes in Figure 1). Figure 11A
shows the result. The OKR is virtually absent. Meanwhile
VOR gain is increased, and VOR phase increases at low
frequencies. Following a model floccular lesion, the VOR did not
adapt (Figure 10).

NPH Lesions
If one believes the NPH to be part of the controller (Green
et al., 2007), a lesion of the NPH would mean removing
the inputs of the two outer hexagonal Forward Model boxes
of Figure 1. A lesion of the flocculus would then be setting
the values of all Forward Model boxes to a constant value
of 0.

Alternatively, if one believes the NPH is the oculomotor
integrator (Cannon and Robinson, 1987), an NPH lesion means
setting the output of [outer, hexagonal (Figure 1)] integration
boxes to 0. A flocculus lesion then only affects the two inner FM
boxes of Figure 1 (“post-VOR slip” and “uncompensated slip”).
We tested both manipulations.

Both types of lesion of the NPH resulted in exactly the same
result. This is not surprising, since they are equivalent to setting
the input to the integration step to 0, or setting the output to
0. Both produced a small effect on the VOR with a decrease
in gain at low frequencies, reflecting the mainly feed forward
nature of response. OKR in contrast was greatly affected with
a large decrease in gain (Figure 11B). As expected (see section
Discussion), the lesion also had an effect on the drift of the eyes
back to the center in the dark, decreasing the time constant from
2.83 to 0.31s. Stahl et al. (2006) report a time constant on the
order of 5 s for the neural integrator in C57BL/6 mice, although
there was considerable variation between mice and over time.

Cheron et al. (1986a,b) made lesions in the NPH of cats. They
show that such a lesion reduces low frequency VOR responses
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FIGURE 8 | An example of the model dynamics for one cycle of the simulation in the vVOR condition (Stimulation amplitude of 2 degrees at a frequency of 0.2Hz) at a

time by which the system has reached a steady state. The layout matches the model schematic presented in Figure 1, Forward Models are labeled FM and State

Estimators are labeled SE. In each box the blue line represents the output of the computation performed, the green or orange line represents the appropriate stimulus,

vestibular and visual, respectively. In the supplement, we display the full model dynamics for the VOR and OKR conditions in isolation, respectively, for the same

frequency and amplitude of stimulation.

FIGURE 9 | Summary of the model response to Sum of Sines stimulation for the model with normal retinal saturation (A) and with the saturation of retinal input

removed (B). The response is described in terms of gains and lags relative to the gain and lag recorded in response to the single frequency component presented in

isolation. A linear system will produce only relative gains of 1 and relative delays of 0, indicated by dashed horizontal lines on each plot. The pattern of non-linearities

produced by the full model (A) matches closely the non-linearities found in behavioral data in response to the same stimuli (Sibindi et al., 2016). Figure 6 of Sibindi

et al. (2016) is reproduced with consent as a supplement to this figure, Supplement Figure 1. The removal of retinal saturation eliminates the non-linearities

expressed in the relative gains of the OKR and sVOR but those expressed in the relative lags of VOR and sVOR remain intact. Please note that the values for relative

gain for the 0.6Hz component of the 0.6/0.8 and 0.6/1.0Hz Sum of Sines in sVOR (A) are >2.
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FIGURE 10 | Time course of gain decrease adaptation of the VOR in response

to repeated sVOR stimulation. The decrease in gain measured experimentally

(red) with confidence limits representing SEM (shaded region) matches that

produced by the model (blue line) in response to the same paradigm.

Simulating a flocculus lesion in the model (purple line) by removing the four

forward models produces a complete abolishment of adaptation, whereas an

NPH lesion (orange line) left the adaptation intact.

and completely abolishes OKR. However, the gain and phase
measurements do not depict the full nature of the changes in the
response to OKR. When applying low velocity stimuli, the OKR
in our model becomes noisy and dominated by oscillations at the
time points in which stimulus velocity is highest (Figure 12).

In our model, NPH lesions do not affect adaptation to the
sVOR stimulation at 1Hz (Figure 10), because the individual
reflexes at that frequency are relatively unaffected, and the site
of plasticity is not lesioned.

Effect of Lesions on Dynamics
To better understand how the different lesions affect the internal
dynamics of the model, Figure 12 presents the post-VOR slip
and the activity of the visual, vestibular and combined controllers
in each of the lesion conditions for each of the four different
stimulus conditions. There are a number of key findings. First,
both the floccular and NPH lesion have the same effect on the
vestibular command. This is because both lesions impact the
vestibular command by eliminating forward model estimation
of eye eccentricity. This leads to a decreased amplitude and
increased phase lag in the vestibular command. Meanwhile, it
can be clearly seen that the NPH lesion primarily affects the
magnitude of the OKR.

DISCUSSION

Brief Summary of Results
Frens and Donchin (2009) proposed that CEM can be modeled
by an SPFC framework where specific functional roles can
be ascribed to specific nuclei in the CEM circuitry. Here, we
measured—for the first time- VOR, OKR, vVOR, and sVOR

over a large range of frequencies and amplitudes in the same
animals. We then implement the SPFC framework in a detailed
computational model which can, with a single set of parameters,
mimic the behavior of OKR and VOR (Figures 3, 4, 7). With
the same set of parameters, the model also reproduces vVOR,
sVOR (Figures 5–7) and non-periodic SoS-stimuli (Figure 9).
Furthermore, it successfully predicts the effects of lesions
(Figures 11, 12) and has adaptive behavior, similar to VOR
learning (Figure 10).

The strength of this model is that it has relatively few critical
parameters (see Table 1) and that the critical parameters can be
straightforwardly experimentally derived. This is an advantage
over other SPFC-like models that address other motor systems
(Shadmehr and Krakauer, 2008). However, it is important to
recognize that although our model is in a tradition of modeling
the motor system called optimal feedback models (Todorov,
2004; Shadmehr and Krakauer, 2008), this modeling approach
does not assume that themotor system is actually optimal. Firstly,
in biological motor control the correct cost function is unknown.
Even if it were known, the biological motor system does not meet
the criteria required for the optimization problem to be solved
with available methods. Finally, optimal theories are difficult to
falsify, as noted by the seminal paper of Shadmehr and Krakauer
(2008). What the optimal control models in the neural control
of movement share with true optimal feedback controllers is the
basic structure of a feedback controller using forward modeling
and a Kalman-like filter to produce state estimates that can be
used to generate sensory prediction error. They also generally
rely on an explicit or implicit cost function that balances control
costs with target costs (Todorov, 2004). In the development of
this model, we used a plausible cost function that could match
the experimental behavior. We include both eye velocity and eye
eccentricity. In combination with the signal dependent noise, the
cost function penalizes larger movements. It is almost certainly
not an accurate description of the real underlying cost function
(see Harris and Waddington, 2013 for a more detailed approach
at producing an accurate form), if indeed such a cost function
exists. Our cost function follows Robinson (1981) in making
the assumption that the system minimizes retinal slip. This
assumption, reasonable in the afoveate, lateral eyed mouse, may
not be appropriate for foveate species with saccadic systems or
binocular vision. The expansion of the current model into other
species is a worthy goal for future work but our aim in the current
paper was to match the model to wealth of available data on the
neuroanatomy and behavior for the mouse.

Another area in which we a priori limited our model was the
investigation of only the steady state horizontal component of the
CEM system. Other models have been developed to simulate the
interaction of multi-dimensional stimuli (Laurens and Droulez,
2007; Laurens and Angelaki, 2017). The expansion of the current
model to incorporate more degrees of freedom or translational
stimuli is an important goal. The data presented here are all
collected after the transient responses at the initialization of
stimulation have abated. However, experimental data on the
initialization and the termination of the CEM reflexes has
previously been modeled (Raphan et al., 1979). Investigating if
the current model can reproduce these effects is an important
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FIGURE 11 | The effect of simulated lesions of the flocculus (A) and NPH (B) in the model on compensatory eye movements. The intact (blue line) and lesioned model

response are summarized in Bode plots for the four conditions with the gain and phase presented in the left and right columns, respectively. Following a simulated

flocculus lesion removal of the forward model stage produces an increase in the VOR gain and phase and an almost complete loss of the OKR response. Due to the

loss of the OKR component the response in the vVOR and sVOR conditions is almost identical. Similarly, the greatest effect of a lesion of the NPH was on the OKR

response with a large decrease in gain and decrease in phase lag.

FIGURE 12 | Summary of the dynamics of key components of the model in all four stimulation conditions (VOR, OKR, vVOR, and sVOR) for the full model (blue) and

the simulated Flocculus (purple) and NPH lesions (orange). The first column of plots represents the output of the VOR controller, second column displays the forward

model of Post-VOR Slip, the third and fourth columns depict the commands produced by the OKR controller and the Plant, respectively. In all plots the relevant

stimulus is also displayed. The high frequency content of the control signals is due to the signal dependent noise in the sensory and motor stages of the model.
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area for research. Despite these limitations, the range of stimuli
we have tested and the publication of all data, model, and
analysis code online means that we have provided a framework
that people can work with to investigate more esoteric issues
and expansions.

Key to the model are two distinct circuits for VOR and OKR.
The VOR loop is relatively simple, and mainly consists of an
integration step. In traditional models (for review see Glasauer,
2007), the OKR responds to actual retinal slip. However, due
to the relatively long delay of the visual processing, the OKR
response would then typically respond late. OKR state estimation
in our model resolves this by predicting retinal slip. Both the
VOR and the OKR loop contribute to this internal estimate
of (uncompensated) retinal slip. This combined contribution is
necessary, since the OKR assumes that the vestibular system will
only partially resolve the retinal slip. While the reality may be
more complex, the idea that the OKR models the VOR was the
only way that we could explain the relatively high gains of both
the OKR and VOR systems in isolation with the veridical gain of
the two systems combined.

Finally, our model implements adaptation as a recalibration of
this OKR estimate of VOR slip compensation. This helps explain
why floccular lesions have a stronger direct effect on OKR but
also disrupt VOR adaptation.

The Non-linear Response to SoS
Stimulation
In addition to reproducing the response to sinusoidal stimulation
in a wide range of conditions, the model also matched responses
to SoS-stimuli that are identical to those previously used by
Sibindi et al. (2016). Strikingly, two non-linearities reported
in the results of that study were reproduced: The first is that
when confronted with a visual stimulus that consists of two
non-harmonic sinusoids (e.g., the summation of 0.6 and 1.0Hz
sinusoids), the amplitude of the lower frequency is suppressed,
independent of the absolute value of the constituent frequencies.
This then also results in changes in the amplitudes in vVOR
and sVOR conditions. The second is that the lag of the
response to the lower frequency is larger, resulting in a delayed
overall response. This can be seen for both VOR, OKR, and
its combinations.

The model has one non-linearity specifically built in: the
saturation of the visualmotion sensitive neurons in the retina (see
Equation 8 in the Supplementary Material, parameter Rmax).
Explicitly removing this saturation eliminated the gain decrease
and delay increase of the OKR and vVOR, but left the increased
delays in the VOR and sVOR unaffected (Figure 9).

These modeling results support the hypothesis that Sibindi
et al. used to explain their results: increased delays may
be a result of the circuit properties. That is, they suggest
the forward model fails to predict upcoming retinal slip in
complex stimuli. Our results also support their hypothesis
that the gain changes are probably the result of non-linear
retinal processing.

The Role of the Flocculus
The flocculus acts as a forward model for both the VOR
and the OKR loop. However, the role it plays in each reflex

is completely different. The flocculus is not critical for VOR
performance, as animals lacking Purkinje cells do have an intact
VOR although the amplitude of the response is significantly
higher (van Alphen et al., 2001). While our model does include
a forward model and state estimator for head velocity, this
is only a formal result of the structure of the model. In
fact, our model ignores the results of the forward model and
uses the sensory information exclusively to determine head
velocity. Thus, the role of the forward model (green hexagon
in Figure 1) in this system is actually only to integrate eye
velocity into eye position. For the OKR loop the forward model
helps to overcome the delay in the OKR feedback loop, and
it is crucial to provide information about the estimated post-
VOR slip.

We mimicked lesioning the flocculus by removing the
output of the forward models. This removed the capability of
the system to predict upcoming retinal slip. As a result, the
optokinetic response was virtually abolished whereas VOR gain
substantially increased (Figure 11A). Lurcher-mice, a mutant
strain that lacks Purkinje cells, have substantially lower OKR
gains than their wild type littermates (van Alphen et al.,
2002). Lurcher-mice results are also similar to a floccular
lesion in our model in that VOR-gain is increased. Results
on VOR gain in acute, non-genetic floccular lesions are
mixed (Rambold et al., 2002).

We can understand the results showing increased VOR gain
in Lurcher mice using our model: the OKR generally acts to
suppress the VOR and a floccular lesion releases this suppression.
This interpretation leads to the further prediction that floccular
lesions will reduce the effect of visual suppression of the VOR,
increasing gains in the sVOR. This is true in our model as well as
being compatible with the literature (Takemori and Cohen, 1974;
Zee et al., 1981; Belton and McCrea, 2000).

The change in phase of VOR response that is seen in Lurcher
mice (van Alphen et al., 2002) can be modeled only if we include
the VOR integration stage in the flocculus. This supports the view
of Green et al. (2007) that the NPH provides an efference copy
that is integrated in the flocculus (see below).

The Role of the NPH
Our model provides a potential resolution to a debate about the
role of the NPH in eye movement generation. In Robinson’s
inverse-model framework, the NPH is thought to act as the
neural integrator for horizontal eye position. Such an integrator
is necessary to provide the abducens nucleus with both velocity
and position commands that are needed to overcome the low-
pass filtering properties of the plant (Robinson, 1981). This
view has been widely adopted by researchers in the oculomotor
system. A critical finding supporting this view is from Cannon
and Robinson (1987) showing that lesions of the NPH cause
the eye to drift toward the center of the oculomotor range.
This is compatible with the loss of an integrator that opposes
the elastic restoring forces of the plant. However, more recently
Green et al. (2007) showed that the burst tonic neurons of
the NPH have activity that is nearly identical to that of the
motor neurons in the abducens nucleus. Furthermore, these
neurons have direct projections to the flocculus (Langer et al.,
1985; McCrea and Baker, 1985; Belknap and McCrea, 1988).

Frontiers in Systems Neuroscience | www.frontiersin.org 16 March 2020 | Volume 14 | Article 1377

https://www.frontiersin.org/journals/systems-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/systems-neuroscience#articles


Holland et al. State Prediction Model of CEM

On the basis of these findings, they proposed that the NPH
provides efference copy input to a cerebellar forward model
(Green et al., 2007; Ghasia et al., 2008). This view was also
incorporated in our SPFC (Frens and Donchin, 2009). Thus,
in our model, an NPH lesion removes input to the forward
models. However, when we lesion the NPH projection in our
simulation (by removing efferent copy to the forward model
or by removing its output), we found that we had reproduced
the Cannon and Robinson (1987) result: the time constant of
the drift was reduced. Hence, a lesion of the efference copy
projection produces the same results as those thought to support
the idea that NPH is an integrator. It seems that the Cannon and
Robinson (1987) results are compatible with both models while
recent anatomical and physiological findings support the idea of
efferent copy.

VOR Adaptation
Within our framework, VOR adaptation happens through
adaptive changes in the forward model of VOR used by OKR.
OKR assumes that VOR will correct a certain fraction of
sensed head velocity. Determining the proportionality constant
robustly led to the same value regardless of stimulus amplitude
over a wide range of frequencies. When challenged with an
adaptation stimulus, the model gradually changed its gain. Of
course, the rate of adaptation could be set arbitrarily. Our
setting led to an adaptation speed that is very similar to what
we experimentally found in mice under identical experimental
conditions. To our knowledge, we are the first to suggest
that VOR adaptation reflects adaptation of a forward model
of VOR output. However, the idea is compatible with the
recent suggestion that VOR adaptation is driven by the motor
consequence of retinal slip rather than the slip itself (Shin et al.,
2014). Floccular lesions in our model abolish VOR adaptation,
which is in line with the literature (Schonewille et al., 2010).
NPH lesions do not affect adaptation at 1Hz in our model, but
to the best of our knowledge there is no literature to corroborate
this finding.

Although our model is capable of adaptation, we believe that
adaptation in the biological system is probably more complex
than that in our model. Biological adaptation seems to reflect
plasticity at multiple sites with multiple time constants (Porrill
and Dean, 2007; Gao et al., 2012; Clopath et al., 2014). The
introduction of more realistic adaptation and testing adaptation
at higher and lower frequencies is an important future extension
of the current model.

Relationship to Other Models
The CEM system is a popular candidate for computational
modeling due to the known anatomical substrates and the
restricted degrees of freedom. Theories of motor control are
primarily based on one of two main architectures. One theory
suggests that the motor system relies on generating an ideal
“desired movement” or “desired trajectory” that serves as a basis
for subsequent control. Such an architecture faces a number
of key challenges: generating the desired trajectory, translating
it into motor commands, and correcting for deviations during
online control. At the heart of such a system is an “inverse model”

which translates desired movement into motor commands
(Jordan and Rumelhart, 1992). For the CEM system, the desired
movement is always the one which will fixate the gaze in
space, minimizing retinal slip. The literature in the CEM system
contains a long tradition of such models (for example: Robinson,
1981; Kawato and Gomi, 1992; Glasauer, 2007; Lisberger, 2009;
Clopath et al., 2014). In general, a desired motor command
is fed to the brainstem, which then acts as an “inverse plant,”
i.e., it processes the command in order to overcome the low-
pass properties of the extraocular muscles and tissues that are
connected to the eye.

Our model shares the use of internal models and sensory
prediction with the Merfeld Observer Model (Merfeld and
Young, 1995; Karmali and Merfeld, 2012) and the models of
Laurens and Angelaki (2017). However, we concern ourselves
mainly with the interaction of the VOR and OKR. Raphan
et al. (1979) have also modeled the interaction of these reflexes
and our model shares many elements with theirs. However,
we place the notion of internal models at the forefront of
our approach. The key innovation in our model is the use of
recurrent cerebellar-vestibular nuclei loops which enable the
model to function correctly in the presence of considerable motor
and sensory noise and in the presence of significant delays in
sensory feedback. There exists anatomical evidence for such loops
(Büttner-Ennever and Büttner, 1992) and proposals for their
functional significance have been made previously (Porrill et al.,
2004).

Since the optimal control framework was originally proposed
as an approach to understanding vertebrate motor systems,
models of this sort have been implemented in the control
of various motor tasks. The implementations closest to our
model are those that attempt to describe coordinated head and
eye movements during gaze shifts (Todorov and Jordan, 2002;
Sağlam et al., 2011, 2014). One somewhat similar model has been
proposed to describe the CEM system (Haith and Vijayakumar,
2007). The Haith model is built largely to address adaptation
to changing dynamics, an issue not addressed by our data or
our model. Additionally, the Haith model is not confronted with
actual data. In sum, our model is unique in a number of respects:
(1) the extensive data with which it is challenged, including lesion
data and non-sinusoidal data, (2) the idea that one of the main
drivers of adaptation is compensation of the OKR system for
predicted VOR error, (3) the development of a fully realized
recurrent model of the CEM system in the spirit of the optimal
control feedback framework.
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The cerebellum is widely implicated in having an important role in adaptive motor control.

Many of the computational studies on cerebellar motor control to date have focused on

the associated architecture and learning algorithms in an effort to further understand

cerebellar function. In this paper we switch focus to the signals driving cerebellar

adaptation that arise through different motor behavior. To do this, we investigate

computationally the contribution of the cerebellum to the optokinetic reflex (OKR), a visual

feedback control scheme for image stabilization. We develop a computational model of

the adaptation of the cerebellar response to the world velocity signals that excite the OKR

(where world velocity signals are used to emulate head velocity signals when studying

the OKR in head-fixed experimental laboratory conditions). The results show that the filter

learnt by the cerebellar model is highly dependent on the power spectrum of the colored

noise world velocity excitation signal. Thus, the key finding here is that the cerebellar filter

is determined by the statistics of the OKR excitation signal.

Keywords: cerebellar, computational model, optokinetic (OKN) system, world statistics, adaptive filter

INTRODUCTION

Eye movements have been used extensively to investigate the functions of the cerebellum in
motor control (Carpenter, 1988; Büttner-ennever, 2006). They are mechanically much simpler than
movements of multi-joint limbs, and the neural circuitry underlying their control is corresponding
less complicated (Robinson, 1986). Historically one type of eye movement has been of particular
interest, namely that made in response to unexpected rotations of the head. The eyes rotate in the
opposite direction to the head so as to stabilize the direction of gaze in space, thus minimizing
the extent of whole image movement over the retina (retinal slip) and consequent loss of visual
information. Since the reflex is driven by information regarding head movement provided by the
vestibular system it is termed the vestibulo-ocular reflex (VOR). One of its key features is that
its gain can be altered (VOR adaptation), and Ito (1970) first appreciated the importance of the
cerebellum on mediating this adaptation, proposing the flocculus as the region of the cerebellum
involved. Subsequent experimental and modeling work on the role of the cerebellum in VOR
adaptation continues to the present (e.g., Inagaki and Hirata, 2017; Voges et al., 2017; Luque et al.,
2019).

Since movements of the eyes have no effect on head position, the VOR is functionally a
feedforward control scheme, and VOR adaptation provides a mechanism that enables the scheme

81
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to be calibrated. But there is also a feedback control scheme
for stabilizing gaze, which uses retinal slip itself to drive
counter-rotatory eye movements, and is termed the optokinetic
reflex (OKR): the neural substrate of the horizontal OKR is
shown in Figure 1. This reflex works cooperatively with the
VOR to stabilize gaze (Carpenter, 1988). The need for two
control schemes (VOR and OKR) to perform one task (image
stabilization) is explained by the respective operational range of
the VOR and OKR: the VOR does not work effectively at low
frequencies of head movement, due to poor sensing of the head
velocity at those frequencies by the semicircular canals of the
vestibular system. In contrast, the OKR does not function well
at high frequencies of head movement because the retinal slip is
delayed (by ∼100ms) due to visual processing time (Robinson,
1987). Hence, the VOR and OKR combine to stabilize the
full field visual image across a wider frequency spectrum than
might be accomplished individually (Paige, 1983; Godaux and
Vanderkelen, 1984; Boyle et al., 1985; Schweigart et al., 1997).

Here we model how OKR performance is improved by the
contribution of the cerebellar flocculus, using an architecture
based on the detailed descriptions available of the relevant neural
circuitry (Fuchs and Mustari, 1993; Mustari et al., 1994). The
flocculus itself is represented by the adaptive-filter model of the
cerebellar cortical microcircuitry, proposed by Fujita (1982) as
a development of the original Marr-Albus framework to allow
direct processing of temporally varying inputs, and consequent
representation of systems in which current output depends on
input history. Adaptive-filter models have subsequently used
extensively in system-level modeling of cerebellar function (Dean
and Porrill, 2010).

We focus our analysis of the adaptive OKR model on the
retinal slip signal which is used to excite the feedback control
loop. The term “excite” is used in the systems engineering sense
of an excitation signal, which refers to the input signal that
causes the system to generate an output. Excitation signals can
be divided into two classes: predictable and non-predictable. An
example of a predictable signal is a single frequency sine wave,
whilst a non-predictable signal is colored noise. Our analysis on
these two classes of signal reveals the extreme dependence of
cerebellar learning on the predictability of the excitation signal,
in other words on the statistics of the visual world.

The OKR is an exemplar problem of adaptive feedback
control. Hence, understanding how the cerebellum adapts
to optimize eye movements in the OKR is potentially of
great importance for understanding cerebellar involvement in
feedback control throughout the nervous system.

METHODS

The basic circuitry underlying the primate OKR has been
described by Mustari et al. (1994). The box labeled flocculus in
this figure refers to those microzones in the flocculus and ventral
paraflocculus that are concerned with conjugate horizontal
eye movements (i.e., rotations around a vertical axis). These
microzones, and their connectivity, are described in detail by
Voogd and Barmack (2006).

FIGURE 1 | Neural substrate of the horizontal OKR. The retinal slip signal that

drives the OKR arrives at the flocculus via climbing fibers (NOT, dcK) and

mossy fibers (MST, NOT, DLPN, the direct pathway). The retinal slip signal is

also transmitted to the brainstem (NPH, MVN, the indirect pathway). The direct

and indirect pathways both project to the abducens nucleus and from there

combine to drive movements of the eye in order to stabilize the visual image.

From Figure 12 of Mustari et al. (1994). I and II, type 1 and 2 neurons in the

vestibular nucleus; III, oculomotor nucleus; AOS, accessory optic system;

dcK, dorsal cap of Kooy of the inferior olive; DLPN, dorsolateral pontine

nucleus; FTN, floccular target neurons; INN, internuclear neurons; LR, lateral

rectus; LGN, lateral geniculate nucleus; MN, motor neurons; MR, medial

rectus; MST, middle superior temporal gyrus of cerebral cortex; MT, middle

temporal cortex; MVN, medial vestibular nucleus; NPH, nucleus prepositus

hypoglossi; NOT, nucleus of the optic tract.

Here we model this connectivity using the simplified
architecture illustrated in Figure 2, which is based on the
previous model of Waespe et al. (1983) (subsequently referred to
as WRC83), with the vestibular pathways of that model omitted
because in the experimental conditions modeled here the head
is fixed so no vestibular signals are involved. This architecture is
also consistent with other models of the OKR, for instance that
of Buizza and Schmid (1982). We focused on linear analysis of
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FIGURE 2 | Systems level model of the OKR. The OKR functions as an adaptive feedback control loop. World velocity excites the control scheme; error between

world velocity and eye velocity drives the controllers of which there are two: (i) In the indirect pathway there is a fixed controller (located in the brainstem), known as the

velocity storage integrator. (ii) The floccular region of the cerebellum is in the direct pathway of the OKR. The flocculus provides adaptive compensation of the OKR.

The indirect pathway has static non-linearities that affect performance at velocities higher than ∼50 deg/s. The other important feature relating to feedback control is

that the error signal, retinal slip, is delayed in visual processing by about 100ms. Adapted from Figure 10 of WRC83.

the system, and therefore ignored the effects of the static non-
linearities in the indirect pathway, activated at velocities >50
deg/s in primate WRC83.

The input to the feedback loop shown in Figure 2 is “world
velocity,” appropriate for experimental studies that investigate the
OKR under head fixed conditions. Here the subject is typically
sat, head fixed, inside a rotating drum, so that it appears as if
the world itself were moving. In non-experimental conditions the
OKR would be excited by head velocity. However, head velocity
is fixed to zero in experimental conditions when studying the
OKR, in order to keep the eye movement response independent
of the VOR. The world velocity signal is transformed by retinal
and central processing into a retinal slip signal that is utilized
by two main neural pathways, one the “direct” pathway through
the cerebellum, the other the “indirect” pathway through the
brainstem. The indirect pathway incorporates a velocity storage
unit which integrates the retinal slip signal and provides a
slow response component to the OKR, revealed when the
flocculus is inactivated WRC83. The cerebellar contribution to
the OKR is a rapid rise in eye velocity early in the response,
modeled by a filter with a fast time constant, which is the
case here.

The flocculus itself is modeled as an adaptive filter, which
represents plasticity at the parallel fiber/Purkinje cell (PF/PC)
synapse by an anti-Hebbian learning rule (Sejnowski, 1977;
Fujita, 1982): synaptic efficacy changes in response to correlation
in PF and CF firing. Positive correlation in PF/CF firing results
in positive weight change and negative correlation results in
negative weight change. Hence, LTP and LTD are modeled using
this learning rule, both of which occur at the PF/PC synapse (Ito,
1989; Coesmans et al., 2004) (further details below).

The architecture in Figure 3 can be described in terms of three
distinct functional elements using Laplace transforms: (i) a time-
delay operator D(s) = e−ds, of delay d seconds, (ii) the floccular
region of the cerebellum C(s) and (iii) the velocity storage unit
V(s). We can form the closed loop description of the OKRmodel
in Figure 3, which is

Y(s) = D(s)[C(s)+V(s)]
1+D(s)[C(s)+V(s)]R(s) (1)

where Y(s) is the Laplace transform of the eye velocity y(t) and
R(s) is the Laplace transform of the world, or head, velocity r(t)
(note that world velocity excites the OKR in experimental setups
where the head is fixed and the world rotates, whilst head velocity
excites the OKR in natural conditions where the head is free to
move and the world is fixed).

Model of the Velocity Storage Unit
The velocity storage unit in Figure 3 was modeled as a first order
transfer function V(s), of the form

V(s) = Kv
Tvs+1 (2)

where Kv is a gain term and Tv is a time constant.
The gain and time constant of V(s) were estimated by

grid search, minimizing the sum-of-squared error (SSE) fit to
step response data obtained after floccular removal in primate
(flocculectomy) from WRC83, Figure 11D. Note that the closed
loop OKR system given in (1), for the flocculectomy condition
where C(s) = 0, reduces to

Y(s) = D(s)V(s)
1+D(s)V(s)

R(s) = e−dsKv

Tvs+e−dsKv+1
R(s) (3)

where the closed loop transfer function has the steady-state gain
Kss = Kv/(Kv + 1). This means that for a plausible steady-state
OKR flocculectomy gain 0.9 ≤ Kss ≤ 0.95, the velocity storage
gain is approximately 9 ≤ Kv ≤ 20. Therefore, the value of
Kv was estimated by performing a grid search over this range,
9 ≤ Kv ≤ 20, in steps of 0.5. The time constant value Tv, was
estimated by searching across the range 100 ≤ Tv ≤ 300 s, in
steps of 10 s.

Adaptive Filter Model of the Cerebellum
The adaptive filter model of the cerebellum used here is
equivalent to the original implementation by Fujita (1982).
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FIGURE 3 | Adaptive filter model of the cerebellum in the OKR control loop. The adaptive filter models the signal processing in the floccular region of the cerebellum.

Here the adaptive filter model is inserted in the OKR model shown in Figure 2. The velocity storage is modeled here by a linear 1st order transfer function. The output

of cerebellum and brainstem are assumed to sum together to produce the motor command, which here is equivalent to eye velocity.

Hence, for computational expedience we represent a single
Purkinje cell, but mathematically this is equivalent to an arbitrary
number of Purkinje cells, under the assumption that their outputs
sum linearly.

The mossy fiber input to the cerebellum is processed by the
granule cell layer, which is represented by a bank of N linear
filters Gi(s), for i = 1, . . . ,N (see Figure 3). The exact nature
of the filters Gi(s) is not critical: the function of Gi(s) is to act
analogously to a tap-delay line, which can be achieved by using
alpha-functions that have well-spaced time constants, so that

Gi(s) =
K
(i)
G

(

T
(i)
G s+1

)2 for i = 1, . . . ,N (4)

Where T
(i)
G is the alpha-function time constant and KG =

1/
(

T
(i)
G

)2
.

We assume that mossy fibers transmit the OKR error signal
e(t), with Laplace transform E(s), which is processed by the
granule cell layer represented by the filter bank Gi(s), to produce
the PF signal Pi(s), that is

Pi(s) = Gi(s)E(s) for i = 1, . . . ,N (5)

The PF signals, in the context of the OKR, can therefore be
interpreted as a set of retinal slip signals, delayed by varying
amounts by the granule cell layer.

The cerebellar model output, Z(s), is the sum of weighted
PF signals,

Z(s) =
N
∑

i = 1
wiPi(s) for i = 1, . . . ,N (6)

where the plasticity of the PF/PC weights wi is modeled by an
anti-Hebbian learning rule discussed below. The cerebellar filter
C(s) is now conveniently described from mossy fiber input to PC
output by the expression

C(s) =
N
∑

i = 1
wiGi(s) for i = 1, . . . ,N (7)

The expression for C(s) in Equation (7) is a more functionally
realistic representation of the cerebellum in comparison to the
proportional gain model in WRC83 because (i) it can represent
varying gain across the frequency spectrum and (ii) it facilitates
modeling and analyzing plasticity at the PF/PC synapse.

Learning Rule at the PF/PC Synapse
The adaptation at the PF/PC synapse is modeled by the
correlation of delayed PF signal and CF signal,

1wi = −β

〈

e(t)p
(d)
i (t)

〉

(8)

where wi is the i
th weight in the cerebellar filter, β is a constant

term that adjusts the learning rate, e(t) is the error signal on

the CF and p
(d)
i (t) is the ith PF signal, whilst the superscript d
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indicates that the PF signal is delayed by d seconds in the learning
rule. It has been found in amodeling study of the ocular following
response that a delay was required for stable adaptation in the
PF/PC synapse learning rule (Yamamoto et al., 2002) and that is
also the case here as using an un-delayed PF signal in the learning
rule led to unstable adaptation.

We implemented the delay in the learning rule by an
eligibility trace. The eligibility trace is a biologically plausible
representation of a delay mechanism occurring in synaptic
plasticity (Kettner et al., 1997; Wang et al., 2000). The eligibility
trace was dynamically represented here by an α-function L(s),
where the time constant was set to the delay in retinal slip
visual processing,

L(s) = 1

(1+ds)
2 (9)

The input to the eligibility trace is the parallel fiber signal pi(t)
and the output is a filtered version of pi(t) which peaks at
d seconds,

P
(d)
i (s) = L(s)Pi(s) (10)

where P
(d)
i (s) and Pi(s) are the Laplace transforms of p

(d)
i (t) and

pi(t), respectively.

OKR Excitation by Predictable and
Non-predictable Signals
The world velocity signal r(t) was used to excite the OKR model.
The signal r(t) can be defined as either a predictable signal such
as a sine wave, or non-predictable signal such as colored noise
or white noise. We suggest that during the natural operation
of the OKR the excitation signal is well-represented by colored
noise, consistent with head velocity being stochastic and hence
unpredictable at any point in time, but characterized by fixed
statistical properties and structured as suggested by the data in
Carriot et al. (2017). Sine waves are often used in experimental
investigations of the OKR, as well as computational studies and
were therefore also investigated here.

For the colored noise world velocity signal r(t), the power
spectral density was set to

SRR(f ) =
b
f a (11)

where f is frequency in Hertz, a is the spectral exponent and b
is the constant of proportionality. Note that spectral exponent
a = 0 corresponds to white noise, a = 1 corresponds to
pink noise, and a = 2 corresponds to red noise. Here we only
considered a value of a = 1.2, which has been shown to plausibly
represent power in head yaw movements (Carriot et al., 2017).
The scaling parameter b was adjusted by numerical simulation to
fit behavioral data (see Results).

Simulation Details
To simulate the computational model of the OKR depicted
in Figure 3, each of the transfer functions defined above in
the Laplace-domain, time-delay D(s), velocity storage V(s),

TABLE 1 | Parameter values used in the computational simulations.

Parameter Symbol Value

Velocity storage time constant TV 230 s

Velocity storage gain KV 13.5

Number of cerebellar filter weights N 5

Cerebellar filter alpha function time constants T
(1,...,5)

G
0.01, 0.02, 0.1,

0.2, 0.5 s

Cerebellar filter learning rate β 0.001

Initial cerebellar filter weight values w1,...,5(0) 0

Retinal slip delay d 0.1 s

granule layer basis functions Gj(s) and eligibility trace L(s),
were parametrised using the values in Table 1 and defined in
Matlab for simulation. The transfer functions were discretised
using a zero-order hold at a sample time of 0.1 s to produce
the Z-transform equivalents for simulation in discrete-time:
V(z) =

∑∞
n=0 v (n) z−n, Gj (z) =

∑∞
n=0 gj (n) z

−n, L(z) =
∑∞

n=0 l (n) z
−n and D(z) = z−nd (i.e., a pure delay of

nd time-steps).
The colored noise world velocity signal r(t) was created for the

discrete-time simulations by generating samples of a white noise
signal, then taking the discrete Fourier transform of this signal,
applying the b/f a transformation in the frequency-domain, then
taking the inverse discrete Fourier transform to finally obtain the
sampled colored noise world velocity signal r(k).

The algorithm for evaluating the OKR model output is as
follows: at a sample instant denoted by k sequentially evaluate

ed(k) = e(k− nd)
(

delayed retinal slip
)

x(k) =
∑∞

n = 0
v(n)ed(k− n)

(

velocity storage output
)

z(k) =
∑∞

n = 0
c(n, k)ed(k− n)

(

cerebellar output
)

y(k) = z(k)+ x(k)
(

eye velocity output
)

e(k) = r(k)− y(k)
(

retinal slip
)

where the cerebellar filter C(z, k) =
∑∞

n = 0 c(n, k)z
−n is defined

by the adaptation of the filter weights, using the learning rule in
(7), where

pj(k) =
∑∞

n = 0
gj(n)ed(k− n)

(

PF signal
)

p
(d)
j (k) =

∑∞

n = 0
l(n)pj(k− n)

(

PF signal delayed by

eligibility trace
)

1wj(k) = −βed(k)p
(d)
j (k)

(

PF/PCcerebellar

weight adaptation
)

wj(k+ 1) = wj(k)+ 1wj(k)
(

updated cerebellar

filter weights
)

C(z, k+ 1) =
∑N

j = 1
wj(k+ 1)Gj(z)

(

updated cerebellar

filter
)
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To improve stability of the weight adaptation rule the
cerebellar weights were updated in a batch mode of 10,000
samples (corresponding to 1,000 s of data), over 2,000 batch
iterations. The weight change across batches was monitored to
ensure convergence.

RESULTS

Adaptive Model Describes the OKR Step
Response in Primate
In previous non-adaptive models of the OKR their parameters
were specifically tuned to produce the eye movements observed
experimentally. Here such tuning was used only for the time
constant and gain of the velocity-storage component (Equation
2) and to illustrate the contribution of the cerebellum, in
the time-domain and the frequency-domain (Figure 4). The
experimental setup that the model simulations emulate is shown
in Figure 4A, with the corresponding feedback control loop in
Figure 4B. The response of the OKR model without cerebellar
contribution (flocculectomy condition) to a velocity step input
of 60 deg/s, compared with experimental observations from
WRC83 of OKR performance after floccular removal is shown
in Figure 4C. A reasonable fit has been obtained with a time
constant of 230 s and gain of 13.5, producing a rise time of∼20 s.
The fit shown in Figure 4C suggests that the first order filter
characterization of the velocity-storage element is a reasonable
approximation. The contribution of the cerebellum is illustrated
in Figure 4D using a fixed first order filter. This linear modeling
of the OKR using transfer functions enables the computation of a
Bode plot to compare the flocculectomy and intact characteristics
of the OKR in the frequency-domain (Figure 4E).

To explore the contribution of the flocculus to OKR
performance under learning conditions, the adaptive-filter model
of the cerebellum was initialized to zero, then learning was
driven by exciting the OKR system with a colored noise world-
velocity signal, which indirectly caused parameter adaptation as
a result of the learning rule describing plasticity at the PF/PC
synapse. We found that when the colored noise world velocity
signal spectral exponent was set to a = 1.2, and the scaling
parameter of the noise set to b = 0.017, the adaptive OKR
model converged to a feedback control scheme that produced an
OKR step response closely resembling behavioral data (Figure 5).
The adaptive filter model of the flocculus modified the OKR
dynamics by causing a rapid increase in velocity early in the step
response compared to the flocculectomy condition (Figure 5C)
and correspondingly raising the closed loop OKR gain in the
region of 0.1Hz (Figure 5E).

The Learned Cerebellar Filter Depends on
the Statistics of the Excitation Signal
The adaptation of the OKR is caused by the retinal slip error.
The characteristics of this error signal are directly dependent on
the statistics of the world velocity excitation signal. For instance,
we have shown in Figure 5 that when the scaling parameter
and spectral exponent of the colored noise excitation signal are
appropriately tuned, the excitation signal produces learning that

converges to a system that reproduces behavioral OKR data.
The implication of this result is that the excitation signal can
be manipulated to cause a variety of different OKR responses.
Here we simulated the adaptive OKR model with colored noise
signal in a number of experimental trials, altering both the scaling
parameter, b (Figure 6), and the spectral exponent, a (results not
shown), to observe the effect on the OKR dynamics.

We systematically varied the scaling parameter, b, of the
colored noise world velocity signal to produce varying power
levels of excitation of the OKR model (Figures 6A,B). The
resulting step responses of the OKR model are shown in
Figures 6C,D. The early rapid rise in velocity, due to the
cerebellar filter, increases in amplitude as the scaling parameter
b increases, even leading to overshoot and oscillation in the
eye velocity response (Figures 6C,D). The step responses and
Bode plots of the OKR shown in Figures 6C–E are significantly
different from each other: the implication of this result is that
world velocity statistics have a strong influence on the resultant
learned characteristics of the OKR.

The OKR Performance Improves When
Excited by Simple Predictable Signals
The control of eye movements is often studied by exciting the
oculomotor system with a single frequency sine wave. This would
correspond to causing the full field image to oscillate at a single
frequency in the case of the OKR (Paige, 1983; Boyle et al.,
1985) or a target in the case of smooth pursuit (Deno et al.,
1989). Studies of the OKR and smooth pursuit systems have
revealed that the control performance in terms of gain and phase
improve when excited by predictable signals (Wyatt and Pola,
1988; Deno et al., 1989). Here we investigated this phenomenon
by exciting the adaptive OKR model with both predictable and
non-predictable signals.

The predictable excitation signals in the simulation model
were designed to emulate single frequency sine wave excitation
of the OKR often used in experimental setups (Paige, 1983; Boyle
et al., 1985). The OKR model was initialized to a “natural” state
before each trial: rather than setting the adaptive filter weights
to zero, we initialized the weights using the trained the OKR
model after adaptation driven by the colored noise excitation
signal with scaling parameter b = 0.017 and spectral exponent
a = 1.2, which reproduced behavioral data shown in Figure 5.
The OKR model was then excited in each sine wave trial for
just 600 s (sequential adaptation was used in the cerebellar filter
not batch adaptation). To a certain extent this setup emulates
the somewhat artificial experimental conditions where a normal
subject undergoes excitation of the OKR using single frequency
sine waves.

The closed loop performance of the OKR model greatly
improved, in terms of closed loop gain and phase, when exciting
the system with single frequency sine waves (a predictable
signal) rather than colored noise (an unpredictable signal)
(Figures 7A,B). The implication of this result is that cerebellar
model is able to rapidly learn to compensate for the specific and
fixed characteristics of the predictable sine wave signal. It is also
apparent that the modeling results are qualitatively similar to the
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FIGURE 4 | A simple linear model of the OKR for flocculectomy and intact flocculus conditions. (A) Illustration of a typical OKR experimental setup, where the subject

sits, head-fixed, in a rotating drum that has alternating vertical black and white stripes on the interior. (B) Simplified linear OKR feedback control loop with floccular

region of the cerebellum modeled by a fixed transfer function C (s)=KC/(TCs+1). (C) Identification of the velocity storage transfer function. Left panel: OKR

flocculectomy step response (C (s) = 0) to a step of 60 deg/s where the data (dots) were extracted from Waespe et al. (1983), Figure 11D, with simulation of the

estimated best model fit (solid line) in closed loop, where Tv = 230 s and Kv = 13.5. Right panel: Grid search cost function (color map) for the optimal velocity storage

(Continued)
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FIGURE 4 | parameters (red lines), Kv and Tv. (D) Identification of the fixed cerebellar filter modeled as a first order transfer function, C (s) = KC/(TCs+ 1). Left panel:

OKR step response with intact cerebellum where the data (dots) were extracted from WRC83, Figure 11B, with simulation of the feeback loop in (B) with best

cerebellar model fit (solid line) where TC = 4.3 s and gain KC = 1.04. Right panel: Grid search cost function (color map) for the optimal cerebellar filter parameters (red

lines), KC and TC. (E) OKR closed loop Bode plot for both flocculectomy and intact flocculus conditions derived from the model in panel B, using the transfer functions

identified in (C,D). The cerebellum contributes a rise in gain toward one, and phase toward zero, in the region of 0.1Hz (indicated by the arrows), which improves

control performance.

experimental results from Paige (1983) and Boyle et al. (1985)
(Figure 7B), which suggests that experimental results reporting
OKR characteristics using single frequency sine waves do not
reflect “normal” operation.

DISCUSSION

Consistency With Experimental Data
Predictability and the OKR
Improvements in OKR performance related to stimulus
predictability were initially described by Yasui and Young (1984)
and Wyatt and Pola (1988) in humans, and subsequently in a
wide range of species (Miki et al., 2018). Optokinetic adaptation,
in which simple exposure to a sinusoidally moving wide-field
stimulus increases OKR gain, is a well-studied example (e.g.,
Inoshita and Hirano, 2018).

Delay: Stable and Convergent Adaptation Requires a

Delayed PF Signal in the Learning Rule
The PF signal requires a delay in the learning rule to ensure
that learning is stable and convergent. It is well-known from
the systems engineering literature that stability in correlation
based learning rules is dependent on the correlating signals being
within +/−90 degrees of the correct phase with each other
(Vaudrey et al., 2003).We observed instability in the learning rule
when the PF signal was not delayed, similarly to Yamamoto et al.
(2002). Evidence for a delayed error signal (∼120ms) has come
from studies of cerebellar long-term depression (Suvrathan et al.,
2016; Suvrathan and Raymond, 2018), which show that this delay
occurs in the flocculus that deals with theOKR, while other delays
are found elsewhere in the cerebellum.

Computational Framework
It has long been recognized that while the structure of cerebellar
cortex is relatively uniform, different regions of cortex have
different connections to external structures such as the deep
cerebellar nuclei and inferior olive. This has given rise to
the “chip” metaphor (e.g., Ito, 1997; Porrill et al., 2013),
in which the cerebellar cortex is cast as a set of identical
chips that can be used for a wide variety of purposes. In
this context there are two aspects to a cerebellar model,
one its representation of the microcircuit, and the second its
external connectivity.

Microcircuit Model
Early modeling studies of the OKR in rabbit (Collewijn, 1969,
1972), cat (Buizza and Schmid, 1982; Gillis et al., 1984) and
primate (Buizza and Schmid, 1982; Waespe et al., 1983) have
represented the cerebellar OKR function as a single fixed gain.

Here we use the much more powerful adaptive-filter model of
the cerebellar microcircuit. First proposed by Fujita (1982), this
model extends the original Marr-Albus framework to cope with
dynamic time-varying signals, and is thus very well-suited to
the construction of internal models of dynamic processes (Dean
et al., 2010; Porrill et al., 2013).

Connectivity
The floccular connectivity illustrated in Figure 1 is simplified in
two main ways. First, as described in Methods, the box labeled
flocculus in this figure refers to those microzones in the flocculus
and ventral paraflocculus that are concerned with conjugate
horizontal eye movements (i.e., rotations around a vertical axis).
These microzones, and their connectivity, are described in detail
by Voogd and Barmack (2006). Secondly, only those connections
relevant to the OKR are shown: thus, vestibular inputs are
omitted. These simplifications are the ones usually made in
linear-system modeling of the OKR (e.g., Carpenter, 1988).

In the circuit shown in Figure 3, the flocculus is placed to
learn an internal model incorporating any structure that may be
present in the world velocity input. This structure may be present
either in the external world itself (exafference), for example
water currents, or derive from the organism’s own movements
(reafference). Successful learning enables the floccular output
to alter eye-movement commands, making them more effective
in reducing retinal slip. This procedure has similarities with
predictive noise cancellation, which acts to remove interference
(noise) from sensory signals (e.g., Anderson et al., 2010, 2012;
Porrill et al., 2013).

Time Delay, the Smith Predictor, and Internal Models
Time delay in feedback control loops creates a significant
problem regarding stability (aside from the adaptation problem
described above). The OKR is no exception to this due to the
delay in visual processing of the retinal slip signal (St.-Cyr
and Fender, 1969; Waespe and Henn, 1987). Therefore it is
reasonable to question whether speculation on the action of the
cerebellum as a Smith predictor is relevant to this study (Miall
et al., 1993). Young and Robinson have separately proposed
control schemes where the cerebellum acts as a forward model
of oculomotor plant dynamics in smooth pursuit and OKR,
implicitly constructing a control architecture that was closely
related to the Smith predictor (Young, 1971; Robinson, 1977;
Robinson et al., 1986). The approach we have taken here is to
construct the adaptive model with no assumptions regarding the
functional role of the cerebellum. On completion of learning
we examined the dynamic behavior of the cerebellar model,
investigating the internal model hypothesis (Wolpert et al.,
1998) in the context of the OKR. We found that the cerebellar
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FIGURE 5 | Cerebellar adaptation in the OKR driven by a colored noise world velocity signal. (A) Example of a single batch of world velocity (blue line) and eye velocity

(green line) simulation data, where world velocity has a spectral exponent of a = 1.2 and scaling parameter b = 0.017. (B) Batch root mean square (RMS) error (where

error is the difference between world velocity and eye velocity). (C) OKR step response where experimental data (dots) is from WRC83, Figure 11B, OKR model step

response with intact flocculus (solid green line) is from training on 2,000 batches of simulation data with colored noise world velocity signal, and OKR flocculectomy

model response (solid red line) is without a cerebellar contribution. (D) Batch cerebellar filter weight change demonstrating convergence of the adaptive cerebellar filter

in the OKR control loop. The adaptation rule is stochastic hence does not go to zero but note the log scale, which shows very small numerical change in the weights

by batch 2,000. (E) OKR closed loop Bode plot for both flocculectomy and intact flocculus conditions, where the Bode plots are obtained from the same models as

the step responses in (C).

filter model did not resemble oculomotor plant dynamics so
much as a generic lag compensator and that functionally such
an internal oculomotor plant model did not logically fit into
the control scheme (however, this is a simplified model so no
definitive conclusions can be drawn). Instead we observed that
the cerebellar filter acted to directly raise the gain of the closed

loop system in the frequency region around 0.1Hz and improve
the phase response in the same region.

Future Work
Ahrens et al. (2012) investigated the neural substrates of an
optomotor behavior related to the OKR in larval zebrafish. The
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FIGURE 6 | World velocity colored noise statistics drives adaptation of the cerebellar filter. (A) Examples of world velocity colored noise signals used to drive

adaptation of the cerebellar filter in the OKR control loop (note that each signal is successively offset for plotting by 10 deg/s for clarity, and that each signal had zero

mean). Each signal has the same spectral exponent a = 1.2, but different scaling parameters b. The power spectrum scaling parameters, b, were obtained from

testing 10 values log-spaced in the amplitude range kb ∈ [0.01, 0.1], where b = k2b , but only the results from values two to eight are shown here, i.e., where b values

were set to 0.0003, 0.0008, 0.0022, 0.0060, 0.0167, 0.0464, 0.1292. (B) Power spectrum of the world velocity signals shown in (A). (C) Step response of the closed

loop OKR system after 2,000 batches of cerebellar training updates. (D) Step response of the closed loop OKR system after 2,000 batches of cerebellar training

updates, zoomed on the time axis. (E) OKR closed loop Bode plots corresponding to the OKR step responses in (C,D).

behavior involved swimming in the direction of translational
optic flow, thereby stabilizing the fish’s position in the presence
of water currents. Motor output rapidly adapted to changes
in visual input. This behavior was accompanied by neural

activity in multiple brain regions including the cerebellum and
inferior olive, and its adaptation prevented by lesions of the
inferior olive. Portugues et al. (2014) subsequently extended this
investigation to whole-brain mapping of the networks involved
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FIGURE 7 | OKR performance after training on predictable and non-predictable signals. (A) Predictable sine waves signals (frequencies were six log-spaced values

from 0.01 to 0.5Hz) used as the world velocity signal to excite the OKR control loop. Also shown are the corresponding eye velocity output signals after cerebellar

adaptation, from 600 s of online training (non-batch), zoomed to the final 50 s of adaptation. (B) OKR closed loop Bode plots from OKR sinusoidal experimental data

(Paige, 1983; Boyle et al., 1985), the original OKR flocculectomy model from this paper, the OKR model with intact cerebellum, and the Bode plot reconstructed from

the individual sinusoidal excitations shown in (A).

in rotational OKR, as modeled here. The circuits discovered
resemble those described in mammals, include the cerebellum,
and show little variation between individual fish. These studies
suggest that the larval zebrafish’s small and transparent brain
offers the opportunity of further investigating the basic circuitry
underlying OKR adaptation, and of exploring the neural
mechanisms underlying the effects of stimulus predictability and
the formation of internal models.

Summary
We have developed an adaptive model of the OKR based
on the adaptive filter representation of cerebellar cortex

proposed by Fujita (1982). The model demonstrates how the
cerebellum improves the disturbance rejection characteristics
in this exemplar problem of an adaptive feedback control
task. The model describes behavioral data, specifically the step
response of the OKR in primate. Our results have shown
that the adaptation of the OKR is extremely sensitive to
the world velocity signal used to excite the OKR feedback
control loop. When the world velocity signal is a predictable
single frequency sine wave the feedback control performance
is much improved compared to an unpredictable colored
noise signal. Finally, the nature of the world statistics were
shown to be crucial in driving adaptation of the cerebellar
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model to an OKR loop that described experimental step
response data.
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This review surveys physiological, behavioral, and morphological evidence converging
to the view of the cerebro-cerebellum as loci of internal forward models. The
cerebro-cerebellum, the phylogenetically newest expansion in the cerebellum, receives
convergent inputs from cortical, subcortical, and spinal sources, and is thought to
perform the predictive computation for both motor control, motor learning, and cognitive
functions. This predictive computation is known as an internal forward model. First,
we elucidate the theoretical foundations of an internal forward model and its role in
motor control and motor learning within the framework of the optimal feedback control
model. Then, we discuss a neural mechanism that generates various patterns of outputs
from the cerebro-cerebellum. Three lines of supporting evidence for the internal-forward-
model hypothesis are presented in detail. First, we provide physiological evidence that
the cerebellar outputs (activities of dentate nucleus cells) are predictive for the cerebellar
inputs [activities of mossy fibers (MFs)]. Second, we provide behavioral evidence that a
component of movement kinematics is predictive for target motion in control subjects
but lags behind a target motion in patients with cerebellar ataxia. Third, we provide
morphological evidence that the cerebellar cortex and the dentate nucleus receive
separate MF projections, a prerequisite for optimal estimation. Finally, we speculate that
the predictive computation in the cerebro-cerebellum could be deployed to not only
motor control but also to non-motor, cognitive functions. This review concludes that the
predictive computation of the internal forward model is the unifying algorithmic principle
for understanding diverse functions played by the cerebro-cerebellum.

Keywords: cerebral cortex, cerebellar circuitry, forward model, motor function, higher brain function,
neural networks

INTRODUCTION

The cerebellum has developed in the sensory domain of the central nervous system (CNS) as
evidenced by the fact that it has emerged in the alar plate (i.e., the sensory part (dorsal half) of the
neural tube of the rhombencephalon of primitive jawless vertebrate such as myxinoids (hagfish)
or petromyzonts (lampreys; Larsell, 1967; Sugahara et al., 2016). The cerebellum is hence ideally
located to accommodate multimodal sensory inputs (Larsell, 1967) including both exteroceptive
(lateral-line, vestibular, acoustic, visual) and interoceptive (somatosensory) inputs, thereby
functioning as the hub of sensory integration. In addition to sensory inputs, the mammalian
cerebellum receives inputs from cortical areas including sensory, motor, and association areas
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through the pontine nuclei (PN). In humans, the cerebellum is
estimated to share no less than 80% of the CNS neurons in no
more than 10% of the brain volume (Herculano-Houzel, 2009).
To summarize, the cerebellum has been, throughout its long
phylogenetic history, the unique hub in the CNS to accommodate
and integrate both afferent and efferent inputs from almost the
entire brain, a prerequisite for a neural substrate for adaptive and
flexible behaviors.

The cerebellum is homogenous in its local neural circuity
and heterogeneous in its input-output organization (Ito, 1984).
The local neural circuitry of the cerebellar cortex is characterized
by its superb homogeneity, sometimes expressed as being
‘‘crystal-like,’’ whereas the inputs to and the outputs from
the cerebellum are heterogeneous from one region to another.
Therefore, it is commonly postulated that the functional diversity
of the cerebellum originates from heterogeneous input-output
connectivity and is processed through a common algorithm
that is implemented in the homogenous neural circuitry
in the cerebellar cortex. In light of Marr’s three levels of
analysis, the cerebellum may perform common computation
on diversified representations of cerebellar inputs and outputs.
Therefore, the cerebellum may be better understood if we ask
‘‘how the cerebellum computes’’ than ‘‘what the cerebellum
computes.’’ In contrast to previous studies that have focused
on neural representations of an internal forward model, we
explored how the cerebellum transforms its inputs [mossy
fibers (MFs)] to its outputs [dentate nucleus cells (DNCs);
Tanaka et al., 2019]. Given the postulate that the cerebellum
may process a common algorithm, the main goal of this
review is to comprehend the physiology and pathology of
different regions of the cerebellum on a common ground of the
algorithm (Diedrichsen et al., 2019).

Among a range of proposals for the cerebellar algorithm
including timing processing (Ivry et al., 2002; Ivry and Spencer,
2004) and temporal pattern generator (Fujita, 1982; Dean
et al., 2010), one plausible candidate is the prediction of
sensory outcomes as a consequence of motor action, referred
to as the computation of an internal forward model (Jordan
and Rumelhart, 1992; Wolpert and Miall, 1996; Bastian,
2006; Ishikawa et al., 2016). The predictive computation of
the internal forward model plays a key role in predicting
outcomes of self-action, fast and stable motor control, integrating
the prediction with sensory feedback, and adaptation to a
novel environment. This review article provides physiological,
behavioral, and morphological evidence that converges to the
cerebro-cerebellum as a neural substrate of the internal forward
model. In particular, we introduce neural evidence that current
outputs from the cerebellum [i.e., outputs from the dentate
nucleus (DN)] can predict future inputs to the cerebellum
(i.e., cortical outputs relayed by MFs originated from PN), a
hallmark of an internal forward model. We will also discuss
how the input-output organization of the cerebro-cerebellum
may contribute to forward models for higher (i.e., non-motor)
brain functions.

This article is organized as follows. Section ‘‘Predictive
Computation of Internal Forward Model’’ begins by defining
the computation of the internal forward model, discusses its

multiple functions in a computation model of motor control
and motor adaptation, and reviews experimental evidence for
the cerebellum as a locus of an internal forward model. Whereas
the topic of internal models has been reviewed previously
in the existing literature, this section emphasizes background
information for facilitating the following discussions. In
particular, we emphasize multiple computational roles that an
internal forward model can play. Section ‘‘Generation of Outputs
From the Cerebro-Cerebellum’’ delves into a physiological
mechanism to generate a wide range of output from DN by
modulating the inhibitory inputs from Purkinje cells (PCs).
Section ‘‘Functional Evidence for Cerebellar Forward Model’’
summarizes neural and behavioral evidence that the cerebellum
performs predictive computation. Section ‘‘Anatomical Structure
Supporting for Cerebellar Forward Models’’ surveys anatomical
structures of the cerebro-cerebellum that potentially scaffold the
forward-model computation. Section ‘‘Cognitive Functions and
Cerebellar Forward Models’’ branches out to speculate a possible
role of the cerebro-cerebellum in higher cognitive functions
from the viewpoint of the internal forward model. Finally,
Section ‘‘Remaining Issues About Cerebellar Internal Models’’
concludes the internal-model hypothesis of the cerebellum and
enumerates unresolved issues toward the goal of understanding
the cerebro-cerebellum.

PREDICTIVE COMPUTATION OF
INTERNAL FORWARD MODEL

Internal Forward Model and its
Computational Roles
One critical problem in biological motor control is that afferent
sensory signals have inevitable temporal delays in reaching the
central nervous system. In other words, the brain always observes
‘‘the past’’ of its own body and environments. Visual signals,
for example, arrive at the primary visual cortex about 30 ms
later and at the parietal cortex about 80 ms later than an
onset of a visual stimulus (Schmolesky et al., 1998). Delays in
sensory feedback originate from several factors, as quantified
in locomotor reflex movements in terrestrial animals of various
sizes (More et al., 2010;More andDonelan, 2018). Among factors
contributing to the feedback delay such as a synaptic delay or
an electro-mechanical delay, the dominant factor is the nerve
conduction delay, ranging about 10 ms for a shrew to about
100 ms for an elephant. Larger animals experience a longer
feedback delay yet move more slowly, whereas smaller animals
experience a shorter feedback delay but move more quickly. In
sum, sensory delays are comparable to typical time scales of
rapid movements and hence not negligible both in small and
large animals.

The delay in sensory feedback is problematic not only in
sensing the body and the environments but also in controlling
the body. It is well known in control engineering that feedback
control based on a previous state causes oscillatory and unstable
movements if the delay in feedback control is of the order of or
larger than a time constant of a controlled plant (Wolpert and
Miall, 1996). The delays in visual feedback are comparable to the
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movement time of rapid reaching movement of the upper limb
(about a few hundred milliseconds) and saccadic eye movements
(typically less than fifty milliseconds). Therefore, in biological
motor control, feedback control based on delayed sensory signals
would result in unstable movements. Nonetheless, animals
can perform a fast movement without losing its stability.
Biological motor control must be equipped with a mechanism to
compensate for the sensory delay for a fast and stable movement.

One mechanism proposed to cope with the delay in sensory
feedback is to compute a future state of the body based
on a current estimate of the body and an efferent signal
of motor control (Figure 1A). This predictive computation
internally emulates or models an actual movement of the
body by essentially solving an equation of motion of the
body forward in time, thereby known as an internal forward
model (Wolpert et al., 1998; McNamee and Wolpert, 2019).
An internal forward model predicts the state of the body time
by time that is then used by a feedback controller, thereby
allowing fast and stable movements. The feedback control
based on the prediction of the internal forward model is
called internal feedback. There are lines of evidence supporting
the hypothesis of predictive forward model and internal
feedback from neuroimaging studies (Heinks-Maldonado et al.,
2006; Bäss et al., 2008), non-invasive stimulation studies
(Miall et al., 2007; Lesage et al., 2012), and psychophysics
studies (Lang and Bastian, 1999; Nowak et al., 2004, 2007)
in human.

An internal forward model plays a role not only in online
control but also in motor learning (Sokolov et al., 2017).
In addition to delay compensation, the computation of state
prediction has been proposed to serve motor control for
cancellation of sensory effects of movements (Blakemore et al.,
1998), the transformation between sensory errors and motor
errors (Jordan and Rumelhart, 1992), and mental practice for
a selection among possible actions (Gentili et al., 2006). A
predicted consequence of a movement is to be compared with
the actual consequence of that movement, referred to as a
prediction error. Note that the prediction error differs from a
target error, which is a difference between the target and the
actual reaching point. A clever experiment revealed that the
prediction error, but not the target error, drivesmotor adaptation
in a visuomotor rotation experiment by dissociating a prediction
error from a target error (Mazzoni and Krakauer, 2006). In
this experiment, subjects were instructed that a movement of
the cursor on the display was rotated counter-clockwise from
movement directions of the hand and that they should aim an
adjacent target (or intended target) located clockwise from a
target of the task (or task target) to intentionally cancel the
imposed counter-clockwise rotation. In this design, the predicted
outcome of movement was the adjacent target. Therefore, the
target error was the difference between the task target and actual
movement, while the prediction error was the difference between
the intended target and actual movement. By strategically aiming
at the adjacent target, the target error was null. A surprising
finding was that the target error increased in subsequent trials
even when the target error was almost null, indicating that
the prediction error, not the target error, drove the adaptation

to visuomotor rotation. Intriguingly, similar prediction-based
learning algorithms have been also proposed in reinforcement
learning where a reward drives a learning process (Barto et al.,
1983). There, a reward prediction error (i.e., an actual reward
minus an expected reward) but not a reward itself plays a critical
role in driving learning processes. In sum, the brain predicts
a consequence of its action, compares the prediction with an
actual consequence, and improves the next action both in error-
based motor learning and reward-based reinforcement learning
(Shadmehr et al., 2010).

A less well-known but equally important function of an
internal forward model is its role in the computation of
gains in feedback control and Kalman filtering. In addition
to the predictive computation reviewed above, the forward
model is required for the computation of gain matrices both
for the feedback controller and Kalman filtering. The optimal
feedback control (OFC) model provides a unified framework
that integrates diverse computational processes in motor control
and motor learning such as the internal forward model, Kalman
filter, and feedback control (Todorov and Jordan, 2002; Todorov,
2004). In the OFC model, the cost function (typically expected
movement error plus control cost) is optimized so that a task goal
is achieved with a minimum energy. There, the state of the body
is not directly observable but must be estimated from sensory
feedback signals, and the feedback controller is driven by the
estimated state. Therefore, the OFCmodel naturally incorporates
the predictive computation of the internal forward model.

The core element in the OFC model is the computation
of two gain matrices (Kalman gain and feedback gain
matrices). First, the Kalman filter is a recursive method to
estimate the current state that integrates a predicted state
from an internal forward model and sensory afferents. An
optimal estimator is a weighted sum of a predicted state
and sensory afferents determined by Kalman gain according
to their relative accuracies (or variances). The computation
of Kalman gain requires the accuracy of a predicted state
from an internal forward model for the optimal tradeoff.
Second, the optimally estimated state propels the feedback
controller to generate appropriate motor commands, which
is a product of the estimated state and the feedback gain
matrix. Here, the computation of the feedback gain matrix
requires information about the body dynamics and the control
cost so that the body is guided to achieve the task goal
with a minimum amount of energy. Again, the internal
forward model contributes to the computation of feedback gain.
Accordingly, the computation of gain matrices in the OFC
model necessitates the knowledge of dynamics implemented in
an internal forward model.

To summarize, an internal forward model plays at least the
three key roles in motor control and motor learning: (1) state
prediction for compensating the delay in sensory feedback in
online motor control; (2) state prediction for computing a
prediction error between a predicted outcome and an actual
outcome in motor learning; and (3) computation of Kalman gain
and feedback gain. Theoretically speaking, it is possible that these
roles are solved collectively by a single, unified forward model or
separately by multiple, distributed forward models. Convergent
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lines of evidence suggest that the cerebellum is a neural correlate
of an internal forward model, as discussed below.

Previous Evidence for Cerebellar Forward
Model in the Cerebellum
An internal forward model contributes not only to state
prediction for a fast movement but also to the computation of
prediction error for motor learning and of gain matrices for
the OFC model. A wide range of previous studies converge
to the cerebellum processes as the loci of internal forward
models (Nowak et al., 2004; Bastian, 2006; Morton and Bastian,
2006; Nowak et al., 2007; Tseng et al., 2007; Lesage et al.,
2012). The internal-forward-model hypothesis of the cerebellum
indicates that the delayed state and control signal in Figure 1A
corresponds to the MFs in Figure 1B and that the predicted
state in Figure 1A corresponds to the DNCs in Figure 1B.
The cerebellar circuit is characterized by two specific features
(Figure 1B): (1) the mostly feedforward connectivity from MFs
as an input to DN as an output; and (2) the expansion from
MFs (input to the cerebellum) to granule cells (GCs; input
to the cerebellar cortex) and the compression from MFs to
DNCs (output from the cerebellum). A possible computational
role of the expansion coding in GCs is reviewed in Sanger
et al. (2020). Given the multitude of computational functions
of the internal forward model, it is not surprising that an
impairment of the cerebellum leads to a plethora of motor
deficiencies collectively known as cerebellar ataxia (Holmes,
1917). Also, cerebellar patients suffer from an inability in motor
adaptation and motor learning (Martin et al., 1996; Smith
and Shadmehr, 2005; Morton and Bastian, 2006; Tseng et al.,
2007). Therefore, the proper functioning of the cerebellum
is required for well-coordinated movements and adaptive
motor learning.

Most supporting evidence for the internal-forward-model
hypothesis of the cerebellum comes from clinical studies,
human neuroimaging and non-invasive stimulation studies
(Imamizu et al., 2000; Miall et al., 2007; Ishikawa et al.,
2016). These studies are broadly categorized into two aspects
of the hypothesis: predictive activities and motor learning.
First, predictive activities are diminished or altered when the
cerebellum is impaired or suppressed. Nowak et al. (2004, 2007),
for example, reported that patients of cerebellar agenesis did not
show predictive muscle activities in one hand when catching
a ball released by the other hand. Miall et al. (2007) applied
transcranial magnetic stimulation to the cerebellum during
hand movements and found that the hand trajectories deviated
from a target. This deviation of trajectories was interpreted
as a temporary disruption of forward-model prediction by the
stimulation. Second, motor leaning is deteriorated in cerebellar
patients. Martin et al. (1996) reported that motor adaptation
to displacement prism was severely diminished in cerebellar
patients. More recently, Tseng et al. (2007) reported that
cerebellar patients had selective impairment in a rapid adaptive
process but retained a slow adaptive process. These deficits
in motor prediction and motor leaning are supportive of the
internal-forward-model hypothesis of the cerebellum.

GENERATION OF OUTPUTS FROM THE
CEREBRO-CEREBELLUM

The DN is the final output station from the cerebro-cerebellum.
To contribute to the three roles of an internal forward
model mentioned above, DNCs should be able to generate
dynamic patterns of output. Our previous study unveiled a
simple mechanism to explain a wide range of modulation
(i.e., facilitation and suppression) of DNC activity (Ishikawa
et al., 2014) and solved the controversy over the generation of
burst activity of DNCs before limb movement (Thach, 1970;
Strick, 1983;Wetts et al., 1985; Chapman et al., 1986; Fortier et al.,
1989; van Kan et al., 1993; Goodkin and Thach, 2003) without a
major excitatory drive.

To explain the excitation of DNCs [specifically, deep
cerebellar nuclei (dCN) cells], two physiological mechanisms
have been proposed. One mechanism is the recruitment of
a post-inhibitory rebound excitation (Aizenman and Linden,
1999; Hoebeek et al., 2010; Tadayonnejad et al., 2010; Witter
et al., 2013). Another mechanism is the suppression of PCs
that facilitates dCN cells by a release from tonic inhibition
from PCs, a mechanism known as disinhibition (Albus, 1971;
Miyashita and Nagao, 1984; Nagao, 1992; Shinoda et al., 1992;
Medina andMauk, 2000). To address how DNCs become excited
or inhibited during voluntary limb movements, we compared
the temporal patterns of activity for PCs and DNCs recorded
from the same monkeys during step-tracking movements of
the wrist (Ishikawa et al., 2014). If the post-inhibitory rebound
excitation serves for the facilitation, phasic excitation of PCs
and a concomitant inhibition of DNCs should precede the main
excitation of DNCs. On the other hand, if the disinhibition
serves for the facilitation, we should observe the suppression of
PCs and the activation of DNCs at the same timing. We found
that (Ishikawa et al., 2014) the majority of PCs in the Cerebro-
cerebellum demonstrated suppression before the onset of wrist
movements. At the same time, the majority of DNCs were
activated without prior suppression. This finding supports the
disinhibition mechanism that the movement-related activation
of DNCs occurs when they are released from tonic inhibition
from PCs.

The proposed mechanism in generating burst activities of
DNCs is summarized in Figure 2. MF inputs to the cerebellar
cortex are relayed by GCs and activate one or both of parallel
pathways to PCs. The indirect pathway suppresses PCs via
inhibitory interneurons (INs; Figure 2A) whereas the direct
pathway activates PCs directly through parallel fibers (PFs;
Figure 2B). In this way, the activity of individual DNC is
regulated by the summation of inputs through the parallel
pathways. In line with our proposal, Dean and Porrill (2010)
proposed that the parallel pathways perform in a competitive
way to suppress or facilitate the activity of PCs in the cerebellar
cortex. Our finding extends their idea to explain the role of
the parallel pathways for the generation of dynamic output
from DN (Ishikawa et al., 2014). Overall, in our population
of PCs, movement-related suppression of simple spike (SS)
activity dominates before movement onset and contributes to
the initiation of movement, while movement-related facilitation
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FIGURE 1 | Schematics of motor control and the cerebellar circuit. (A) An internal forward model receives time-delayed sensory feedback (x(t − t delay) and efference
copy (u (t)) and predicts a current state ( (t)) (bottom row). Difference between movement goal (xgoal) and predicted state ( (t)) drives a feedback controller to
generate a control signal (u (t)), which in turn steers the controlled plant (top row). (B) Schematics of the neural circuit in the cerebellum from mossy fibers (MFs) to
dentate nucleus cells (DNCs). Note that this feedforward circuitry resembles that of an internal forward model, indicating that the cerebellar input representing a
time-delayed state is converted into the cerebellar output representing a current state. The numbers accompanied by the cell labels denote the relative numbers of
cells in comparison with Purkinje cells (PCs), illustrating the expansion from MFs to granule cells (GCs) and the compression from MFs to DNCs. These numbers
were calculated from corresponding numbers listed in Ito (1984).

dominates after movement onset and contributes to termination
of movement (see Figures 8A, 9A in Ishikawa et al., 2014).

The differential recruitment of the two pathways is also
organized in a spatially congruent manner; activities of DNCs
were modulated by activities of PCs with overlapping receptive
fields (RFs; Ishikawa et al., 2014). A large proportion of
PCs whose somatosensory RFs were found in the distal
arm (i.e., around the wrist joint) showed strong suppression
before movement onset, whereas the majority of DNCs with
the same RFs showed a concurrent burst of activity. In
contrast, PCs with RFs in the proximal arm demonstrated
a marked and simultaneous increase in activity, while DNCs
with the same RFs were strongly suppressed. Our observation
suggests that activation of DNCs by disinhibition from
PCs facilitates the execution of wrist movement, whereas
suppression of the DNCs due to increased PC activity
contributes to the stabilization of proximalmuscles and improves
task performance.

The organization of the parallel pathways of the cerebellar
outputs and its spatially congruent recruitment reminds us
of two often overlooked clinical signs described by Holmes
(i.e., asthenia and adventitiousness). We proposed that these
signs may be caused by malfunctions of the two output modes

(Ishikawa et al., 2015). Asthenia represents a failure of the
recruitment of muscle activities resulting in delayed initiation
and the slow build-up of movement, whereas adventitious
movement is sporadic or erratic activation of muscles to be
suppressed resulting in instability. Namely, the asthenia and
adventitiousness may reflect deficits in the control of the
disinhibition and inhibition, and they could be essential building
blocks of various ataxic movements (Ishikawa et al., 2015).
Overall, the malfunction of the parallel pathways disturbs
whatever contribution of the cerebellum by altering the proper
input-output organization.

FUNCTIONAL EVIDENCE FOR
CEREBELLAR FORWARD MODEL

Neural Evidence for Cerebellar
Internal Model
In contrast to the wealth of evidence, it is intriguing that
few previous studies hitherto examined the internal-forward-
model hypothesis of the cerebellum from electrophysiological
data. Of particularly notable is a series of electrophysiological
studies recorded from monkeys performing a manual pursuit
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FIGURE 2 | The balance between parallel pathways in the cerebellar cortex determine DNC output. (A) In the indirect pathway, the PC activity is suppressed
through inhibitory interneurons (IN), which in turn enhances the DNC activity with disinhibition. (B) In the direct pathway, PC is activated through excitatory parallel
fiber (PF) inputs, which in turn suppresses the DNC activity. The balance between the two pathways determines the final output patterns of individual DNCs. In this
way, inhibitory PCs can exert bidirectional effects on DNCs and generate a variety of output patterns. Pluses (+) and minuses (−) represent excitatory and inhibitory
synapses, respectively. Adapted from Ishikawa et al. (2014) under CC-BY license.

tracking task (Roitman et al., 2005; Pasalar et al., 2006;
Ebner and Pasalar, 2008). Firing rates of SSs of PCs reflected
and preceded movement kinematics (hand position and
velocity) irrespective of assistive/resistive forces imposed on the
hand, supporting that the PCs implement the forward-model
computation in the kinematic space. On the other hand, there
is another electrophysiological study that contradicts with the
internal-forward-model hypothesis. Firing rates of PCs recorded
from monkeys performing an elbow flexion/extension task
consistently covaried with the level of imposed force, indicating
that the PCs represent movement dynamics but not movement
kinematics, the findings more consistent with the internal-
inverse-model computation (Yamamoto et al., 2007). Therefore,
it is yet an open question whether the cerebellum performs the
forward-model computation in kinematic space or the inverse-
model computation in dynamic space. These studies posit that
kinematic and dynamic representations in PCs correspond to
a forward model or an inverse model, respectively. But both
internal models contain kinematic and dynamic representations,
and PCs are not final outputs of the cerebellum. We hence think
that examining the coding representation of PCs does not directly
address the question about the internal-model hypotheses of the
entire cerebellum.

Instead of focusing on a neural representation in single
population as in the previous studies, our recent study tackled
this problem by examining how neural representations are
transformed from one population to another through the
cerebellar circuit (Tanaka et al., 2019). The cerebellum has
the unique anatomical structure composed of feedforward
connectivity particularly suited for the internal-forward-model
computation (Figure 1B). One natural prediction derived from
the hypothesis is that a current output of an internal forward
model should contain predictive information about a future
input to that internal forward model. If the internal-forward-
model hypothesis of the cerebellum holds, current activities
of the cerebellar outputs should be able to predict future
activities of the cerebellar inputs. Our previous studies reported
movement-related modulation of firing rates of MFs, Golgi cells,

PCs and DNCs recorded from monkeys performing step-track
wrist movements (Ishikawa et al., 2014; Tomatsu et al., 2016).
Specifically, we analyzed the firing rates of 94 MFs, 83 PCs, and
73 DNCs (Tanaka et al., 2019).

We first addressed how the firing cells of PCs were driven
by the firing rates of MFs. A linear weighted sum of MF
firing rates reconstructed PC firing rates most parsimoniously,
in comparison with a thresholding model, a quadratic model
or an FIR model. The successful reconstruction by the linear
model was unanticipated given the fact that a PC receives
an estimated 105 PF inputs whereas our linear reconstruction
included only 94 MF inputs per PC. This was probably
because all recorded cells were task-related whose activities
were modulated by the movement task, and we surmise
that only a few dozens of MFs contributed significantly
to the task-related firing rates of PCs. Similarly, we found
that the firing rates of DNCs were also well reconstructed
as a weighted linear sum of MFs and PCs. Dominant
computational models of the cerebellar cortex posit more
complex processes; the perceptron model assumes nonlinear
thresholding at PCs (Marr, 1969; Albus, 1971), and the adaptive
filter model assumes a dependence of PC firing rates on
current and previous MF firing rates (Fujita, 1982; Dean
et al., 2010). Our analysis, on the other hand, implies that the
cerebellar computation is rather linear, markedly simpler than
previously thought.

We then proceeded to directly test the internal-forward-
model hypothesis by examining whether the cerebellar output
could predict the cerebellar input in the future. Following the
linear reconstructions of PC and DNC firing rates, the MF firing
rates at time t+t1 were predicted as a linear weighted sum of the
DNC firing rates at time t. We found that the linear prediction
of MF firing rates was statistically significant when compared to
directionally randomized surrogate data. This analysis suggests
that the current output from the cerebellum (DNC firing rates
at time t) contained predictive information about the future
input to the cerebellum (MF firing rates at time t+t1), which
in turn supports the internal-forward-model hypothesis of the
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FIGURE 3 | Schematics of the cerebellar circuit and corresponding computational steps. (1) Prediction computation. The PCs computes a predicted state from a
current estimate conveyed by the MFs. (2) Filtering computation. The predictive state computed by the PCs are integrated with an observation signal conveyed by
other MFs for optimal estimation in DNCs. (3) Cerebellar prediction. The current output from the cerebellar circuit (DNCs) can predict future inputs to the
cerebellum (MFs).

cerebellum. Since the MF activities analyzed here originate from
the motor cortex, the cerebellar output predicts the future state
of the motor cortex, which in turn returns to the motor cortex
through the thalamus.

We note that the linear equations derived from the
experimental firing rates resemble those of optimal estimation
known as Kalman filter. Based on formal correspondence
between the experimentally derived linear equations and
the Kalman-filter equations, we speculate the following
computational steps in the cerebellar circuits (Figure 3):
(1) the PCs compute a predictive state from a current estimate
conveyed by the MFs (Predictive computation); (2) the DNC

activities combine the predicted state from the PC activities and
sensory feedback from the MF activities (Filtering computation);
and (3) the DNC activities predicts a future input to the
MFs (Cerebellar prediction). Our finding indicates that the
cerebellum performs not only an internal-forward-model
prediction but also an optimal integration of a predicted state
and sensory feedback signals.

Behavioral Evidence for Cerebellar
Internal Model
Although the cerebro-cerebellum has long been suggested as
a neural substrate of internal forward models (Wolpert and
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Miall, 1996; Bastian, 2006; Ebner and Pasalar, 2008; Ishikawa
et al., 2016), few behavioral methods are available to evaluate
the contribution of forward models in patients with cerebellar
ataxia (but see Bhanpuri et al., 2014). Our previous studies have
developed a method to analyze the contribution of position-
and velocity-dependent motor commands (i.e., muscle activities)
in visually-guided pursuit movements of the wrist (termed as
Br/Kr ratio, defined below; Lee et al., 2015; Kakei et al., 2019).
Here, Br and Kr stand for viscous and elastic coefficients,
respectively, estimated from wrist movements of a subject with
a canonical correlation analysis, and the Br/Kr ratio evaluates
the ratio of velocity control to position control. The movement
kinematics of wrist was decomposed into a slower (i.e., lower-
frequency, <0.5 Hz) F1 component and a faster (i.e., higher-
frequency, >0.5 Hz) F2 component, and the Br/Kr ratio was
computed for F1 component and F2 component, respectively.
The F1 component belonged to the same frequency range of the
target motion and encoded both velocity and position (higher
Br/Kr ratio) of the target motion. This kinematic formula of
the F1 component appeared optimal to synchronize the wrist
movement with the target motion in a predictive manner.
Indeed, for the control subjects, the F1 component lagged
behind the target motion for about 60 ms (15.0–107.4 ms,
mean ± SD = 66.3 ± 29.4 ms, 13 subjects; Figure 4A, Controls).
The short delay excludes a possibility that the F1 component
of the wrist movement was generated with visual feedback
of the target motion. The conduction time of the peripheral
motor nerve (∼10 ms) and electromechanical delay (∼50 ms)
alone would take that long (∼60 ms). Thus, the delay of the
F1 component was too short to be a feedback delay. Rather, the
generation of the F1 component in the CNS must have preceded
the corresponding motion of the target, considering the average
lead time of neuron activity in the primary motor cortex for the
wrist movement (∼100 ms).

We next evaluated the delay of the F1 component in
patients with cerebellar ataxia. The F1 component was
delayed significantly more (∼100 ms) in the patient group
(79.5–322.4 ms, mean ± SD = 172.1 ± 82.0 ms, 19 subjects;
p < 0.0001) than in the control group (Figure 4A, Patients). The
delay may be explained as poor recruitment of facilitation in
DN due to a decrease in the disinhibition of DNCs, i.e., asthenia
(Ishikawa et al., 2015). The prediction delayed by this amount
is no longer predictive and may force the patients to rely on the
pure feedback control, further destabilizing the wrist movement
ataxic (Kakei et al., 2019).

We further demonstrated that the Br/Kr ratios of the
predictive (F1) component had a significant difference
between the control and patient groups. Namely, the Br/Kr
ratios of the F1 component of the patient group (0.3–1.9,
mean ± SD = 0.99 ± 0.42; Figure 4B, Patients, F1) were
significantly lower than those of the control group (1.4–2.5,
mean ± SD = 1.73 ± 0.36; Figure 4B, Controls, F1; p < 0.001),
suggesting difficulty in recruiting velocity control in cerebellar
patients. In contrast, Br/Kr ratios of the F2 component were
comparable for both groups (compare Figure 4B, Cerebellar
patients, F2 and Controls, F2). Taken together, our results
support the hypothesis that cerebellar patients have an

FIGURE 4 | Changes in movement kinematics of ataxic patients. (A) Delay
of the F1 domain of the wrist movement from the target motion.
Cross-correlation was calculated by changing the delay δ of the target motion
relative to the wrist movement. Controls: Histogram of the optimal delay δ for
the control subjects (n = 13). Cerebellar patients: Histogram of the optimal
delay δ for the cerebellar patients (n = 19). (B) Comparison of the Br/Kr ratios
for the F1 and F2 components between the controls and the cerebellar
patients. Controls: Br/Kr ratios of the control subjects for the F1 component
(top) and the F2 component (bottom; n = 13). Note the highly significant
difference between the two components. Cerebellar patients: Br/Kr ratios of
the patients for the F1 (top) and the F2 (bottom) components (n = 19). Note
the selective decrease of Br/Kr ratios for the F1 component in the patients.
Adapted from Kakei et al. (2019) under CC-BY license.

impairment in the forward-model prediction while relatively
maintaining corrective control in response to sensory feedback.

We then proceeded to examine the relationship between Br/Kr
ratios of the F1 component and performance/accuracy of pursuit
movement in the cerebellar patients and the control subjects
(Figure 5), because the characteristic decrease in Br/Kr ratio
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of the F1 component might have reflected impaired predictive
control in the patient group. To test this hypothesis, we examined
the relationship between the Br/Kr ratios of the F1 component
and the accuracy of the pursuit movement (i.e., F1 error,
Kakei et al., 2019). The Br/Kr ratio of the F1 component and
the F1 error were negatively correlated (Figure 5A). Next,
we examined the relationship between the F1 error and the
tracking score. The tracking score was defined as a percentage
of time when the cursor was kept within the target circle. The
F1 error and the tracking score demonstrated a strikingly linear,
negative correlation (Figure 5B). Overall, the Br/Kr ratio of the
F1 component is a useful measure to assess the accuracy of
predictive control, which could be quantified noninvasively in a
clinical setting.

ANATOMICAL STRUCTURE SUPPORTING
FOR CEREBELLAR FORWARD MODELS

Morphologic Substrata of the
cerebro-Cerebellum for Kalman Filter
Here we argue morphological substrata supporting our findings
of predictive computation presented in Section ‘‘Behavioral
Evidence for Cerebellar Internal Model’’. The conventional
circuit diagram of the cerebro-cerebellum (Figure 6A) depicts
the MFs projecting both to the cerebellar cortex and DN as
collaterals, implying that the cerebellar cortex and DN share
the same source of input. On the other hand, the prerequisite
of the Kalman filter is the two distinct inputs: current estimate
and current measurement; One MF input comes from the
cerebral cortex to the cerebellar cortex (via PN) and plays an
essential role in the prediction step, and another MF input to
DN conveys sensory feedback information and plays a critical
role in the filtering step. Therefore, the conventional diagram of
the cerebro-cerebellum in which the same MF projecting to the
cerebellar cortex and DN is not compatible with our proposal of
Kalman-filter computation in the cerebellum.

Discordant to the conventional diagram, extant anatomical
studies rather suggest that the cerebro-cerebellum receives
respective projections to the cerebellar cortex and DN
(Figure 6B). The first requirement of the Kalman-filter model
is that MFs originated from the PN project to the cerebro-
cerebellum without collaterals to DN. Indeed, Kelly and Strick
(2003) demonstrated a strong projection from the primarymotor
cortex (M1) to the cerebro-cerebellum, which was assumed to
carry efference copy signals. Also, Na et al. (2019) demonstrated
that MFs originated from PN have virtually no collateral
projection to DN on their way to the cerebro-cerebellum. Taken
together, it is most likely that the first requirement is satisfied
for the input from M1 to the cerebro-cerebellum. The second
requirement of the Kalman-filter model is that MFs conveying
feedback input provide collaterals to DN. Wu et al. (1999)
demonstrated that MFs originated from the lateral reticular
nucleus (LRN), which receives strong somatosensory inputs
from the spinal cord, have abundant collateral projection to DN
and other cerebellar nuclei on their way to the vermis and the
intermediate zone (see Figures 8–10 in Wu et al., 1999). Also,

these MFs from PN and LRN have only minor overlap in their
projection to the cerebellar cortex (Wu et al., 1999; Na et al.,
2019). These observations converge to the neural organization
compatible with the requirement of the Kalman-filter model
(Figure 6B).

Consistent with the anatomical observations, there were two
functionally distinct populations of MFs in our data set (Tanaka
et al., 2019). One population ofMFs contributed to the prediction
step and the other population of MFs contributed to the
filtering step. We confirmed that partially distinct populations
of MFs contributed to the reconstructions of PCs and DNCs,
respectively; the average correlation coefficient between weights
of MF–PC and MF–DNC projections was no more than 0.060. A
statistical test based on resampling verified that the correlation
between the two MF populations was statistically significant
(p < 10−5). Therefore, it was concluded that PCs and DNCs
received the projections from distinct populations of MFs,
thereby fulfilling the requirements of the Kalman-filter model.

As outlined in the ‘‘Introduction’’ section, an input to and
an output from a specific region of the cerebellum are a key
to understanding of the function played by that region. The
‘‘corticonuclear organization’’ depicted in Figure 6B appears to
be specific for the cerebro-cerebellum (i.e., the newer part of the
cerebellum), the other regions of the cerebellum could receive
input projections in different ways (Ito, 1984). For instance, in
the vestibular nucleus, nuclear neurons may act as a relay for
MF afferents, whereas PCs activated by the MF afferents may
exert modulatory action on the nuclear relay cells (Figure 6A,
see also Figure 92A in Ito, 1984). Similarly, in the fastigial
nucleus, nuclear cells may serve as a relay for PC output reflecting
MF inputs, while collaterals of MFs provide a background
excitation on which PCs can impose efficient bidirectional
modulation (i.e., inhibition and disinhibition; Figure 6A, see
also Figure 92B in Ito, 1984). In these cerebellar regions, the
corticonuclear organization is not compatible with the Kalman
filter, where the cerebellar cortex and DN receive shared MF
projections. Overall, even if the input-output organization is
common for the entire cerebellar cortex, different regions may
contribute to computationally different operations depending
on the organization of MF collaterals in the cerebellar nuclei
(Ito, 1984). It should be noted that Ito (1984) pointed out
the possibility of this type of heterotopic combination of a
direct collateral MF input and an indirect MF input via PCs
(i.e., ‘‘sidepath’’) to DN (see Figure 92D in Ito, 1984), to explain
spontaneous activities of DN neurons that lack collateral inputs
of MFs originated from PN (Allen and Tsukahara, 1974).

Compressed Prediction of the Cerebellar
Internal Model
The cerebro-cerebellar loop has more abundant projections
from the cerebral cortex to the cerebellum than those from
the cerebellum to the cerebral cortex (Figure 1B). To the best
of our knowledge, little attention is paid to the asymmetry of
the cerebro-cerebellar loop, in terms of the number of output
neurons on each side of the loop. The number of axons in the
cerebral peduncle (CP) conveying cortical outputs to PN and
other precerebellar nuclei is estimated as twenty-one million in
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FIGURE 5 | Accuracy of predictive (F1) component. (A) Relationship between the Br/Kr ratios for F1 component and Cursor-Target error for F1 (F1 error, in short).
The F1 error is defined as an average error between the target motion and the F1 component of the movement during a trial. Note the negative correlation.
(B) Relationship between F1 error and Tracking Score. Note the linear relationship. Overall, Br/Kr ratio for the F1 component has a strong positive correlation with the
accuracy of the pursuit movement. Adapted from Kakei et al. (2019) under CC-BY license.

FIGURE 6 | Two schematics of cortico-nuclear organization. (A) The conventional scheme in which the same MF projects to the cerebellar cortex (CBX) and DN
both of which belong to the same corticonuclear complex (Ito, 1984). (B) Proposed scheme that one MF (MFa) from pontine nuclei (PN) projects to the cerebellar
cortex (i.e., cerebro-cerebellum; CBXa) without collateral projection to DN, whereas another, separate MF (MFb) projects to DN. Note that MFa and MFb have distinct
projection areas in the cerebellar cortex, CBXa, and CBXb, respectively. This scheme is consistent with the requirements of the Kalman-filter model.

humans (Tomasch, 1969). On the other hand, the number of
axons in the return path, i.e., the superior cerebellar peduncle
(SCP) relaying the cerebellar output to the thalamus, is no
more than 0.8 million in human (Heidary and Tomasch, 1969).
Therefore, the output from DN can convey less than 5% of
the information of the cortical output assuming comparable
discharge frequencies for corticofugal neurons and DNCs (Kakei
et al., 1999, 2001; Ishikawa et al., 2014; Tomatsu et al., 2016).
The cerebro-cerebellum returns its output back to the cerebral
cortex that is considerably compressed from the input it receives.
One may then wonder what the functional advantage of the
compact representation is. There appears no consensus on the
functional role of the compact representation (Sanger et al.,

2020). Given the fact that the cerebellum contributes to fast,
trained and automated motor control with reduced effort and
attention, the compressed representation may be beneficial or
even necessary to extract relevant information from numerous
and redundant cerebellar inputs and to assign more attention to
the task currently in the focus.

COGNITIVE FUNCTIONS AND
CEREBELLAR FORWARD MODELS

The cerebellum was once thought of as an organ for motor
coordination. The motor cerebellum is mainly represented in the
anterior lobe with a smaller, secondary representation in lobule
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VIII (Kelly and Strick, 2003). Although possible involvement
of the cerebellum in non-motor mental functions had been
suggested occasionally in the past, it has become the subject of
systematic consideration since the beginning of 1990s (Leiner
et al., 1986; Schmahmann, 1991; Ito, 1993; Schmahmann, 2004;
Ito, 2008). With a use of trans-neuronal transport of neurotropic
viruses, Middleton and Strick (1994) provided the first evidence
in the monkey that the cerebellum is connected to the non-motor
area 46 of the prefrontal cortex and revised the conventional
view of the cerebellar devotion to motor control. Strick and his
colleagues eventually established that the hemispheric parts of
the cerebellum (mainly Crus I and Crus II) are connected with
various cortical association areas through DN (Middleton and
Strick, 1994; Dum and Strick, 2003; Kelly and Strick, 2003).

The existence of the human non-motor cerebellum was
later demonstrated repeatedly in non-invasive imaging studies
(e.g., Hanakawa et al., 2003; for reviews see Stoodley and
Schmahmann, 2009; Buckner, 2013). A surprisingly powerful
approach capable to map the topographical organization of the
cerebellar cortex in the human has recently provided insight
into the functional mapping between the cerebellum and the
cerebral cortex. The approach derives from the observation that
brain organization can be inferred by measuring spontaneous
low-frequency fluctuations in intrinsic activity (Biswal et al.,
1995; Fox and Raichle, 2007). Recently, Buckner et al. (2011)
and Wang et al. (2013) demonstrated base on this approach that
the cerebro-cerebellum collects information from almost all the
entire cortical areas, suggesting that the cerebellum still keeps the
position of the CNS hub even in human. More recently, Guell
et al. (2018) used data from the Human Connectome Project
(n = 787) to analyze cerebellar fMRI task activation (motor,
working memory, language, social and emotion processing) and
resting-state functional connectivity. They demonstrated novel
aspects of the functional topography of the human cerebellum.
There were two distinct representations (lobules I-VI and lobule
VIII) of motor activation that was consistent with prior studies,
in particular with the above-mentioned trans-neuronal tracing
study in the monkey (Kelly and Strick, 2003). Newly revealed
were three distinct regions (Crus I, Crus II, lobules IX/X) in
the cerebellar posterior lobe that show topographical relationship
with cortical association areas (Buckner et al., 2011; Wang
et al., 2013). Each region contains four domains of non-motor
functions (workingmemory, language, social, and emotional task
processing). Indeed, lesions in the posterior lobe result in the
cerebellar cognitive affective syndrome (CCAS), which includes
deficits in executive function, visual spatial processing, linguistic
skills and regulation of affect (Schmahmann, 2019).

The critical question arises whether the Kalman-filter
mechanism identified for the prediction in the motor part
of the cerebro-cerebellum (Tanaka et al., 2019) generalizes
to the cognitive/affective part of the cerebro-cerebellum. Our
dataset of MFs, PCs, and DNCs recorded during the motor
task cannot support or reject the predictive mechanism of the
cerebellum for cognitive/affective functions. Nevertheless, it is
possible to search for the same corticonuclear organization
(Figure 6B) in the non-motor part of the cerebro-cerebellum.
There are two requirements: (1) the main MFa input to the

cerebro-cerebellum is originated from a non-motor area and
relayed by PN, and (2) the filtering MFb input is originated
from a distinct cortical or subcortical source and relayed by
a non-PN nucleus that has significant collateral projection
to DN (Figure 6B). The requirement 2 is the key because
the requirement one is common for several cortical areas,
including prefrontal areas (Schmahmann and Pandya, 1997),
parietal association areas (Schmahmann and Pandya, 1989),
superior temporal areas (Schmahmann and Pandya, 1991),
occipitotemporal and parahippocampal areas (Schmahmann and
Pandya, 1993). There are only a few major sources of collateral
MF inputs to DN, the lateral reticular nucleus (LRN; Wu et al.,
1999) and the nucleus reticularis tegmenti pontis (NRTP; Gerrits
and Voogd, 1986) in the reticular formation. The LRN receives
main inputs from the spinal cord (Alstermark and Ekerot, 2013)
and additional inputs from the sensorimotor areas and the
red nucleus (Bruckmoser et al., 1969; Matsuyama and Drew,
1997). The NRTP receives inputs mainly from the sensorimotor
areas, the prefrontal areas and the parietal association areas
(Schmahmann et al., 2004). Overall, the Kalman-filter model
is at least compatible with the non-motor part of the cerebro-
cerebellum if the two inputs to non-motor parts of DN (Dum
and Strick, 2003) are proven to have different origins in
future studies.

REMAINING ISSUES ABOUT CEREBELLAR
INTERNAL MODELS

This review article has discussed physiological, behavioral, and
morphological evidence supporting the internal-forward-model
hypothesis of the cerebellum, with an emphasis on our recent
studies. This final section expands our speculation on a possible
computational role of the cerebro-cerebellar loops and raises
remaining unsolved issues on the functioning of the cerebellum
for a future study.

Possible Computational Role of
Cerebro-Cerebellar Loops
The cerebral cortex and the cerebellum have evolved together
as their volume has increased in a proportional manner (Rilling
and Insel, 1998), and form an anatomically closed connectivity
known as the cerebro-cerebellar loop (Kelly and Strick, 2003;
Bostan et al., 2013). These findings indicate that the evolutionally
conserved anatomical structure composed of the cerebral cortex
and the cerebellum plays a functionally relevant role, but to
the best of our knowledge, there appears no consensus about
its specific function. We below expand our speculation on
a computational role considering our findings and artificial
neural networks.

The cerebral cortex and the cerebellum have contrasting
anatomical structures. The cerebral cortex is characterized
by hierarchical recurrent connections composed of local
connections across cortical layers and lateral connections (for
a review see DeFelipe and Jones, 1988), so it is appropriate to
model the cerebral cortex, at least locally, as a recurrent neural
network. An artificial neural network model with recurrent
connections is known to be able to approximate any dynamical
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systems (Funahashi and Nakamura, 1993), so it is appropriate
to model a neural process that evolves over a period such as
a production of a motor sequence. A recurrent neural network
is also known to be difficult to train and control because it
may exhibit chaotic behavior (Sompolinsky et al., 1988; Sussillo
and Abbott, 2009; Laje and Buonomano, 2013; Ben-Shushan
and Tsodyks, 2017). On the other hand, the cerebellum consists
essentially of a feedforward connectivity from the MFs as an
input to the cerebellar nuclei as an output. An artificial neural
network model composed of more than two layers is known
to be able to approximate any continuous mapping (Cybenko,
1989; Funahashi, 1989; Hornik et al., 1989), which is a theoretical
basis of the universal cerebellar transform (Schmahmann, 2004).
Also, the MF inputs are considerably expanded by the GCs by
about one-thousand-fold and then converged into the DNCs
(Figure 1B). This divergence-convergence structure resembles
a shallow learning scheme in machine learning. A feedforward
neural network model is straightforward to train, but its
computation is limited to a static input-output function.

We here speculate a computational possibility that the
cerebellum copies the dynamics of the cerebral cortex and
then predicts the state of the cerebral cortex for fast and
stable operations in motor control and cognitive processing
(Figure 7). There are some advantages and disadvantages of
recurrent and feedforward neural networks, and we propose
that the recurrent neural networks of the cerebral cortex and
the feedforward neural networks of the cerebellum complement
each other. Recurrent connections in a neural network
provide computational flexibility to model a dynamical system
(Funahashi and Nakamura, 1993) but cause a chaotic instability
due to dependence on previous activities and random noises
(Sompolinsky et al., 1988). Therefore, a sequence production
solely by a recurrent neural network can be unstable against
small fluctuations in activities and unwanted noises (Jaeger and
Haas, 2004). A feedforward neural network, on the other hand,
is stable because its output depends not on previous inputs but
only current inputs and a fluctuation at one point of time does
not propagate over time. Our recent results demonstrated that
the cerebellar circuit could perform the predictive computation
of an internal forward model, so we propose that the cerebellum
tames computationally flexible but chaotic dynamics of cortical
recurrent neural network by predicting the expected activity
of the cerebral cortex. In line with our proposal, the FORCE
learning algorithm generates stable patterns of activity in a
recurrent neural network by adding feedback connections from
the output unit to recurrent units (Sussillo and Abbott, 2009). In
our proposed scheme, the feedforward network of the cerebellum
continuously monitors and predicts the activities of the recurrent
network of the cerebral cortex. The recurrent network, in turn,
stabilizes its activities and corrects any deviations by comparing
the current activity in the recurrent network and the predicted
activity from the cerebellar feedforward network. Therefore, an
internal model allows fast and robust computation not only
in motor control but also in recurrent neural networks in the
cerebral cortex.

Whereas recurrent and feedforward neural networks differ
from each other in their formulation, they are in fact equivalent

because recurrent neural networks can be transformed into
feedforward neural networks by a proper redefinition. A
standard algorithm for training a recurrent neural network,
backpropagation-through-time, exploits the fact that a recurrent
neural network can be regarded as a temporally unfolded
feedforward neural network (Werbos, 1990). Also, it was shown
that a proper redefinition of units can transform a recurrent
neural network into a feedforward neural network, known
as a method of matrix decomposition (Schur decomposition)
in matrix algebra (Goldman, 2009). Therefore, recurrent and
feedforward neural networks possess the same ability in terms
of computation.

Our computational scheme requires that a part of the
cerebro-cerebellum and a part of the cerebral cortex connected by
a cerebro-cerebellar loop should perform the same computation
so that the cerebellum can predict activity patterns of the cerebral
cortex. We, therefore, speculate that the computational role of
the cerebellum is to copy the function of the cerebral cortex
for predicting and stabilizing the dynamics of the cerebral
cortex. Results from a recent imaging study are in line with this
speculation; activities of layer 5 pyramidal cells in the neocortex
and those of GCs in the cerebellar cortex share task-encoding
characteristics acquired during learning, indicating that a key
function of cerebro-cerebellar loop is the propagation of shared
neural dynamics (Wagner et al., 2019). A tentative computational
scheme posits that dynamics learned by a recurrent neural
network are transferred to a feedforward neural network, and
then the feedforward neural network stabilizes the dynamics
of the recurrent neural network by predicting the dynamics.
An additional merit of feedforward neural network is single-
shot, fast computation; a recurrent neural network requires
multiple, iterative steps for computing a transition from xt
to x(t+t1) (Figure 7, top), which could be computed in a
single step in a feedforward network (Figure 7, bottom). Our
speculation discussed here is mainly motivated by the results of
artificial neural networks; however, given the recent productive
interactions between deep neural networks and the primate
visual system, it is not unreasonable to incorporate ideas
developed in artificial neural networks to understanding the
biological nervous system.We hope that this speculative function
proposed here will guide the future computational study on the
role of cerebro-cerebellar loops.

Future Problems
Our recent study arguably demonstrated that the cerebellar
output (activities of DCs) at current time was predictive about the
cerebellar input (activities of MFs) at a future time, supporting
the hypothesis that the cerebellum performs the computation
of an internal forward model (Tanaka et al., 2019). The dataset
analyzed in this study was recorded when the monkey was
over-trained for the movement task for years and there was no
sign of learning in performance. Hence, our study demonstrated
one aspect of forward model, namely the predictive activity, but
not another aspect of forward model, namely motor learning.
Electrophysiological recording of single units usually requires
averages to remove trial variance, so it is not ideal for analyzing
activity changes in an individual trial before, during, and after
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FIGURE 7 | Proposed mechanism of predictive stabilization of cortical dynamics through the cerebro-cerebellar loop. The dynamics of the cerebral cortex and the
cerebellum are modeled as a recurrent neural network (top row) and a feedforward neural network (bottom row), respectively. The cerebellum receives a current
cortical state at time t and projects back a future cortical state at time t+t1 through the cerebro-cerebellar loop. In this proposed mechanism, the cerebellar prediction
guides and stabilizes the recurrent dynamics of the cerebral cortex, thereby realizing fast and robust information processing.

learning. This is particularly problematic when we want to
address the circuit-level analysis where cells from multiple
populations need to be recorded simultaneously. Fortunately,
new recording techniques such as calcium imaging are available
to track learning-related changes in the activities of multiple
neurons (Wagner et al., 2019). We hope that the new approach
will reveal the contribution of the internal-forward-model to the
motor-learning shortly.

We would like to conclude this review article by enlisting two
unanswered questions that we think important for promoting
a better understanding of the computational functions and the
neural mechanisms of the cerebellum. First, how is a predictive
activity computed in the cerebellum utilized in the cerebral
cortex? Our previous study reported that MF activities, the input
to the cerebellum, shared response properties with the activity of
neurons in motor areas, implying that activities of the cortical
neurons are copied into the cerebellum as an input (Tomatsu
et al., 2016). On the other hand, it remains to be examined
how the cerebellar output influences the activities of the cortical
neurons. Second, how do linear dynamics in the cerebellar circuit
approximate the nonlinear dynamics of the musculoskeletal
system? Biological motor control must face with the large degrees
of freedom of the body and corresponding nonlinear dynamics,
and we know little about how such dynamics is solved in the
brain. We hope that future studies will take a challenge in

addressing these questions toward the goal of understanding the
functions and the neural mechanisms of the cerebellum.
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Oscillations in the granule cell layer (GCL) of the cerebellar cortex have been related
to behavior and could facilitate communication with the cerebral cortex. These local
field potential (LFP) oscillations, strong at 4–12 Hz in the rodent cerebellar cortex
during awake immobility, should also be an indicator of an underlying influence on the
patterns of the cerebellar cortex neuronal firing during rest. To address this hypothesis,
cerebellar cortex LFPs and simultaneous single-neuron activity were collected during
LFP oscillatory periods in the GCL of awake resting rats. During these oscillatory
episodes, different types of units across the GCL and Purkinje cell layers showed variable
phase-relation with the oscillatory cycles. Overall, 74% of the Golgi cell firing and 54%
of the Purkinje cell simple spike (SS) firing were phase-locked with the oscillations,
displaying a clear phase relationship. Despite this tendency, fewer Golgi cells (50%) and
Purkinje cell’s SSs (25%) showed an oscillatory firing pattern. Oscillatory phase-locked
spikes for the Golgi and Purkinje cells occurred towards the peak of the LFP cycle. GCL
LFP oscillations had a strong capacity to predict the timing of Golgi cell spiking activity,
indicating a strong influence of this oscillatory phenomenon over the GCL. Phase-locking
was not as prominent for the Purkinje cell SS firing, indicating a weaker influence over the
Purkinje cell layer, yet a similar phase relation. Overall, synaptic activity underlying GCL
LFP oscillations likely exert an influence on neuronal population firing patterns in the
cerebellar cortex in the awake resting state and could have a preparatory neural network
shaping capacity serving as a neural baseline for upcoming cerebellar operations.

Keywords: oscillation, phase-locking, cerebellum, rhythmicity, network

INTRODUCTION

With its systematic structure, the cerebellum possesses inherent modularity supporting the
flow of information (Voogd and Glickstein, 1998; Llinás et al., 2004; Ito, 2010), and its coding
capacity has been the object of multiple decades of neurophysiological inquiry (Eccles et al., 1967;
Ito, 2006; Heck, 2015). Some of the mechanisms uncovered focus on oscillatory activity: one way
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to control the spatiotemporal flow of information across modules
is through interconnected oscillating networks: these can be
variably coupled to support information flow according to
specific frequencies or multiple modes (Fries, 2015; Maris et al.,
2016). In turn, these oscillations can act as a modulator or
amplifier of information throughput across and within circuits
(Akam and Kullmann, 2010).

Recent reviews highlight the capacity of cerebellar cortex
circuits to harbor rhythmic activity, with potential functional
roles, including modulating the timing of cerebellar neuronal
firing (Isope et al., 2002; D’Angelo et al., 2009; De Zeeuw
et al., 2011; Courtemanche et al., 2013). For instance, olivo-
cerebellar neurons carry an intrinsic 6–10 Hz intracellular
rhythm able to influence the timing of Purkinje cell complex
spikes across the cerebellar cortex (Welsh et al., 1995; Lang
et al., 1999; Llinás, 2009). The granule cell layer (GCL) also
shows local field potential (LFP) rhythmic activity, namely
at 10–25 Hz in the monkey (Pellerin and Lamarre, 1997;
Courtemanche et al., 2002), and 4–12 Hz in the rodent
(Hartmann and Bower, 1998; O’Connor et al., 2002; Dugué et al.,
2009). High-frequency oscillations (150–300 Hz) have also been
detected in the Purkinje cell and molecular layers, or cerebellar
cortex surface (Chéron et al., 2004; Middleton et al., 2008; de
Solages et al., 2008; Groth and Sahin, 2015). Finally, slower
(<1 Hz) oscillations have been recorded in the cerebellar cortex
of rodents (Ros et al., 2009) and tottering mouse (Chen et al.,
2009). Overall, these LFP oscillations provide indirect evidence
of rhythmic synaptic input that could serve to influence the firing
patterns of cerebellar networks, and their temporal coordination,
influencing neuronal coding and communication (De Zeeuw
et al., 2011; Courtemanche et al., 2013).

Cerebellar cortex GCL oscillations between 4 and 25 Hz
are present at rest (Hartmann and Bower, 1998; Dugué et al.,
2009; D’Angelo et al., 2009; Courtemanche et al., 2013), and
can enhance cerebro-cerebellar synchronization even though
these rhythms are in distant structures (O’Connor et al., 2002;
Courtemanche and Lamarre, 2005). Rhythms in the 5–30 Hz
range have indeed shown capacity to dynamically link distant
systems via local and long-range neuronal firing and connections
(Bullock, 1997; Buzsáki and Draguhn, 2004; Buzsáki, 2006;
Senkowski et al., 2008). It is well-established that LFPs are
related to the synaptic activity (Buzsáki and Draguhn, 2004):
single-unit activity should thus have a role in how GCL
LFPs synchronize with cerebral cortex LFPs. However, GCL
oscillations do not have a readily defined substrate, though
granule and Golgi cells should be implicated, the latter coupled
via gap junctions (Courtemanche et al., 2002; Maex and De
Schutter, 2005; D’Angelo and de Zeeuw, 2009; Simões de Souza
and De Schutter, 2011). Indeed, GCL oscillations show a strong
relation to granule cell firing (Pellerin and Lamarre, 1997;
Hartmann and Bower, 1998; Courtemanche et al., 2002) but the
extent of the influence across the layers has not been assessed.
Granule cells have rhythm-permissive cellular properties and
could be part of a resonant network (D’Angelo et al., 2001,
2009). Intrinsic oscillatory capacities of the GCL local network
have been modeled (Maex and De Schutter, 2005; Dugué et al.,
2009; Honda et al., 2011; Simões de Souza and De Schutter,

2011; Sudhakar et al., 2017). For instance, Golgi cell-mediated
feedforward and feedback loops (Forti et al., 2006; D’Angelo,
2008; Dugué et al., 2009; Galliano et al., 2010), and Golgi-Golgi
electrical synapses could be implicated in the rhythm formation
(Dugué et al., 2009; Vervaeke et al., 2010; Simões de Souza and
De Schutter, 2011; Robinson et al., 2017). Further in the circuit,
in a limited dataset, we saw that Purkinje cell simple spikes
(SSs) can follow the 10–25 Hz GCL rhythm, contrary to complex
spikes (Courtemanche et al., 2002). In contrast, for a slow<1 Hz
rhythm, only complex spikes can follow the activity (Ros et al.,
2009), and fast Purkinje cell layer oscillations can entrain SSs
(Chéron et al., 2004; Middleton et al., 2008; de Solages et al.,
2008). It is unclear if this oscillatory activity can influence the
cerebellar nuclei, but the synchronization of SSs promotes the
downstream activation of cerebellar nuclei (Person and Raman,
2012a,b).

This report focuses on the relationship between cerebellar
cortex units recorded using electrodes and tetrodes with
simultaneously recorded GCL LFPs in the awake rat, putting
a particular focus on unit phase relation and rhythmicity.
We recorded Golgi and Purkinje cell SSs and evaluated their
firing patterns concerning 4–12 Hz GCL LFP oscillations. We
hypothesized that the unit firing would be related to those
oscillations and that Golgi firing in the GCL would be more
phase-locked to the oscillations than the SSs, principally because
of the diverging/converging connections between the GCL and
Purkinje cells.

MATERIALS AND METHODS

Data for this study were collected at Concordia University
(Montréal, QC, Canada), and École Normale Supérieure (Paris,
France), using the same rat strain, along with similar recording
techniques and analysis parameters.

Animals and Behavior
Seven (7) male Sprague–Dawley rats (four rats/Charles River,
St-Constant, QC; three rats/Institut de Biologie vivarium, ENS,
∼400–500 g) were initially handled and habituated to the lab
environment. Once implanted with electrodes, they were housed
individually on an 8:00 AM to 8:00 PM reversed light/dark
schedule. Recording sessions were conducted in a Lafayette
Instruments (Lafayette, IN, USA) test chamber or in a custom
dark Plexiglas field arena. Rats were kept in the test area for a
period of 1–2 h under dim light and quiet conditions. Most rats
explored the area for the first few minutes, then calmed down
and stayed relatively immobile; they were kept attentive by the
experimenter. All animal handling, care, and surgical procedures
were following the guidelines of the respective animal national
welfare councils and approved by the respective University
Animal Research Ethics Committees.

Surgical Procedures
The surgery and electrophysiological methods were similar
to Dugué et al. (2009) and Gao et al. (2011). Briefly,
four rats were mounted with a Neuralynx 12-drive electrode
holder (Bozeman, MO, USA) for recordings in the posterior
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cerebellum; three animals were mounted with a custom
headstage housing 1–4 quartz tetrodes (Thomas Recording
GmbH, Giessen, Germany). Electrode and tetrode shapes and
impedances were optimally chosen to capture both LFP and
unit signals, and electrodes could be moved longitudinally with
precision (described below), permitting to isolate units during
the experiment.

Similar procedures were followed for surgery for both sets
of animals. Body temperature was continuously monitored with
a rectal probe and maintained with a heating pad. General
anesthesia was induced either with (1) an i.m. injection of
ketamine hydrochloride (Ketaset, 100 mg/kg) and xylazine
(AnaSed, 2.2 mg/kg) and maintained by supplemental injections
as required; or with (2) a ketamine-xylazine mixture, and
maintained with a mixture of isoflurane (0.5–1.5%) and oxygen.
All rats were then mounted on a stereotaxic instrument. To
reduce bronchial secretions, rats were injected with 0.04 mg/kg
s.c. of atropine sulfate before inducing anesthesia. The skull and
dura over the posterior cerebellum were removed using a dental
drill and precision forceps. The headstage was implanted and
fixed in the skull with screws in the frontal and parietal bones
above the cerebellar cortex with dental cement. At the end of
the surgery, the wound was carefully sutured and covered with
antibiotic cream. Animals were allowed to recover several days
before recording.

Electrophysiological Setups and
Recordings
Methods for LFP and unit recordings closely followed published
procedures (Dugué et al., 2009; Gao et al., 2011). For the
multiple single electrode implants, the implantation target was
at Bregma −12, lateral 2.5–3, aiming for the crus II/paramedian
lobule. One bone screw served as the ground contact and a
stainless-steel needle (19 G) placed in brain tissue, providing
a large cylindrical contact at the surface of the cerebellum,
served as reference. Three to seven tungsten microelectrodes
with shank diameters of 75 µM and impedances around 1 MΩ

(0.2–1.5 MΩ–FHC Inc., Bowdoin, ME, USA) were inserted
into individual drives, mounted onto the headstage. Each
microelectrode could be moved independently using a small
screwdriver to advance and retract the electrode. LFP data were
on-line filtered between 1 and 475 Hz and sampled at 2,003 Hz.
For unit activity, the signal was filtered between 600 and
6,000 Hz and sampled at 32 kHz. Spike isolation was achieved by
lowering or retracting the individual microdrives (160 µm/turn
precision, with usual increments of about 1

4 or 1
2 turn, so 40–80

µm, or even less when isolating a unit). Adjustments on spike
detection were then performed on the Neuralynx DAS software
32-point digitized thresholded waveform, overlaid to verify
reproducibility. Also, the analog unit signal was monitored for
waveform stability on an oscilloscope and spike loudspeaker
sound output, useful during microelectrode positioning.
Mostly one single unit, sometimes two, could be isolated
at a site.

For three animals, tetrodes were implanted in a lightweight
tetrode headstage holding multiple microdrives, each
with a reference and 1–4 quartz tetrodes (constructed as

four platinum/tungsten-cores in a quartz rod, sculpted with
a sharp tip). The microdrives were moved via a cubic screw
mounted on a threaded rod. Tetrodes were protected by a
stainless steel tube and a 30 G beveled guide tube. Drives were
enveloped in a grounded conic piece of cardboard and aluminum
foil. The tips of the tetrodes were cleaned and gold-plated to
lower their impedance to 0.1–0.3 MΩ. Signals were acquired
with a Tucker-Davis Technologies System 3 (TDT, Alachua,
FL, USA), filtered at 0.1 Hz to 8 kHz with a Butterworth filter,
then differentially amplified, sampled at 25 kHz, and stored
to disk for off-line analysis. During tetrode adjustment and
recordings, lowered in increments of 10–50 µm, the neuronal
activity was continuously monitored through loudspeakers and
displayed on a computer screen. To isolate spikes, continuous
wide-band extracellular recordings were first filtered off-line
with a two-pole Butterworth 500 Hz high-pass filter. Spikes
were then discriminated by thresholding the filtered trace and
extracting the main parameters of their waveform (width and
amplitude on the four channels). LFPs were also extracted
from one of the tetrode channels wide-band signal, with the
initial signal downsampled at 2,003 Hz and low-pass filtered
at 475 Hz.

Recording placement of at least one single microelectrode or
tetrode in an animal would be optimized for GCL activity with
oscillatory LFPs: this would be monitored on-line, often with
phasic multiunit activity serving as a guide. The electrode site
would be further adjusted if a putative GCL unit was nearby.
The other probes could then be independently moved to seek
other units, searching for Golgi unit activity in the GCL (which
usually had a moderate firing rate), or sharper cell activity in
the neighboring Purkinje cell layer (which usually had a much
faster firing rate). The rats were brought to the laboratory for
durations of up to 90 min of quiet rest, and the rat would be kept
periodically attentive by providing small food pellets and water
in the recording chamber. Continuous recording sessions lasted
up to 20 min.

Data Analysis
LFP and unit signal processing and quantitative analyses were
performed using NeuroExplorer (Nex Technologies, Littleton,
MA, USA) and MATLAB (MathWorks, Natick, MA, USA), the
latter with routines based on standardized functions (e.g., signal
processing toolbox). LFP periods of strong oscillations, in
contrast with periods when oscillations were weaker, were
identified using spectrograms, calculated using the discrete
short-time Fourier transform to evaluate rhythmicity. A multi-
parametric algorithm was used to identify oscillatory periods
in the 4–12 Hz band of the spectrogram, corresponding with
rodent GCL oscillations from other in vivo studies (Hartmann
and Bower, 1998; O’Connor et al., 2002; Dugué et al., 2009;
Frederick et al., 2014; Robinson et al., 2017). This algorithm
has been used previously to detect and process various rhythmic
signals [gamma (Lévesque et al., 2009), and theta (Berryer et al.,
2016)]. In certain cases, coherence spectrograms were also used
to evaluate LFP synchronization. The first step consisted of a
spectrogram analysis, where data sampled at 2,003 Hz were
decimated by a factor of 15 after being low-pass filtered by a
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100th order FIR filter. The spectrogram was then elaborated
from the dataset, separated into one-s intervals (134 points)
to which a Hamming window was applied, and the windows
were overlapped by 50%. The discrete Fourier transforms
were evaluated over 256 points with zero paddings. A gamma
correction with a factor of 0.2 was applied to the spectrogram
to improve contrast with random noise. Following, for each time
window, the algorithm identified the peak frequency in the band
of interest and calculated the energy within a 1 Hz band centered
on this peak. To be considered a valid candidate, a peak must
have met time and frequency domain criteria, with parameters
adjusted to the analyzed trace. To better describe, here are some
example settings for one particular session: the energy within the
peak was set at least at 30% of the largest peak within a 60-s
window (time-domain criterion), and containing at least 40%
of the band energy at that time (frequency domain criterion).
This identified an oscillatory period composed of a succession of
peaks with a determinate track in time and frequency. In those,
the relative peak intensities must not have varied in time by
more than 100% per second, successive peak frequencies must
not have varied by more than 7.5 Hz per second, and there
must have been a continuous track of candidate peaks at least
5 s long, and the oscillatory period had to be longer than or
equal to a 3 s duration. These parameters were adjusted for each
recording location and session. This would permit detections of
periods of oscillation, as shown in the example in Figure 2. To
compare the spike-LFP oscillation over several cycles, we opted
for a duration threshold that allowed to characterize a strong
oscillatory influence, with salient oscillatory periods lasting long
enough to potentially indicate a state-like influence on the
neurophysiological signal. The parameters were selected through
systematic data analysis and had the advantage of standardizing
the detection of oscillation events over all data sets, eliminating
bias. LFP traces were normalized using a z-score transform, and
the power spectral density was also normalized to the maximum
values in the dataset. The end result was a list of ‘‘oscillation
periods’’ throughout the recording file and interspersed in
between those, periods of weaker or no oscillation. Figure 2
illustrates detected periods for 50 s of LFPs, delineated with a
red box.

For unit data, the digitized spikes were processed for
single-unit identification. For single electrode recordings, this
was done in SpikeSort (Neuralynx, Bozeman, MT, USA) in
manual mode, focusing on spikes corresponding to an adapted
extracellular action potential shape template, estimated from
the overlaid spikes (based on >100 detections). Secondary
elements were also used such as the 2-D scatterplot distribution
of the spike amplitude and duration values (e.g., peak height,
valley depth, action potential duration). Interspike intervals
(ISIs) of less than 1 ms were removed. Generally, units
with fewer than 2% of the ISIs under 3 ms were kept.
This methodology is based on parameters used in articles
using similar recording techniques (Csicsvari et al., 1998;
Stratton et al., 2012; Lévesque et al., 2016, 2018; Chen et al.,
2018). For tetrode recordings, a similar process was used;
data were hand-clustered by polygon-cutting in two-dimension
projections of the parameter space using Xclust [(Davidson

et al., 2009) and Matt Wilson, MIT]. Parameter space was
centered on spike amplitude and width properties. The quality
of clustering was evaluated by inspecting the autocorrelograms
of the units. The unit classification was based on electrode
tip localization relative to the surface and the GCL (with the
characteristic dense background activity), the action potential
properties (spike amplitude or presence of a rare complex
spike), and the inter-spike interval properties [such as the
median ISI vs. median absolute difference (MAD) ISI relation,
as presented in Vos et al., 1999]. The indirect nature of this
classification makes us qualify our cell types as putative (see
‘‘Limitations’’ section), but similar in properties to previously
reported. The database of units is described in ‘‘Database of
Units’’ section.

The relation between the timing of single-unit activity
and LFPs was established by cross-correlating the spike train
with events representing detected LFP peaks (FindPeaks, Tom
O’Haver, U. Maryland; which was later included in theMATLAB
functions) during oscillatory periods (Courtemanche et al.,
2003). The cross-correlation between the LFP peak events and
the spike events was calculated, with the LFP peak used as the
reference point (Lamarre and Raynauld, 1965; Gerstein, 1999;
Courtemanche et al., 2002, 2003). To establish the significance
of the spike-LFP relationship, an index was computed based
on the cross-correlogram for each unit (Destexhe et al., 1999).
We computed artificial controls, using 50 or more artificial
spike trains generated with randomized interspike delays (equal
number of spikes as the original spike train, so isofrequency).
For each artificial spike train, an LFP peak-triggered histogram
with mean and SD for each 10 ms bin was processed. Within
two cycles on either side (250 ms, corresponding to two cycles
at 4 Hz), peaks above or valleys below 2 SD from the mean
of the spike-shuffled control histogram were then identified
in the LFP-triggered cross-correlogram peaks. LFP rhythmic
modulation at this frequency will usually influence multiple
consecutive bins; consequently, following this detection, a
summation of counts from seven bins, three before the peak,
the one on the peak, and three after, gave a ‘‘density’’ count
for the detection. Seven 10-ms bins (70 ms) correspond to
1
2 cycle at 14 Hz, chosen to follow faster-modulated units.
This summation was divided by the median count for the
overall cross-correlogram to account for the general quantity
of collisions, providing values moving about around 1. Finally,
a value of 7 was subtracted to resemble a general count per
bin, as the sum of 7 bins would have values around 7. We
termed this index the phase lock index or PLI. Units with a
high PLI would thus show a strong spike-LFP relationship. The
spike-LFP phase relationship, for each cell with a significant
LFP-triggered histogram peak, was computed using the following
equation: phase of peak (rad) = [time of peak (in ms) × 2π]
/cycle time (ms; Fisher, 1995; Perez-Orive et al., 2002). This
permitted to produce of a polar histogram of the spike–LFP
phase relationship that could be generated for the group
of units.

In the same way, an algorithm based on the 2 SD shuffling
of spikes was also used for determining the significance of
the spiking autocorrelation peaks: a rhythmicity index (RI),
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using the height of the peaks or the depth of the valleys when
located outside the 2 SD threshold, adapted from previous
methods (Sugihara et al., 1995; Lang et al., 1999). The difference
in amplitude between the detected peak/valley and the next
valley/peak within half a cycle was calculated (Sugihara et al.,
1995); for instance, if a significant peak was detected at 120 ms,
we calculated the difference in amplitude between this peak and
a valley between 60 and 180 ms. The summation of peak/valley
distances (that were different from the shuffled values) permitted
to calculate the RI; this value is above zero then permitted to
define if the cell was oscillatory.

Histology
After the last recording session, electrolytic lesions (200 µA, 45 s,
anodal) were made in the cerebellar cortex at selected sites where
oscillations of single units were found, while rats were under
ketamine-xylazine anesthesia. Two days later, rats were deeply
anesthetized with ketamine-xylazine and perfused through the
heart using a buffered 10% formalin–0.9% saline solution. The
brains were removed and kept in 10% formalin for at least
48 h. They were then put in a 20% sucrose-formalin solution for

another 48 h. The brains were frozen in pulverized dry ice and
then sliced in a cryostat. The 40-µm thick sections were mounted
on glass slides coated with gelatin. The slides were stained using a
Cresyl Violet solution. The location of the lesions was evaluated
following the denomination in the Paxinos and Watson (1998)
atlas and electrode tracks were reconstructed for localization of
recording sites.

RESULTS

Cerebellar Cortex GCL Oscillations in the
Awake Rodent
Figure 1 presents Golgi cell spike activity and simultaneously
recorded LFPs at three different sites in the posterior lobe
cerebellum (three LFP traces, LFP1–3, Figure 1A). For each
trace, the corresponding power spectral density signal was
computed and is shown in Figure 1B. For LFP1, single-unit
activity simultaneously recorded with the LFP is shown. For
this experiment, the location of electrode #1, corresponding to
LFP1, was marked by an electrolytic lesion (Figure 1C, and
inset). The other recording site from a nearby electrode sharing

FIGURE 1 | Local field potential (LFP) 4–12 Hz granule cell layer (GCL) oscillations recorded in the posterior lobe of the awake rat. (A) GCL activity recorded at three
different sites (three LFP traces, LFP1, 2, and 3), with corresponding single unit Golgi spike train recorded at the same site as LFP1. Notice the relative similarity
between LFP1 and LFP2, with LFP3 being relatively different. Also, notice the in-phase spiking for the spike trace relative to LFP1. (B) Power spectral density results
for each LFP shown in panel (A). (C) Lesion made in the paramedian lobule GCL, at the site of recording for LFP1, with the relative localization of the LFP2 recording
site. Inset: Magnification (2.5×) of the lesion site.
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FIGURE 2 | LFP oscillations at 4–12 Hz in the cerebellar cortex GCL show variable coherence patterns across time. Simultaneous GCL LFP recordings from two
microelectrodes distanced ∼3 mm (Chan 1 in paramedian lobule, Chan 2 in Crus II). (A,B) Simultaneously recorded GCL LFPs (top) and corresponding frequency
spectrogram (bottom) showing changes in oscillatory activity through time. LFP trace amplitude z-score normalized, to perform oscillatory episode detection.
Detected episodes of oscillation are represented by the red square box. Frequency spectrogram shown with 1-s windows. (C) Coherence spectrogram, 1-s
windows, showing 0–50 Hz coherence patterns in time. (D) 4–12 Hz Coherence (red line), and corresponding phase lag (black line) between the two LFP traces.
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a similar track, LFP2, is also indicated on the histological section,
located 0.96 mm above the lesion, in the GCL or the GCL-white
matter border. Both LFP1 and LFP2 were thus recorded in the
paramedian lobule. LFP3 was recorded in a different plane, at
a similar depth as the lesion, yet also in the cerebellar cortex
from the neighboring multiunit activity, likely in the anterior
copula of the pyramis region (not shown). As can be seen from
the figure, the simultaneously recorded LFP activity differed at
the three individual recording sites. LFP1 and LFP2 appear more
similar: these were closer and presumably both in the GCL. A
period of oscillatory activity is evident around the midpoint of
the recording trace, for LFP1 and LFP2. LFP3 was not oscillatory
in the 4–12 Hz range. The power spectral density analysis
in Figure 1B confirms the similar oscillations on LFP1 and
LFP2. Golgi unit activity simultaneously recorded with the
LFP1 oscillations showed bursts occurring in-phase with the
oscillation cycles.

As another way to approach the local nature of the LFP, we
provide an example of the effect of the presence of oscillations
on cerebellar inter-electrode synchrony. The GCL oscillations
could synchronously affect neighboring electrodes: Figure 2
shows recordings from two electrodes within the posterior
lobe GCL, one (Chan l) in the paramedian lobule, and the
second (Chan 2) in Crus II. The 4–12 Hz LFP oscillations
showed waxing and waning qualities at ∼8 Hz on both
channels, as seen on the power spectral density spectrogram
(Figures 2A,B). Our detected periods (see ‘‘Materials and
Methods’’ section) with strong 4–12 Hz oscillations are shown
on the two LFP channels. In many instances, multiple channels
could show simultaneous oscillations. In optimal conditions,
these oscillation periods could last several seconds (Figure 2).
Detected oscillation periods (which had to last longer than 3 s)
would last on average 4.5 s, and on average would be present
20.9 ± 13.0% of the total recording time. During oscillations
periods, the 4–12 Hz oscillations could be synchronized between
the two traces, as can be seen on the coherence spectrogram
(Figures 2C,D). To illustrate, we show a 50-s recording example
with two electrodes in the rodent awake resting cerebellum.
From the 4–12 Hz coherence spectrogram (Figures 2C,D),
in the presence of oscillations, coherence values would reach
0.9 for long periods (e.g., 40–48 s). During these periods of
stronger coherence, the phase relationship between the two
traces was around −10 degrees, so close to in-phase. In out-
of-oscillation periods (e.g., 25–40 s), the coherence would drop
markedly, with accompanying phase variations. To further
document the effect of oscillations on coherence, we analyzed
the alpha/theta coherence between electrodes in three of our
rats, with three sessions each, in a dataset of over 5,000 detected
periods with at least one electrode with detected oscillations, and
an overall pool of over 28,000 time periods (see Supplementary
Data). We saw that when oscillations are present on at least
one electrode, there would always be an increase in coherence.
As this oscillatory phenomenon can serve to describe network
coherence in the cerebellar cortex, we next investigated how
LFPs were related to unit firing, providing an indirect but
useful view of the effects of rhythmic synaptic inputs on specific
neuronal groups.

TABLE 1 | The number of single units recorded and classified in the Golgi and
Purkinje cell simple spike (SS) groups.

Group n Firing rate Median Units with
(spikes/s) ISI (ms) simultaneous

4–12 Hz
LFP oscillations

Golgi 46 7.1 (± 5.2) 72.7 (± 36.8) 74% (34/46)
Purkinje cell SS 126 40.6 (± 24.1)* 24.6 (± 12.7) 64.3% (81/126)

We show the average firing rate and the average median ISI (±standard deviation).
Approximately two-thirds of the unit sample recorded in each group had simultaneous
4–12 Hz LFP oscillations (*t-test, p < 0.05, Golgi vs. SS).

Database of Units
A total of 207 cells were isolated with the microelectrodes and
tetrodes, and recorded simultaneously with the LFPs, and were
classified by neuronal type. Of these, we managed to capture
115 stable cells with the simultaneous presence of 4–12 Hz LFP
oscillations. Descriptive data on our sample is given in Table 1,
and the classification is further detailed below.

The identified single units had variable extracellular firing
properties. During our recordings, these were initially classified
based on: (1) the location of the isolated cell concerning the
track and the background activity (i.e., the cerebellar cortex
layer), with the typical GCL dense multiunit activity, or the
sparser sharp fast-spiking Purkinje cell SSs; and (2) the action
potential shape and duration, along with the rare co-occurrence
of the occasional complex spike for Purkinje cells. Because our
approach focused on GCL oscillations, it should be noted that
our search for units was GCL-centric, and we did not seek
out complex spike recordings. Figure 3 displays certain typical
spike firing characteristics of the units. To further refine our
classification, we also used the offline identification method of
Vos et al. (1999), which graphically compares the median of the
inter-spike interval and the median absolute difference of the ISI
(MAD ISI) to identify the groups of spikes corresponding to a
given cell type. The median ISI was calculated for 20 consecutive
bins of 10 spikes. For the same 20 consecutive bins, the MAD
ISI representing the median difference between each ISI and
the median ISI was obtained. Figure 3A provides the clustered
distribution of a representative sample of the Golgi and Purkinje
cell types. Evident are the differences between our two identified
subpopulations of spikes: the two-dimensional spread of the
Golgi spike values is more spread out, while the Purkinje cell SS
values were all aggregated towards the graph origin (Figure 3A).
A representative ISI histogram for a Golgi spike is shown in
Figure 3B, while the equivalent for a Purkinje cell SS is shown
in Figure 3C. Using those methods, out of 207 recorded isolated
units, spikes were classified as coming from either putative Golgi
cells (n = 46) or Purkinje cells SSs (n = 126). The remaining
35 isolated cells were classified as coming from either Purkinje
cell complex spikes (n = 3, easily identified larger spikes with
after-ripples coming from Purkinje cell layer or molecular layer),
mossy fibers (n = 8) or were classified as isolated spikes from
unidentified cells (n = 24), as their respective 2-D median ISI vs.
MAD ISI distribution was different from typical Purkinje cell SSs
or Golgi cell spikes. Overall, our Golgi cells had a mean firing
rate around 7 Hz (see Table 1) and a median ISI in the range of
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FIGURE 3 | Identification of the Golgi cells vs. Purkinje cell simple spikes
(SSs), based on the firing properties. The method follows the one used by
Vos et al. (1999), based on the variability of the cell firing (MAD ISI) vs. its
median firing values (Median ISI). (A) Representation of two subpopulations of
units, Golgi cell units (large ensemble, filled triangles, six cells, colors identify
different units), and Purkinje cell SSs (small ensemble, filled circles, and
diamonds, four cells), by the relationship between their median inter-spike
interval (Median ISI), and the absolute deviation of their median firing
inter-spike interval (MAD ISI). (B) Inter-spike interval of a representative
identified Golgi cell. (C) Inter-spike interval of a representative Purkinje cell SS.
(B,C) Insets: example spike waveforms for a Golgi cell (B) and a Purkinje cell
SS (C).

the samples described in Vos et al. (1999) and Holtzman et al.
(2006). Purkinje cell SSs we recorded had a mean firing rate of
around 41 Hz. As our sample was better defined for the Golgi

cells and Purkinje cell SSs, we decided to focus on these two
groups for the rest of the analysis. The firing rate between the
Golgi cells and Purkinje cell SSs was significantly different (t-test,
p< 0.05).

Spike-LFP Relationship
We analyzed if the spikes coming from the different cells followed
a specific firing pattern relative to the simultaneously recorded
LFP oscillations. Of the overall sample, 34/46 Golgi cells were
recorded with simultaneous LFP oscillations, and the same for
81/126 Purkinje cell SSs (see Table 1). Overall, using the spike-
shuffled analysis to determine a phase-locking index or PLI, we
determined that 74% (25/34) of Golgi cells and 54% (44/81) of
Purkinje cell SSs had some degree of phase-locking with the
simultaneous 4–12 Hz LFP oscillations (see Table 2). The average
value of the PLI for Golgi cells was 0.65 (± 1.1; median of 0.36),
while for the Purkinje cell SSs, the PLI had values of 0.32 (± 0.6;
median of 0.10). Examples of LFP-triggered histograms (spike-
LFP cross-correlograms) for a Golgi cell and Purkinje cell SS
are given in Figure 4, showing a strong relationship for both.
The Golgi cell would fire preferentially in-phase with the peak
of the LFP (lag of +10 ms for this cell, PLI = 0.82, Figure 4A),
while in another recording, the Purkinje cell SS would also
fire close to in-phase (lag of −20 ms, PLI = 0.69, Figure 4B).
For both LFP-triggered histograms, the modulation around the
peak can be seen relative to the shuffled 2 SD thresholds. As
is done customarily, the identified peak (or valley) was the one
closest to zero lag, where the temporal relationship of the cross-
correlation is the clearest, working on short timescales (Lamarre
and Raynauld, 1965; Perkel et al., 1967; Frölich, 2016). When
attempting to see if the phase would be matched at a group level,
the averaged LFP-triggered counts for Golgi cells and Purkinje
cell SSs (normalized to their average value across all bins) show
only a weak modulation around the 0-time lag (Figure 4C). An
implication is that these cell-LFP relationships could be different
across cells, requiring a better-adapted method to capture the
group response.

As a more precise way to assess the phase relation for
the population, cells that were phase-locked were represented
according to their peak in the LFP-triggered histogram. This can
be seen in Figure 5, with the phase-locking peak in the time
domain relative to the peak of the LFP, which was also converted
to an angular distribution. The temporal distribution for the
25 Golgi cells is shown in Figures 5A,B, while the one for the
44 Purkinje cell SSs is given in Figures 5C,D. These graphs show
amodulation of the spiking activity throughout the cycle, and the
preferred phase for the units. For the Golgi cells, the units tended
to discharge mostly in phase with the peak of the LFP (around
the 10◦ angle for phase), which can also be seen in the time
domain. As for the Purkinje cell SSs, the distribution is slightly
more spread around, but it shows an overall tendency to fire
during the up-phase of the cycle, close to the peak (circa 315◦).
The time-domain histogram shows a greater spread around the
LFP peak than Golgi cells. These results imply that the Golgi cells
and Purkinje cell SSs that are phase-locked with the 4–12 Hz LFP
oscillations show a general tendency to fire around the peak of
the LFP.
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TABLE 2 | Properties of the two groups of units recorded, in phase-locking and in rate.

Group Units with simultaneous Units with phase Firing rate (spikes/s) for Firing rate (spikes/s) for
LFP oscillations relation (PLI > 0) units with PLI > 0 units with PLI = 0

Golgi 34 73.5% (25/34) 6.7 (± 4.7) median: 5.8 (n = 25) 8.5 (± 6.5)ns median: 5.0 (n = 9)
Purkinje cell SS 81 54.3% (44/81) 30.5 (± 18.0) median: 23.8 (n = 44) 53.5 (± 24.4)∧ median: 44.2 (n = 37)

We show the number of isolated units with a significant relationship with oscillatory LFPs, as defined by the phase-locking index (PLI) for the LFP-triggered cross-correlation. The
average firing rate (spikes/s) was different between the Golgi cell and the Purkinje cell simple spike samples (Pcell SS, t-test p < 0.05). The firing rate for the Golgi cells between
phase-locked and non-phase locked units was not different (K–W test, ns), Purkinje cells simple spikes firing rates did, however, show a difference concerning the phase-locking (∧K–W
test, p < 0.05).

We also looked at the distribution of the PLI values; for both
types of units, it was clear they were not normally distributed
(see Figures 6A–C), with the PLI skewed towards lower values.
Certain units showed phase-locking (PLI > 0) for values less
than 1, and as evidenced by the examples in Figure 4, and the
insets in Figure 6, themodulation was appreciable. A comparison
between the Golgi PLI and the Purkinje cell SS PLI revealed
that the Golgi PLI was significantly higher (Kruskal–Wallis test:
χ2 = 5.54, p = 0.0186, df = 1, see Figure 6C).

When comparing the firing rate properties for the units that
were phase-locked vs. those that were not, a few differences can
be noted. There was again a difference in firing rate between the
Golgi cells and the Purkinje cells SSs (Kruskal–Wallis: χ = 62.6,
p < 0.0001, df = 1). Also, the firing rate for the phase-locked
and non-phase-locked units was compared: for the Golgi cells, no
firing rate difference could be noted (Kruskal–Wallis: χ2 = 0.32,
p = 0.57, df = 1), while for the Purkinje cell SSs, the cells that
were phase-locked showed a significantly slower firing rate than
those that were not (Kruskal–Wallis: χ2 = 21.32, p < 0.0001,
df = 1; see Figure 6D). This shows that the slower Purkinje
cell SS firing could be better synchronized with the LFP rhythm
while the firing rate did not limit phase-locking for Golgi cells.
This frequency-specific capacity could be related to the cell’s
properties in following a local network resonance mechanism.
The specific firing rates are given in Table 2.

Spiking Rhythmicity
As a significant proportion of units were found to be phase-
locked with the LFP oscillations, it was also interesting to evaluate
if the units had a rhythmic discharge.We did so by calculating the
rhythm index (RI), based on the unit’s autocorrelogram. Many
units showed a rhythmic autocorrelogram, and examples are
given in Figure 7. Some Golgi cells showed a rhythm in the 20 Hz
range as the example in Figure 7A illustrates (period = 60 ms,
for a rhythm of 16.7 Hz). Overall, 17/34 (50%) of our Golgi cells
showed a RI > 0, and the RI overall for the Golgi cells was not
normally distributed and had a median of 2.35. For the Purkinje
cell SSs, 20/81 (24.7%) had a RI > 0, and the example is shown
in Figure 7B shows a rhythmic cell (period = 125 ms, 8 Hz);
their distribution was also strongly skewed to lower values, with
a median set at 0. Comparing the distributions, it is clear that
the RI was higher for the Golgi cells than for the Purkinje cell SSs
(Kruskal–Wallis: χ2 = 11.83, p = 0.0006, df = 1). Figure 7C shows
this disparity. Overall, this analysis shows that the Golgi cells had
a greater tendency to show rhythmic properties.

Finally, we also explored if different factors would better
predict which cells would have a greater rhythm index. For Golgi

cells, there did not seem to be specific predictive properties,
as firing rate or phase-locking did not seem to predict which
cells were rhythmic. However, for Purkinje cell SSs, the firing
rate was inversely related to the rhythm index, for cells that
had a RI > 0 (see the correlation in Figure 8A, with the
correlation values for the red dots, r = −0.59, p = 0.006). This
means that cells with a higher firing rate would show a lower
RI. Looking at the comparison from the opposite perspective,
when we compare the firing rate for Purkinje cell SSs with no
rhythmicity (RI = 0), from those with some rhythmicity, the
firing rate shows lower values for the non-rhythmic units than
for the rhythmic units (Kruskal–Wallis: χ2 = 14.45, p = 0.0001,
df = 1, see Figure 8B), which can mostly be attributed to
the larger range of firing rates shown across the group of
rhythmic units. This can be interpreted as a potential rhythmic
influence on the units to increase the firing rate variability for
Purkinje cell SSs.

DISCUSSION

We show here that cerebellar Golgi cells and Purkinje cell SSs
can show phase-locking activity with GCL LFP oscillations in
the 4–12 Hz frequency range. The phase relationship for both
the Golgi and Purkinje cell SSs was mostly around the peak
of the LFP. The proportion of those cells that were phase-
locked was greater for the Golgi cells than for the Purkinje
cell SSs; this can be related to the optimal LFP oscillatory
recordings being closer to the Golgi cells—within the GCL.
However, the capacity to affect Purkinje cell SSs provide evidence
of the capacity of GCL LFP oscillations to influence further
elements of the cerebellar cortex networks. It seems fairly clear
that the capacity of synaptic input that would stem from the
4–12Hz rhythmic influence, as seen through the LFP oscillations,
does not forcefully drive the Golgi cells or Purkinje cells to
fire on each beat. The rhythmic synaptic input likely has a
modulatory influence, influencing Golgi and Purkinje cell firing,
even if not on every beat. LFP 4–12 Hz oscillations also show
potential penetrability across the layers of the cerebellar cortex
and have some predictive capacity in determining the timing of
the firing of multiple units across the cerebellar cortex of the
awake rodent.

GCL and Golgi Firing Under a 4–12 Hz
Oscillatory Influence
Our results show that many Golgi cells tended to follow the
4–12 Hz LFP oscillations in a phase-specific way and that for
the overall population, the tendency was to be aligned with
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FIGURE 4 | Spike-LFP relationships for Golgi and a Purkinje cell during
4–12 Hz oscillatory LFPs. (A) LFP-triggered spike histogram for a Golgi cell,
with a peak at +10 ms. (B) LFP-triggered spike histogram for a Purkinje cell
SS, with a peak at −20 ms. (C) Averaged trace for the cells in the Golgi cell
group (blue line), and the Purkinje cell SS group (red line). The averaged trace
has been normalized across all bins to a value of 1 so they can be
superimposed. For (A–C), zero is the time of the LFP peak. For (A,B), the
average of the spike-shuffled control is shown with the full black line, and the
±2 SD is indicated with the dashed black line.

the peak of the LFP. These 4–12 Hz oscillations in the rodent
are best recorded in the GCL (Hartmann and Bower, 1998;
O’Connor et al., 2002), as are the 10–25 Hz cerebellar oscillations
in the primate (Pellerin and Lamarre, 1997; Courtemanche et al.,
2002). This layer specificity is such that during exploration
and positioning of the microelectrodes, the oscillatory LFP
signal corresponds well with multiunit firing in the GCL,
as can be heard through the audio monitor when playing
unit activity. This GCL multiunit activity, presumably coming
from a combination of mossy fiber activity and granule cell
firing is well correlated with the oscillatory epochs (Hartmann
and Bower, 1998; Courtemanche et al., 2002). Our results
show that Golgi cell firing is also related to these oscillations,
potentially being triggered by an oscillatory afferent drive, and/or
contributing to granule-Golgi resonance (Dugué et al., 2009;
Robinson et al., 2017).

Golgi cells receive excitatory afferent input from mossy and
parallel fibers (Llinás et al., 2004). This excitation gets to the Golgi
cell through a feedforward inhibitory circuit (mossy fiber—Golgi
cell) and a feedback inhibitory loop (mossy fiber—granule
cell/parallel fiber—Golgi cell; Bell and Dow, 1967; Llinás et al.,
2004). Both these circuits have potential resonance properties.
Modeling has shown that the GCL does have 5–30 Hz resonance
capacities (Maex and De Schutter, 2005; Dugué et al., 2009).
These circuits constitute a potential mechanism for the Golgi
cell phase locking to the LFP oscillations. Overall, this oscillatory
pattern could correspond to a pattern of organization of the
granule cells-Golgi cells network (Maex and De Schutter, 1998;
D’Angelo et al., 2009, 2016), where GCL activity could gate
oscillations, and perform group selection for resonance in the
layer (Sudhakar et al., 2017). As such, GCL LFP oscillations in
the 4–12 Hz range provide evidence of temporal windows of
synaptic afferent input during which Golgi cell excitability could
be enhanced, in agreement with Dugué et al. (2009).

Also, this pattern of activity could be enhanced by intrinsic
properties of elements in the GCL, as both Golgi cell and granule
cell-intrinsic properties could support these oscillations. Golgi
cells provide rhythmic inhibition on granule cells and have
pacemaking activity in the theta frequency range, with resonance
for input frequencies of 4 Hz (Dieudonné, 1998; Forti et al., 2006;
Solinas et al., 2007). The amount of synaptic noise in vivo might
obscure the rhythm-generating capacity of Golgi cells; however,
they are capable of responding to rhythmic input particularly well
(Solinas et al., 2007). In our case, we also found some evidence
of rhythmic firing in Golgi cells, as has been shown previously
in vivo: in the awake animal (Edgley and Lidierth, 1987), in
the anesthetized animal (Maex et al., 2000; Volny-Luraghi et al.,
2002), with some studies showing strong rhythmicity (Vos et al.,
1999; Huang et al., 2014). Golgi cell firing might thus follow
network rhythmicity, even if skipping a few cycles; this skipping
might be explained by the synaptic noise that prevents reaching
the firing threshold in a synchronized way, while the membrane
potential can follow baseline rhythmicity (Dugué et al., 2009).
Golgi cell firing rhythmicity might require specific network
conditions, such as synchronized afferent parallel fiber input
(Maex et al., 2000). Also, their capacity to be electrically coupled
would greatly influence the formation of Golgi populations
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FIGURE 5 | Phase relationship for Golgi cells and Purkinje cell SSs within the LFP oscillation cycle. The main peak of the LFP-triggered histogram is taken to
represent each cell. Left (A,C) peak alignment in the time domain; Right (B,D) angular (phase) relation, centered on the peak of the LFP (zero). (A,B) Relation of Golgi
cells firing vs. the LFP cycle. Overall, the Golgi cells were more phase-locked with the peak of the LFP cycle or previous/subsequent cycles. (C,D) Relation of
Purkinje cell SSs vs. the LFP cycle, who had more phase-locked cells with the ascending phase towards the peak, however, in a more variable manner.

following the rhythm (Dugué et al., 2009; Robinson et al.,
2017). Granule cells also show specific properties of resonance
at slow (best: ∼9 Hz) frequencies (D’Angelo et al., 2001), and
their responsiveness to input is partially controlled by calcium
conductances, modulating their firing rate (Gall et al., 2005).
By controlling granular oscillations, Golgi cells could influence
the spatio-temporal organization of information processing and
storage in the GCL (D’Angelo, 2008; D’Angelo et al., 2009;
Sudhakar et al., 2017) as the overall issue of the timing of
population activity in the cerebellum gains increased interest
(Bareš et al., 2019).

Extending Further Into the Cerebellar
Cortex: Purkinje Cell Simple Spike Firing
Under a 4–12 Hz Oscillatory Influence
As many Purkinje cell SSs were also phase-related to the
oscillations, the 4–12 Hz oscillatory phenomenon could also
influence neurons outside of the GCL. The proportion of

Purkinje cells showing this influence is smaller than Golgi cells,
but they do show potential ‘‘penetrability’’ of the 4–12 Hz
oscillations up to the Purkinje cell layer. Under the strong
oscillatory influence, units in the GCL and the Purkinje cell
layer activity could fire in relation to the oscillation. In contrast
with a network serving basic attentive immobility behavior,
during movement, Purkinje cell SSs are related to sensorimotor
parameters (Lamarre and Chapman, 1986; Thach et al., 1992;
Heck et al., 2007); perhaps the oscillatory synaptic influence
we witness through LFPs could provide baseline conditions for
forming action-related networks. Information flow between the
GCL and Purkinje cell layers has been established (Santamaria
et al., 2007): while interneurons like Golgi, unipolar brush, and
Lugaro cells influence GCL output to Purkinje cells (Barmack
and Yakhnitsa, 2008), a spatio-temporal process must operate
to ensure a coordinated activation of SSs. The GCL capacity
to excite the Purkinje layer in such a coherent fashion could
be due to the mossy fiber arrangement going to Purkinje cells,
namely, those coming from the ascending portion of the granule
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FIGURE 6 | Phase-locking over the samples of Golgi and Purkinje cell SSs. (A) Phase-locking index (PLI) distribution for the Golgi cells. Inset: two examples of
Golgi cell LFP-triggered histograms. (B) PLI distribution for the Purkinje cell SSs. Inset: two examples of Purkinje cell SS LFP-triggered histograms. For both groups,
the distribution is skewed towards lower values. A PLI > 0 was our criterion for phase locking. (C) Statistical difference between the two groups showing a higher PLI
for the Golgi cells. (D) Relationship of phase-locking with Purkinje cell SS firing rate. Cells that were phase-locked with the LFP showed a slower firing rate than those
that were not.

cell axon (Llinás et al., 1981; Gundappa-Sulur et al., 1999;
Isope and Barbour, 2002; Lu et al., 2005), or via the spatial
arrangement of the modulatory connections from the Golgi
and Lugaro cells (Barmack and Yakhnitsa, 2008; Sillitoe et al.,
2008). These connections could support a coherent temporal
representation between the GCL and the Purkinje cell layer
within circumscribed cerebellar zones. During GCL oscillations
at rest, a coherent sagittal pattern of organization emerges
(Courtemanche et al., 2009), which could potentially influence
zonal organization at the level of the Purkinje cell layer: through
strong anatomical and physiological evidence, the latter has
shown heavy parasagittal modularity (Herrup and Kuemerle,
1997; Lang et al., 1999). In the case of our own Purkinje cell
SS recordings, we compared GCL oscillations with Purkinje cell
firing from a nearby electrode (e.g., from the same guide cannula,
thus corresponding to the same sagittal and coronal location).
This certainly would favor the phase-locking of Purkinje SS to
GCL oscillations.

Extending Further In and Out of the
Cerebellum
The oscillatory entrainment of the cerebellar cortex output cells
also opens up the search for the influence outside of the cerebellar

cortex and cerebellum, and we speculate on a few mechanisms
here. Cerebellar inactivation influences patterns of rhythmic
activity in the cerebral cortex (Popa et al., 2013), and Purkinje
cell SS can be timed with cortical rhythms (McAfee et al.,
2019). More specific to the cerebellar circuits, there are also
examples of activity of rhythmic SS firing (Huang et al., 2014).
It would be interesting to see how this relates to cerebellar nuclei
activity. Indeed, synchronized Purkinje cell activity promotes the
downstream activation in cerebellar nuclei (Person and Raman,
2012a,b). The particular ‘‘pauses’’ in the Purkinje cell firing to
the deep cerebellar nuclei could be facilitated by the 4–12 Hz
rhythm across the cerebellar cortex (De Schutter and Steuber,
2009), favoring synchronicity of firing towards the nuclei (Jaeger,
2011). Varying between 100 and 200 ms long, these pauses relate
well with an underlying 5–10 Hz cerebellar cortex rhythmicity
(Alviña et al., 2008), and they complement the pacemaker
regularity of Purkinje cell firing, which have an important role
in the coordinated circuitry (Walter et al., 2006). Besides, the
4–12 Hz rhythmicity also fits well with a recovery time constant
of the channels CaV3.1 in those same neurons around 100 ms
(Iftinca et al., 2006; De Schutter and Steuber, 2009; Tadayonnejad
et al., 2010). Importantly as well, mutant mice that are without
the calcium-sensitive BK channels in their Purkinje cells show
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FIGURE 7 | Rhythmic activity in Golgi cells and Purkinje cell SSs. A rhythm
index (RI) was calculated based on the unit’s autocorrelogram, from the
significant peaks and valleys exceeding the shuffled control for each cell.
(A,B) Autocorrelograms for a sample Golgi cell (A, blue), and Purkinje cell SS
(B, red). Also indicated are the mean of the shuffled control (green line) ±2 SD
(gray lines). Yellow line: running average of the histogram. Black dots signify
peaks higher and valleys lower than the shuffled control variability. (A) Golgi
cell showing a 16.7 Hz rhythm. (B) Purkinje cell SS showing an 8 Hz rhythm.
(C) Statistical difference between the two groups in RI, with the Golgi cell
group showing larger RIs than the Purkinje cell SS group.

FIGURE 8 | Firing rate properties for Purkinje cell SSs in relation with the
Rhythm Index (RI). (A) Correlation between the firing rate and the RI, for the
units with a RI > 0 (red dots). Units with a RI = 0 are indicated with black
dots. Note the inverse correlation with the RI, with lower rate spiking being
related to higher RIs. (B) Statistical difference in firing rate seen between units
with a RI = 0, and those that have a RI > 0. Overall, because of their lower
range of firing rate, Purkinje cell’s SSs with no rhythmicity show slower firing.

strong firing rhythmicity in SSs (Chéron et al., 2009) but also
in the deep cerebellar nuclei, in the beta range, showing a
transmittable rhythmic influence (Chéron et al., 2018). Together,
these elements paint a picture that a rhythmic influence
could coordinate the activity in the overall cerebellar circuitry
under certain conditions, such as in movement preparation
(Courtemanche et al., 2013).

Comparison With Other Cerebellar Cortex
Slow Oscillatory Phenomena
Purkinje cell SS firing has been found to adapt to excitability
state modulation and slow oscillations, including in a bistable
manner (Loewenstein et al., 2005; Chen et al., 2009; Ros
et al., 2009). This bistability in the awake animal has been
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questioned (Schonewille et al., 2006), but could represent a
mechanism influencing the firing patterns of Purkinje cell SSs.
A depolarized state would favor the firing of the Purkinje
cell SSs, and the state-switch from a hyperpolarized state
could stem from afferent input/climbing fiber firing. Slow
cerebellar oscillations which are around or less than one Hz
could also affect cerebellar cortex firing (Chen et al., 2009;
Ros et al., 2009). Slow oscillations in the cerebellar cortex of
the anesthetized rat (∼1 Hz) and awake mouse (∼2–5 Hz)
recorded by Ros et al. (2009) are tightly synchronized with
the cerebral neocortical up-states and promote phase-related
firing of Golgi cells, granule cells, and Purkinje cell complex
spikes, but not for Purkinje cell SSs. It is unclear if slow and
the 4–12 Hz cerebellar oscillations are related. Even slower
oscillations (<0.1 Hz) have been recorded in the paramedian
and Crus II lobules of the tottering mouse using optical imaging,
which was related to Purkinje cell firing (Chen et al., 2009).
The co-occurrence of these oscillatory processes, in various
anesthetized and awake states and across species, has not been
established. Also, as we find here that Purkinje cells SSs can
show phasic relations with the GCL 4–12 Hz LFP oscillations,
a comparison with the well-established olivocerebellar rhythms
at similar frequencies (Lang et al., 1999; Llinás, 2009) would
indeed be interesting (Courtemanche et al., 2013). An adapted
methodology would have to be crafted to make a direct
comparison; our small sample of Purkinje cell complex spikes,
as well as our methods, could not allow for population-
level analysis for olivocerebellar activity concerning GCL LFPs.
Similarly, a comparison with faster oscillatory phenomena
in the Purkinje cell layer would also warrant a specific
methodology (Servais and Chéron, 2005; de Solages et al., 2008;
Middleton et al., 2008).

Limitations
This study of course has certain limitations. In this study,
we did not micro-map the local circuits, which would have
required a denser arrangement of electrodes or recording
channels (Buzsáki et al., 2012). This would have informed
on the more exact span of coherence of our recorded GCL
LFP oscillation and potential effects on units. Also, our
methodology for determining the classification of units was
based on indirect evidence, making our classified units putative
Golgi cells and putative Purkinje cells. For Purkinje cells, it
is customary to confirm SS identity with the co-recording of
complex spikes (Welsh et al., 1999; Gao et al., 2011), which
we did not systematically do here, focusing on obtaining
both strong GCL LFP oscillations and well-isolated units.
For any type of cell, the method of juxtacellular labeling
using micropipettes is also quite advantageous in identifying
cell types that are recorded from (Barmack and Yakhnitsa,
2008; Brown et al., 2018) but this exceeded the scope
of our experimental methods. Here, we used the cell’s
location, its action potential as well as its firing pattern
properties, especially the relation between the firing rate
and its variability, as done previously (Vos et al., 1999).
This approach has also been adapted and further perfected
by others (Van Dijck et al., 2013). Finally, we did not

fully monitor the animal’s postural, jaw, limb, or whisker
movements. However, as we encouraged the animals to be
immobile but attentive—the optimal behavior to observe
stronger oscillatory periods—we also selected these periods for
recording, noted sudden movement, and inspected the traces
offline for artifacts. Future experiments should indeed address
the posture/movement interface quantitatively, especially with
the potential of information-rich differential phase-coding in
sensorimotor planning and execution.

In conclusion, in the context of awake immobility, we have
found that the 4–12 Hz GCL oscillations can help predict
the spike timing of Golgi cells and Purkinje cell SSs. The
LFPs represent a measure of synaptic activity influencing the
GCL, potentially modulating large portions of the cerebellar
cortex. Information could flow better across circuits, here
through the cerebellar layers, using an oscillatory influence
(Akam and Kullmann, 2010). Also, LFP oscillations could
help in the coordination of spike timing even if cells are
not rhythmic (Bush and Burgess, 2019), as we show here
that a greater proportion of Golgi or Purkinje cell SSs
are phase-locked than are outright rhythmic. Our study
has focused on normal circuits, but oscillatory flow could
also have implications in pathological circuits, influencing
cerebellar and extra-cerebellar connectivity (Bares et al., 2010;
Georgescu et al., 2018). As oscillations flowing through
circuits can represent time (Buzsáki and Llinás, 2017), the
understanding of oscillatory flow and the timing of unit
activity through the cerebellar cortex, and outward, is of
particular interest.
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