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There is increasing interest in understanding the interplay of emotional and cognitive
processes. The objective of the Research Topic was to provide an interdisciplinary survey
of cutting-edge neuroscientific research on the interaction and integration of emotion
and cognition in the brain. The following original empirical reports, commentaries and
theoretical reviews provide a comprehensive survey on recent advances in understanding
how emotional and cognitive processes interact, how they are integrated in the brain, and
what their implications for understanding the mind and its disorders are. These works
encompasses a broad spectrum of populations and showcases a wide variety of paradigms,
measures, analytic strategies, and conceptual approaches.

The aim of the Topic was to begin to address several key questions about the interplay of
cognitive and emotional processes in the brain, including: what is the impact of emotional
states, anxiety and stress on various cognitive functions? How are emotion and cognition
integrated in the brain? Do individual differences in affective dimensions of temperament
and personality alter cognitive performance, and how is this realized in the brain? Are there
individual differences that increase vulnerability to the impact of affect on cognition—who is
vulnerable, and who resilient? How plastic is the interplay of cognition and emotion?

Taken together, these works demonstrate that emotion and cognition are deeply interwoven
in the fabric of the brain, suggesting that widely held beliefs about the key constituents of
‘the emotional brain’ and ‘the cognitive brain’ are fundamentally flawed. Developing a deeper
understanding of the emotional-cognitive brain is important, not just for understanding the
mind but also for elucidating the root causes of its many debilitating disorders.
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Recent years have witnessed an explosion of interest focused on
the interplay of emotion and cognition (Pessoa, 2013; Braver
et al., 2014; Dolcos and Denkova, 2014). The goal of our Special
Research Topic was to survey recent advances in understand-
ing how emotional and cognitive processes interact, how they
are integrated in the brain, and the implications for understand-
ing the mind and its disorders. Investigators from across North
America, Israel, and Europe contributed 19 original empirical
reports as well as 15 commentaries and theoretical reviews. Their
work encompasses a broad spectrum of populations and show-
cases a wide variety of paradigms, measures, analytic strategies,
and conceptual approaches. Already (August 2014), the 34 con-
tributions to this Special Topic have been viewed on the Frontiers
website more than 70,000 times, shared or posted to social media
networks more than 16,000 times, and cited nearly 90 times.
While reading, posting, sharing, and citing are undoubtedly help-
ful, active debate provides a more direct means of sharpening
constructs, clarifying boundary conditions, articulating unspo-
ken assumptions, identifying soft spots in the evidentiary record,
and refining models. We agree with Kenrick and Funder’s sugges-
tion that, “science best progresses through multiple and mutually
critical attempts to understand the same problem. When camps
with...opposing sets of biases manage to come to some level
of agreement, we may be more confident of the validity of the
conclusions that are agreed upon” (Kenrick and Funder, 1988,
p- 32). In this regard, we were pleased to see Proudfit (Proudfit
etal, 2013) and Moser (Moser et al., 2013) vigorously debate the
integration of anxiety and cognitive control.

The research embodied in this Special Research Topic under-
scores the tremendous progress made in our understanding of
emotion-cognition interactions. In particular, this work demon-
strates that emotional cues and states can profoundly influence
key elements of cognition, including attention (Holtmann et al.,
2013; Kessel et al., 2013; Mchugo et al.,, 2013; Mohanty and
Sussman, 2013; Morriss et al., 2013; Peers et al., 2013; Stollstorff
et al., 2013), working memory (Clarke and Johnstone, 2013;
Iordan et al., 2013; Robinson et al., 2013b; Stout et al., 2013;
Vytal et al., 2013), cognitive control (Kalanthroff et al., 2013;
Proudfit et al., 2013; Robinson et al., 2013a), reinforcement learn-
ing (Berghorst et al., 2013), and various kinds of mood-congruent

information processing (van Dessel and Vogt, 2012; Harle et al.,
2013; Schick et al., 2013). Several contributors provided evi-
dence that mood can have enduring consequences for cognition
(Morriss et al., 2013; Vaisvaser et al., 2013), perhaps reflecting
the comparatively slow dynamics of catecholamine and hormonal
neurochemistry (Sacher et al., 2013; Shansky and Lipps, 2013).
These and other molecular pathways may also help to explain the
impact of emotional traits on cognition (Berggren et al., 2013;
Kessel et al., 2013; Moser et al., 2013; Proudfit et al., 2013).

A number of contributors provided exciting new evidence
that circuits involved in attention, executive control, and working
memory play a central role in emotion and emotion regulation
(Aue et al., 2013; Clarke and Johnstone, 2013; Iordan et al., 2013;
Peers et al., 2013; Rolls, 2013; Sheppes and Levin, 2013; Stollstorff
et al., 2013). Several contributors provided evidence that puta-
tively emotional and cognitive regions can influence one another
via complex webs of connections in ways that jointly contribute
to adaptive and maladaptive behavior (John et al., 2013; Morrison
et al., 2013; Rolls, 2013). Taken together, this research suggests
that emotion and cognition are deeply interwoven in the fabric
of the brain (Dreisbach and Fischer, 2012; Crocker et al., 2013;
Mcdermott et al., 2013; Moser et al., 2013; Proudfit et al., 2013;
Warren et al., 2013).

Despite this progress, a number of important challenges
remain. We address these challenges in more detail in the accom-
panying review (Okon-Singer et al., 2015). Future work aimed at
developing a deeper understanding of the interplay of emotion
and cognition is a matter of practical as well as theoretical impor-
tance. Many of the most common, costly, and challenging to treat
neuropsychiatric disorders—anxiety, depression, schizophrenia,
substance abuse, chronic pain, autism, and so on—involve promi-
nent disturbances of both cognition and emotion (Millan, 2013),
suggesting that they can be conceptualized as disorders of the
emotional-cognitive brain (Shackman et al., in press). These dis-
orders impose a larger burden on public health and the global
economy than either cancer or cardiovascular disease (Collins
et al., 2011; Diluca and Olesen, 2014; Whiteford, 2014), under-
scoring the importance of accelerating efforts to understand the
neural systems underlying the interaction and the integration of
emotion and cognition.
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Neural mechanisms underlying nociception and pain perception are considered to serve
the ultimate goal of limiting tissue damage. However, since pain usually occurs in complex
environments and situations that call for elaborate control over behavior, simple avoidance
is insufficient to explain a range of mammalian pain responses, especially in the presence
of competing goals. In this integrative review we propose a Predictive Regulation and
Action (PRA) model of acute pain processing. It emphasizes evidence that the nervous
system is organized to anticipate potential pain and to adjust behavior before the risk of
tissue damage becomes critical. Regulatory processes occur on many levels, and can be
dynamically influenced by local interactions or by modulation from other brain areas in the
network. The PRA model centers on neural substrates supporting the predictive nature
of pain processing, as well as on finely-calibrated yet versatile regulatory processes that
ultimately affect behavior. We outline several operational categories of pain behavior, from
spinally-mediated reflexes to adaptive voluntary action, situated at various neural levels.
An implication is that neural processes that track potential tissue damage in terms of

behavioral consequences are an integral part of pain perception.

Keywords: nociception, pain, action, allostasis, predictive regulation

“...we need to re-examine whether pain signals the presence of a
stimulus, or whether it signals a stage reached in a series of possible
actions.”

Patrick Wall, 1999 (p 155)

INTRODUCTION

Even at the earliest stages of cortical processing, it is difficult to
view pain processing as a strictly sensory description of a stimulus.
Rather, the processing of nociceptive information in the spinal
cord, brainstem, and subcortical pathways convey to the cortex
a history of multiple sensorimotor transformations, ranging from
reflex action to modulatory feedback. By the time a pain-relevant
signal reaches the cortex, if not before, the terms of “nociceptive
processing” become inadequate to describe pain representation,
just as the terms of “auditory processing” become inadequate
to describe music. Evidence from many strands of current pain
research suggest that from the very outset, pain processing deals
with complex, nested representations of relationships between
stimulus and action.

In this review we consider pain not primarily as a sensation,
but as an action problem. In this perspective, a nociceptive signal
travelling from the periphery via the spinal cord presents the brain
with the question “what is to be done?” We propose a Predictive
Regulation and Action (PRA) model of pain, which incorporates
evidence that the organization of pain system is inherently action-

centered, at levels from the spinal cord to the cortex. In this model,
an emphasis on pain as a sensory signal is relieved, in favor of
an emphasis on dynamic sensorimotor transformations among
multiple interacting systems, each jostling to offer solutions to the
problem of “what is to be done” when potential injury looms.

PREDICTIVE REGULATION AND ACTION (PRA) MODEL
OF PAIN

As the name suggests, the PRA model of pain seeks to capture
several key aspects of pain processing: prediction, regulation, and
action. The prediction component brings out the idea that neural
subsystems operate not just on the basis of actual signals from
communicating subsystems, but on their dynamic predictions of
such signals in hierarchically-organized networks (Clark, 2013).
Such cascades of multiple predictions introduce the need for
regulatory processes, both local and supervening, which handle
error signals, assign signal weights, as well as influencing gain-
modulation in other parts of the system, in pursuit of stable and
energy-efficient processing. Finally, the PRA model considers pain
processing as ultimately geared towards behavior. In particular,
much of cortical pain processing reflects the modulation of vol-
untary actions in response to pain, within systems that take into
account multidimensional information such as context, memory,
rule-based contingencies, and even efference from past spinal
reflex actions.
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The PRA model synthesizes theoretical and computational
ideas from the domains of action and regulatory control. Core
elements of these models will be covered in more detail in later
sections, and we direct the interested reader to the cited papers for
formalizations of these ideas (especially Sterling, 1988; Koechlin
and Summerfield, 2007; Clark, 2013; Shenhav et al., 2013). For
our present purposes, we first highlight several common themes
that emerge from them.

The first is prediction, which has become a central concept
in many current models of action, cognition, and emotion. Pre-
dictive coding also has important implications for the way error
signals are handled in the system. Regulatory processing that
generates and handles such prediction and error information in
turn invokes the idea of energy-efficiency, in which the dynam-
ics of a neural system tend to stabilize around operations that
utilize available metabolic energy with as little waste as possible.
Towards that end, adaptive tradeoffs may occur within the sys-
tem. These tradeoffs are at least partly constrained by processes
predicting likely costs and benefits. The bottom line of predictive
regulation is behavior. The synthesis of these ideas in the PRA
model is intended to capture numerous features of the nervous
system’s organization that allow the anticipation of potential
pain, adaptive adjustment of behavior, and the management of
energetic costs—all before the risk of tissue damage becomes
critical.

WITHDRAWAL REFLEX ACTION AND PREDICTIVE
ADJUSTMENT OF BEHAVIOR

Withdrawal is probably the action type most frequently associated
with the acute pain of injury. Such rapid, involuntary limb with-
drawal actions are supported by spinal reflexes, which are in turn
triggered by nociceptor activation. In the laboratory, standard
tests involve measuring the latency of an animal’s limb withdrawal
from a hot (Hargreaves et al., 1988) or cold (Jasmin et al., 1998;
Allchorne et al., 2005) plate at or above-threshold intensity (usu-
ally in rats or mice). The formalin test, which involves chemically
injuring tissue by formalin injection, is another standard protocol
for probing withdrawal and protective behaviors (Dubuisson and
Dennis, 1977).

Heat, cold, and mechanical stimuli elicit withdrawal or flexion
reflexes in both awake (Chaplan et al., 1994; McMullan et al.,
2004; Dunham et al., 2010) and anesthetized animals (Bessou
et al,, 1971; Yeomans et al., 1996). C heat fibers (including
polymodal C fibers) and A§ fibers underlie the initial encoding
of a noxious heat stimulus (Dunham et al., 2010), and A$ fibers
also signal noxious skin deformations from mechanical stimuli
(Bessou et al., 1971; Lewin and Moshourab, 2004). In contrast
to heat- or mechanically-mediated withdrawal behavior, cold-
mediated withdrawal may be more dependent upon differing
activity in multiple populations of afferents (Campero et al., 1996;
Simone and Kajander, 1996, 1997). To our knowledge, electro-
physiological data more definitively linking particular nociceptor
populations to withdrawal to cold temperatures is lacking (for
cold withdrawal behavior see Dunham and Donaldson, 2007).

Yet the relationship between tissue damage and nociceptor
activation is not straightforward. Nociceptor activation does not
necessarily signal tissue damage—rather, it signals a risk of tissue

damage. This is partly owing to a gap between the point at
which nociceptor classes in the skin reach their firing threshold,
which is relatively invariant (for example, around 38°—42°C for
heat nociceptors), and the point at which actual tissue damage
occurs (for example, denaturation of tissue proteins starts at
about 45°C). This liberal setting of nociceptor thresholds effec-
tively exaggerates an input signal in order to provoke pre-emptive
behavioral responses (Raja et al., 1999). The system is biased to
react as if injury has actually occurred, because non-damaging
degrees of stimulation in this range reliably and probabilistically
predict actual tissue damage. So starting at the first stage of
sensory response, at the afferent nerve level, nociception already
reflects a predictive, probabilistic risk assessment. Thus, reflexes
elicited by nociceptor activation are frequently protective. In this
sense they are comparable to representations of metabolic need,
in which hunger feelings and motivation to eat precede critical
metabolic deficiency in the body’s tissues.

Such protective withdrawal reflex actions are mainly supported
by neurons in the spinal cord that receive signals from nocicep-
tors. “Nociceptive withdrawal reflex” (NWR) neurons mediat-
ing muscle activations have been identified in the dorsal horn
of the spinal cord (Levinsson et al., 2002). One might expect
that these spinal NWR circuits are organized with respect to a
somatosensory map of the incoming sensory afferent sources,
but evidence indicates that they are not organized in this
sensory-afferent-based manner. Instead, they are mapped with
respect to the target muscle (Schouenborg and Weng, 1994;
Sonnenborg et al., 2000; Levinsson et al., 2002; Schouenborg,
2003). This musculatopic mapping implies that NWR circuits
are tuned to optimize sensorimotor transformations of incoming
nociceptive information in the efferent direction, in terms of
their influence on the specific muscles they innervate. Encoding
of nociceptive signals is thus action-based from a very early
stage.

Non-nociceptive tactile information may also be utilized in
circuits that control pain-withdrawal behaviors. Most NWRs are
wide-dynamic range neurons (WDRs) in the dorsal horn of
the spinal cord. WDRs receive input from a variety of tactile
afferents, both nociceptive and non-nociceptive. Such neurons in
NWR circuits may weight tactile afferent input from the receptive
field alongside nociceptive input, suggesting that non-nociceptive
tactile information is taken into account in reflexive withdrawal
action (Petersson et al., 2003). It is currently unclear whether
non-nociceptive tactile information influences the production of
a given instance of reflex withdrawal, but work with rats and cats
indicates that input from non-nociceptive tactile afferents may be
crucial in setting the gain on NWR circuits in the spinal cord
(Holmberg and Schouenborg, 1996). Specifically, spontaneous
muscle twitches during sleep (when the sensory background is
otherwise relatively quiet) result in tactile signals from the skin
to the NWR spinal reflex circuit (Holmberg and Schouenborg,
1996; Petersson et al., 2003; Waldenstrom et al., 2003). The NWR
may apply these signals to tune the efficacy of muscle action with
respect to skin sensation. In other words, feedback from low-
threshold tactile mechanoreceptors can help NWR circuits encode
how effectively a particular muscle contraction can “unload” an
offensive stimulus from the tactile receptive field. This process
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has been named “somatosensory imprinting” (Holmberg and
Schouenborg, 1996; Waldenstrom et al., 2003).

Somatosensory imprinting can be considered a gain-
modulating mechanism influencing the efficiency of efferent
output to the muscle, in essence putting innocuous tactile
information to use in order to fine-tune reflex actions. Non-
nociceptive tactile afferent input may be sufficient to activate
NWR units to produce behavioral adjustments in the absence
of nociceptor input, as suggested by inhibition of the RIII
withdrawal reflex by innocuous electrical stimulation of skin
over the specific nerve pathway (Danziger et al, 1998). But
it is possible that pain-processing systems are open to coding
non-nociceptive information in pain-related terms, if it predicts
a probable ramp-up to nociceptor activation. In rats, gradually
decreasing cold stimulation has been observed to provoke a
flick response on the stimulated foot—but at temperatures
insufficiently cool to excite large numbers of cold-sensitive
nociceptors (Dunham and Donaldson, 2007). Following injury,
innocuous stimulation around the injury site can also produce
unpleasant or painful sensations (Chaplan et al., 1994), which
may in part arise from sensitization of afferent neural populations
in the spinal cord (Liljencrantz et al., 2013).

We coin the term “protonoxial adjustment” for non-injury-
related behavioral adjustments that occur in the presence of
innocuous stimuli which are not sufficiently strong in themselves
to surpass nociceptor thresholds. For example, holding a cool
drink in one hand might cause enough discomfort for you to
change hands after a while, despite not being cold enough to evoke
a nociceptor response. Such protonoxial adjustment behaviors
may partly rely on mechanisms in the central nervous system
which predict somaesthetic perturbations by innocuous stimuli
on the basis of previous experience (such as the eventual local
numbness from holding a cold drink for too long). However, this
remains to be experimentally addressed.

COMPLEX NOCIFENSIVE BEHAVIOR

Spinally-mediated and autonomic reflexes (such as withdrawal
and startle, respectively) go far in accounting for the first wave of
bodily defense and action readiness in the face of potential pain.
However, mammalian cortex supports complex mechanisms for
further flexibility and refinement of action, integrating reflex
responses with higher-level spatial, temporal, and sensory infor-
mation. Once again, these processes often occur in a predictive
manner.

Nocifensive actions, such as swatting at a particular location
with an arm using a particular force, require visuotactile and
spatiotemporal integration of pain-related information as well as
its sensorimotor transformation. Neural populations in primate
posterior parietal cortex perform sensorimotor transformations
of threat-relevant visual stimuli (Rizzolatti et al., 1997; Buneo
et al., 2002; Calton et al., 2002; Fogassi and Luppino, 2005).
This can occur because many neurons in these populations are
“bimodal”, responding to both tactile and visual stimuli in a
common receptive field, for example on the cheek skin and
the area of space near the cheek. In ventral intraparietal sulcus
(VIP), part of the frontoparietal action circuit, microstimulation
produces appropriate eye, lip, and arm movements similar to

those elicited by an aversive airpuff into the eyes (Cooke and
Graziano, 2003). Human parietal cortex may similarly encode
aversive visual events within peripersonal hand space (Lloyd et al.,
2006), indicating a role for the VIP in the orchestration of aversive
movements that require integration of visuotactile information
into an egocentric coordinate frame (Graziano and Cooke, 2006).
Importantly, coding of a stimulus in the space near the face in
the same terms as one actually touching the face can be seen as
a predictive mechanism which treats spatial information on a par
with tactile information. These parietal populations have anatom-
ical connections to posterior cingulate cortex (PCC), which plays
a central role in orienting the eyes and body towards threatening
stimuli (Vogt et al., 2006).

Among populations in nearby parietal area 7b (macaque
homologue of human area PF) are also pain-related sensory
neurons that also show visual response properties, which fire both
when a part of the skin on the face is stimulated with noxious
heat, and when the monkey views a threatening stimulus coming
towards or hovering near that part of the skin (Dong et al., 1994).
In humans, meta-analysis of fMRI studies has shown that PF
and surrounding inferior parietal cortex are commonly activated
by painful stimuli and action execution tasks (Morrison et al.,
2013), including facial expression (Budell et al., 2010), consistent
with a close yoking of pain information with action planning
and execution. Predicting the probable sensory consequences of
an action may thus be part of the package of action planning,
for example, in reaching and grasp formation (Morrison et al.,
2013).

The human hand-blink reflex (HBR) illustrates the complex
interaction between nocifensive responses and the spatial rep-
resentation of the envelope of peripersonal space surrounding
the body. If the arm’s median nerve is stimulated as the hand
is brought rapidly towards the face, this elicits an eyeblink
reflex (Sambo et al., 2012a). The coordination of hand stimu-
lation with a trigeminally (i.e., facial nerve) mediated eyeblink
response reflects the integration of proprioceptive information
(here, from the hand) with the coding of peripersonal space
(here, around the face). An electromyographic (EMG) study
has shown that the HBR is enhanced most when the hand is
within peripersonal space and nearest the face (Sambo et al.,
2012b). It is also specific to the relevant hand and dependent
on cognitive expectations (Sambo et al., 2012b). This brainstem-
level coding of “defensive” peripersonal space is dynamic and
facilitates appropriate nocifensive action before an actual injury
occurs (Sambo et al., 2012a). Further, transcranial magnetic
stimulation (TMS) of motor cortex has revealed evidence of
complex interactions among arm and hand muscles during pain,
with reduced muscle-evoked potentials (MEPs) in distal (hand)
muscles alongside a slight facilitation of proximal (upper arm)
muscles, which likely reflect enhanced arm retraction simultane-
ously with prehension interruption (Leis et al., 2000; Le Pera et al.,
2001).

PREDICTIVE CODING AND WEIGHTING OF RISK ESTIMATES

Predictive coding in the nervous system can take many forms.
Since nociceptor activation has reliably predicted tissue damage
during phylogenetic history, it can be considered a signal of
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tissue damage risk. In the nocifensive action circuits just dis-
cussed, temporal and spatial information about events around
and within the body envelope predict potential threat, and reflect
complex sensorimotor integration of such predictions. Multi-
ple neural connections bear such sensory-based signals forward
among the intricately nested hierarchy of systems involved in pain
processing.

Yet crucially, pain processing is not a feedforward affair.
Especially in the cortex, “backward” connections can operate on
incoming signals to modulate their strength or salience. For exam-
ple, descending modulation can attenuate the incoming nocicep-
tive signal from the spinal cord (Fields et al., 1977; Calejesan
et al.,, 2000), effectively skewing the input range away from higher
stimulus extremes. Pain behavior thresholds of laboratory animals
can be influenced by contextual factors, such as the identity of the
experimenter handling them (Chesler et al., 2002). In humans,
voluntary attentional focus (Ploghaus et al., 1999; Kulkarni et al.,
2005), expectation (Wiech et al., 2008), and contextual factors
(Rudy et al., 2004; Jepma and Wager, 2013), and social factors
(Krahé et al., 2013) can bias cortical pain processing. Spinal-level
effects of descending modulation of pain by attention (Sprenger
et al,, 2012) and by negative emotion (Rhudy et al., 2013) have
recently been demonstrated in humans.

In the PRA model, such back-modulating regulatory pro-
cesses pivot on local predictions about the incoming signal. If
an incoming signal to a given neural population deviates from
the predicted input signal, this generates a further, information-
rich signal reflecting the residual error of the prediction. In turn,
this gives rise to processes that seek to account for sources of
the error within the system or network. This type of “dynamic
predictive coding” model (Clark, 2013) has been fruitfully applied
to perception-action systems (Grush, 2004; Friston, 2005) as well
as interoceptive systems (Paulus and Stein, 2010; Seth et al., 2012).

One major implication is that the sensory-based stimulus
information feeding such processes consists mostly of the forward
propagation of informative error (rather than “sensory”) signals,
while constantly-adjusted predictions propagate backwards and
influence the forward flow of information. Rather than simply
transducing the nociceptive signal, then, cortical pain networks
mainly conduct their trading in the less expensive currency of
error signals. In applying these ideas to pain, the PRA model
implies that subjective pain experience involves the perception
of this dance of prediction and error, rather than being a “direct
perception” of nociceptive signaling.

The relative weighting of signals propagating through the
network provides an estimate of risk, in that strongly-weighted
nociceptive-based signals convey a higher likelihood of cost in
terms of tissue damage. A high risk weighting also implies a
high benefit of behavioral response. However, estimates may
differ among different nodes of the system as to just how large
a risk a given stimulus poses. For example, nociceptive sig-
nals from the spinal cord synapse in brainstem and thalamic
nuclei before reaching the cortex, with information coded at
each synapse along the way. Yet this forward chain of synapses
probably over-estimates risk in order to guard against the perils of
under-reaction. Recall the wide margin for nociceptor activation
mentioned earlier: the signal is inherently exaggerated, with the

needle swinging from “some likelihood of tissue damage” to
“an actual injury has occurred” (even when none has). From
an injury-avoidance perspective, this operational collapse of
“potential” with “actual” injury is smart. From an energetic
resource perspective, however, it is a recipe for unwarranted waste,
since it sets up a costly false positive bias, perhaps all the way up
to the thalamic level.

Allostatic models (Sterling, 1988; Schulkin, 2011) empha-
size this kind of tension between ranges of prediction and
energy-efficiency. For example, Sterling’s general allostatic model
(Sterling, 1988) posits that stable dynamics reflect energy effi-
ciency among multiple interacting systems, not necessarily
defense against deviations from a given set point (in contrast to
amore literal “homeostatic” model, see e.g., Schulkin, 2011). Like
dynamic predictive coding models, allostatic models highlight the
role of prior experience and prediction in the system’s mainte-
nance of a stable dynamic. In these senses, an allostatic view
is well-equipped to describe important features of the complex,
multivariate mechanisms of regulation among the multiple inter-
acting systems involved in pain processing (such as inflammation
and stress; see also Maleki et al. (2012) for an application to
migraine pain). Thus, risk weighting may provide a spur to action
to other parts of the system, but other parts of the system can
also play a role in deciding how seriously to take the risk estimate
when the error signal is large. This dynamic should converge on
energy-efficient interactions within the system, ultimately influ-
encing the deployment of behavior in response to the nociceptive
signal.

At the cortical level, incoming overestimations of risk would
result in high error signals, leading to re-estimates of risk in the
face of experience and other supervening contextual information,
as well as re-weighting of signals to reflect error correction. The
backward flow of regulatory influence can be understood in
terms of gain modulation. Increasing the gain on an incoming
risk estimate signal may effectively heighten the signal’s salience
with respect to ongoing action priorities and behavior. Likewise,
lowering the gain through regulatory re-weighting can adjust
its salience with respect to high-level factors, particularly where
action is potentially costly. This relationship between prediction
and regulation holds not only for ongoing stimulus processing but
also affects predictions for future situations.

Figure 1 presents a schematic illustration of predictive coding
and error-based regulation in a simplified system. A cortical area
receives signals (S) from multiple input sources, for example
from different thalamic nuclei. Predictions (PS) in the form of
particular neural configurations await the signal, sketching out the
expected input values. The differential between S and PS generates
an error signal (E). Depending on the information to which the
network has access, the signal variance is partially explained and
therefore reduced, with a corrected prediction (PScorr) feeding
back to previous stages or even to the signal sources them-
selves. As a whole, this process is regulatory and effectively gain-
modulating, for example re-weighting the risk estimate reflected
by S. Importantly, cortical populations integrate information, so
higher-order predictions are likely to take multiple signal sources
into account, e.g., P(S;, S;). This also means that backward-
propagating regulatory information is comparatively refined with
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FIGURE 1 | Schematic illustration of predictive coding and error-based
regulation in the PRA model of pain processing. A given cortical area
receives signals (S) from multiple input sources. Predictions (PS) in the
neural population represent the expected input values. An error signal (E)
arises from the disparity between S and PS. A PScorr feeds back to
previous stages. Higherorder predictions are likely to take multiple signal
sources into account, e.g., P(Sq, Sy). Ultimately, this process results in a
behavioral response or action (A).

respect to multiple signal sources. Ultimately, this process results
in a behavioral response or action (A).

In the PRA model, the posterior insula is a main hub (Pessoa,
2008) not only for receiving nociceptive-based signals from thala-
mus (Figure 2), but integrating this information into subjective
(Craig, 2003a,b; Paulus, 2007) and autonomic efferent terms
(Damasio, 2000; Critchley et al., 2004; Gianaros et al., 2012). Most
nociceptive afferents from the skin follow the spinothalamic tract
(STT) to the cortex. Evidence from nonhuman primates suggests
that posterior insula is one of the major projection sites of the
STT, via thalamic nuclei containing nociceptive neurons (Craig
and Zhang, 2006; Dum et al., 2009). Intriguingly, this is the only
pain-related cortical region that produces subjective sensations of
pain when directly electrically stimulated (Bancaud et al., 1976).

The anterior insula is also likely to be a closely-related partner
in these cortical re-weighting processes, handling error signals
based on thalamocortical inputs (for a similar idea see Refs.
Damasio, 2000 and Craig, 2009). Processes of integrating and re-
evaluating risk estimates may follow a caudo-rostral “gradient” in
the insula, reaching a high degree of integration at the anterior
insula (Craig, 2009). This gradient shows corresponding gradual
caudo-rostral shifts in terms of connectivity with other cortical
networks (Cerliani et al., 2012). Recent human neuroimaging
evidence suggests that anterior insula activity predicts whether
a subject will classify a stimulus as painful, biasing “perceptual
decisions” about pain even before the stimulus occurs (Wiech
et al., 2010). Importantly, this suggests a predictive relationship
among nociceptive signals and insula processing, rather than
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FIGURE 2 | Neuroanatomical diagram of key neural circuits in the PRA
model of pain processing. Signals from nociceptive afferents arrive in
cortex via STT, brainstem, and thalamic nuclei. The insula plays a central role
in comparing these signals to predictions, as well as regulatory feedback
processes that gain-modulate incoming signal weights (red; see also Figure
1). Spatiotemporal and proprioceptive information is integrated with pain
information in parietal-centered circuits supporting nocifensive behavior
(yellow). Voluntary actions in the face of actual or potential injury are
supported by prefrontal regions, in particular anterior and mid-cingulate
cortex (green). Action selection is likely to be influenced by risk-relevant
information from the insula. Solid arrows indicate anatomical connectivity
among highlighted regions. Dotted lines indicate selected major anatomical
projections from the STT via thalamus. The time arrow (dotted fish-hook)
indicates both the predictive (pre-stimulus) nature of these representations
as well as the reiterative nature of the regulatory gain-setting processes.
(Note: this schematic does not show all nociceptive-relevant regions and

projections.)

a feedforward sequence of information handling. Patients with
insular lesions evaluate pain as more intense on their affected side,
suggesting that weighting is altered when insula is damaged, and
show a greater recruitment of somatosensory cortices contralat-
eral to the lesion, suggesting less efficient modulatory dynamics in
these processes (Starr et al., 2009). Gain-modulation mechanisms
in insula may contribute to pain’s subjectively “hot” stamp by
influencing signal salience (Mouraux et al., 2011).

Anterior insula has at least two subdivisions, a ventral, agranu-
lar region associated with affective processing and interconnected
with many classical limbic structures such as the amygdala; and
a dorsal, dysgranular region showing anatomical and functional
connections with parietal and cingulate networks (Kurth et al.,
2010; Wiech et al., 2010; Touroutoglou et al., 2012). Interestingly,
there is also a degree of overlap between these two areas in terms
of their intrinsic (resting state) connectivity (Kurth et al., 2010),
suggesting scope for close functional communication between
these insular subregions and their associated networks. In the rat
(unlike in humans), rostral agranular insular cortex receives direct
input from nociceptive neurons in medial thalamic nuclei. Spe-
cific gain-setting mechanisms of the pain signal may operate here,
with gamma-aminobutyric acid (GABA) dynamically modulating
neural thresholds to dampen or heighten pain behavior (Jasmin
et al,, 2003). Although the rat’s gross neuroanatomy differs from
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the human’s in agranular anterior insula, the neurotransmitter
mechanisms mediating gain-setting of pain signals may be similar.

The PRA model accommodates an important aspect of allo-
static regulation within predictive coding networks: uncertainty.
In normal acute pain, high S and high P produce low error signals
and low modulatory regulation, passing a relatively unfiltered
high risk estimate on through the system with high certainty.
When there is no tissue damage risk at all, error and regulation are
low, passing on a relatively unfiltered low risk estimate with high
certainty. However, mismatches between S and P can produce
high error and high uncertainty, if the system is unable to “explain
away” much of the error residual.

High uncertainty alongside appropriate regulation might
bootstrap learning in some circumstances, for example during the
acquisition of conditioned pain responses (e.g., Rudy et al., 2004)
or the reversal of such conditioning (e.g., Schiller and Delgado,
2010). Some pain syndromes and pathological pain conditions
may involve high Ps in the face of relatively low weightings of S,
thus overestimating risk (e.g., nocebo hyperalgesia, Colloca and
Benedetti, 2007). Hypoalgesia or attenuated pain behavior may
involve low Ps in the face of high weightings of S. All of these
processes also have a vital temporal dimension, with failure to
regulate in the right way at the right time leading to potential dys-
funtion. In this perspective, anticipation of pain and pain anxiety
are outcomes of high Ps, which may or may not be appropriately
corrected either by bottom-up Ss (such as nociceptor activation
or afferent sensitization at the spinal level) or by top-down regu-
latory P (corr) processes (as in descending modulation or episodic
learning). Such processes could be involved in complex pain-
emotion relationships like fear conditioning and the extinction
and regulation of fear responses in the face of pain (Colloca and
Benedetti, 2007; Schiller and Delgado, 2010; Rhudy et al., 2013).

ADAPTIVE CONTROL PROCESSES IN THE CORTEX
Strongly-weighted pain signals in the cortex can very effectively
disrupt existing goals and override their associated behaviors.
Yet no matter how strongly a given risk signal is estimated in
the system, simple avoidance action is insufficient to explain all
pain behavior. In many circumstances, pain’s ultimate function of
limiting tissue damage (e.g., Merskey and Bogduk, 1994) becomes
complicated by the need to balance incoming nociceptive-based
information with current goals and states. Sometimes the conflict
is easy to resolve. For example, extreme heat on unprotected
skin represents such an immediate tissue damage threat that
it elicits spinal reflex action when you grasp a hot pan. But
when tissue damage is more a vivid prospect than a reality, the
relative weighting of sensations and goals is more difficult to
resolve and requires more finely-calibrated control of behavioral
outcomes.

Cortical pain representation may get a boost from the action-
based pre-packaging of the incoming signal discussed earlier, in
which nociceptive information is coded in sensorimotor terms
even at the spinal level. But why should there be a need for further
control? Frequently, there isn’t. Often the sensorimotor informa-
tion is sufficient for producing an appropriate action, and many
risk-weighted events lead to straightforward avoidance or protec-
tive behavior. In other words, predictive coding explains and gain-

modulates input signals so well that little residual error remains to
propagate through the system. However, cortical representations
of nociceptive signals arrive on a scene that is already bustling
with various goals and motivational states—which may or may
not have bearing on the question of how to act on the pain (see
Chaplan et al., 1994 for an exploration of this idea with respect
to opioid modulation; see also Fields, 2007). Generally speaking,
the role of the cortex is to handle additional levels of conditional
information that may be relevant to action selection in the face
of pain. The high degree of flexibility which these processes
confer arises from what Shackman and colleagues (Shackman
et al., 2011) have termed “adaptive control” mechanisms in the
cortex.

Such systems can be formally characterized as executive sys-
tems. The conditional information that cortical executive systems
handle can be viewed as a hierarchically organized “cascade” of
tightly interlinked levels (Fuster, 1991). In Koechlin and Summer-
field’s influential model of premotor executive control (Koechlin
and Summerfield, 2007), the action information that comes bun-
dled with the stimulus information occupies a basic level in the
hierarchy, in which there is negligible residual between predicted
sensory and motor signals. A further level of control subsumes
both immediate context and episodic memory of past events. A
still further level incorporates any relevant rule-based or other-
wise contingent (e.g., “if-then”) information that entails enter-
taining many possible action outcomes simultaneously. Applying
this to the PRA framework, the greater the amount of additional
information needed to select an appropriate action in the face
of pain—or the greater the error—the greater the demand for
higher-order levels of executive control.

A recent activation-likelihood-estimate (ALE) meta-analysis of
fMRI studies showed that the anterior cingulate cortex (ACC) is
the region most likely to be activated by acute pain (Duerden and
Albanese, 2013). Although the cingulate cortex is often regarded
as a key area in a “pain neuromatrix’, a specific role in pain is
unlikely, since it is also implicated in a range of non-pain-related
functions (Mouraux and Tannetti, 2009). At the cortical level, even
somatosensory contribution to pain processing may be small, and
nociceptive-specific contribution even smaller, compared to mul-
timodal processing in networks throughout the brain (Mouraux
and Iannetti, 2009; Mouraux et al., 2011; Figure 3).

We consider the involvement of medial areas such as mid-
cingulate cortex (MCC) far more likely to involve the adaptive
control of action during pain (Shackman et al., 2011; Perini et al.,
2013). Primate medial wall cortical areas including the ACC and
MCC contain premotor fields (cingulate motor zones) which have
both output to and input from cervical segments of the spinal
cord where motoneurons are located (Picard and Strick, 1996;
Koski and Paus, 2000; Dum et al., 2009), suggesting that these
areas play a role in the generation and control of movements
(Matelli et al., 1986; Picard and Strick, 1996; Koski and Paus, 2000;
Dum etal., 2009; Perini et al., 2013). Like the posterior insula, they
receive projections from the STT (Dum and Strick, 1996). But
unlike posterior insula, intracranial microstimulation of human
ACC does not result in pain sensations, but in reported feelings of
urgency (Bancaud et al., 1976; Hsich et al., 1994). Indeed, as the
duration of a painful thermal stimulus increases, so do subjects’
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FIGURE 3 | (A) Analysis of fMRI data comparing blood-oxygen-level-
dependent (BOLD) responses to stimulation across sensory domains (vision,
audition, somatosensation, and pain), indicating that multimodal activity
accounts for most of the cortical network activation during pain (Wiech et al.,
2010). (B) EEG results demonstrating that cortical responses to A§ and C
nociceptor activation by laserevoked potential (LEP) stimulation reflects
predominantly multimodal and to some extent somatosensory—specific

from Perini et al, 2013

activity, but limited nociceptive-specific activity (Fuster, 1991). (C) fMRI
evidence demonstrating correlations in regions of midcingulate cortex (MCC)
with individual motor reactivity in the spinal RIlI reflex (top) and variance in
autonomic arousal (bottom) during electrical pain stimulation (Bancaud et al.,
1976). (D) IMRI evidence demonstrates that midcingulate but not anterior
insula activations during pain are contingent on motor processing (Duerden
and Albanese, 2013). Figures reproduced with permission.

ratings of their urge to move away from the stimulus (Perini et al.,
2013).

Regions of ACC and MCC have also been implicated in indi-
vidual variance in motor reactivity, with nearby areas tracking
autonomic variance (Piché et al., 2010; Figure 3). ACC responses
to noxious thermal stimuli in the macaque monkey have shown
increased activity during voluntary escape responses (in which
monkeys could push a button to end the painful stimulation
without performing the rewarded detection task; Iwata et al,
2005). However, these neurons showed decreased activity to the
same stimulation during illumination and temperature change-
detection tasks which required suppression of any immediate
motor responses to the pain (Iwata et al., 2005). This indicates that

the same region of the brain can mediate facilitory or inhibitory
control over motor responses during pain. Recent human neu-
roimaging evidence indicates that voluntary motor-related pro-
cessing can account for MCC and ACC activation during pain,
particularly in the caudal cingulate motor zone (CCZ; Perini et al.,
2013; Figure 3).

Kochelin and Summerfield’s model of executive control can
be applied to the medial prefrontal networks in which ACC
and MCC are central hubs (Kouneiher et al., 2009). The ACC
in particular has been extensively implicated in control-related
processing across a range of contexts (Shenhav et al., 2013).
The cingulate cortex is therefore a major site of executive
control processes underlying adaptive control of pain behavior

Frontiers in Human Neuroscience

www.frontiersin.org

October 2013 | Volume 7 | Article 755 | 15


http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Human_Neuroscience/archive

Morrison et al.

Mechanisms of pain behavior

(Shackman et al., 2011; Duerden and Albanese, 2013). These
often display a caudal-rostral gradient (as do premotor execu-
tive control processes elsewhere in cortex), indicating that ACC
and MCC subregions work together to integrate stimulus con-
tent and current task demands to produce appropriate and
timely responses (Vogt, 2005; Kouneiher et al., 2009). Its role in
such functions is partly owing to processes that link predicted
value comparisons with action choices (Rushworth et al., 2012;
Demanet et al., 2013). In this sense it is likely to be heavily
involved in dynamic predictive representation of pain-relevant
information.

Most caudally, the dorsal posterior cingulate cortex (dPCC)
receives inputs from dorsal-stream parietal areas implicated in
nocifensive behavior (Graziano and Cooke, 2006) and is also
involved in orienting to and organizing motor responses to pain
(Vogt et al., 2006). The motor fields of MCC probably contribute
heavily to mobilizing context-appropriate skeletomotor responses
to pain, with hemodynamic responses in the CCZ correlating
with reaction times to pain (Perini et al., 2013). This region is
also related to the regulation of facial expression displays during
pain (Kunz et al., 2011). Importantly, neuroimaging analysis
incorporating reflex variance indicates that it also receives its own
“copy” of spinal reflex efference. The human RIII reflex is involved
in limb withdrawal following nociceptive input to the spinal
cord, and is measured by EMG activity from the muscle. Within-
subject variability in human RIII reflex thresholds during painful
electrical stimulation were associated with BOLD modulation
of the MCC and ACC (Piché et al., 2010; see also Figure 3).
These regions also get their own “copy” of the nociceptive signal
from the STT from the same thalamic populations that project
to posterior insula (Dum et al., 2009; Figure 2). They are also
associated with the affective dimension of pain (Rainville et al.,
1997).

Most rostrally, the rostral cingulate motor zone (RCZ) may be
enlisted when the situation involves more complex conditional
information, such as increased task complexity or dimensionality
(Kouneiher et al., 2009). Processing in ACC may encode current
and alternative courses of action, privileging some options in
a manner closely linked to motivated choice and exploration
behavior (Bancaud et al., 1976). Rostral ACC regions are par-
ticularly densely interconnected with dorsomedial and dorsolat-
eral prefrontal networks also implicated in executive processing
and action selection. These areas may contribute to a ranking
of choices in both current and prospective temporal windows,
perhaps even interacting in a competitive manner (Rushworth
et al., 2012; Demanet et al., 2013). In the PRA model perspective,
such action-based predictions might even stand in for sensory
information under certain circumstances. Indeed, human psy-
chophysical evidence suggests that, with practice, motor-based
coding can improve sensory acuity without any changes in the
sensory input (Saig et al., 2012).

Both adaptive control and risk-estimate-reweighting are inter-
acting regulatory processes constrained by factors impinging on
energy efficiency (Sengupta et al., 2013). Often, this involves
weighing costs and benefits. Predictive systems can “look ahead”
and project potential costs and benefits of outputs (ultimately,
behavior) with respect to the signals from a variety of domains,

including pain. For example, a rat may continue to forage for food
in subzero temperatures, because the expected metabolic benefit
of eating probably outweighs the current risk of tissue damage
from the cold (Cabanac and Johnson, 1983; Boorman et al., 2013).
Evidence from human behavior suggests that the magnitude and
probability of painful stimulation can guide human behavior in a
relatively direct manner (Kurniawan et al., 2010). But these mech-
anisms can also show complex sensitivity to previous experience,
as well as any “market forces” that assign a reward value to pain
tolerance (Vlaev et al., 2009), or by other outcomes which offset
threat aversiveness (Hu et al., 2013). Under certain circumstances,
the nociceptive route to cortex might even bypass somatosensory
cortices, as suggested by a novel analysis (Liang et al., 2013), rais-
ing the possibility that sometimes even detailed somatosensory
processing of a nociceptive signal can carry a prohibitively high
cost. Such evidence for cost-benefit analyses with respect to pain
behavior is consistent with allostatic and adaptive control pro-
cesses that allow simple avoidance behavior to be circumvented
in favor of expected benefits, especially those involving goals from
other domains or the higher-order prospective goals we humans
specialize in.

It is important to emphasize that we do not consider adap-
tive control processes as divorced from pain perception or its
subjective nature. On the contrary, the PRA model postulates
that adaptive action control processes are partly constitutive of
subjective acute pain experience (Perini et al., 2013). We specu-
late that whereas predictive, regulatory processes producing risk
estimate signals (as in the insula, Figure 2) probably make a large
contribution to acute pain perception, so do movement urges
arising from the action control hierarchies that both utilize and
gain-set those risk signals (as in the cingulate, Figure 2). The
interacting cingulate subsystems recruited by pain, for example,
are both goal-directed and “energized” by risk and error signals
originating in insula, among other places (for a detailed neu-
rocomputational view see Holroyd and Yeung, 2012; Rushworth
etal., 2012).

CONCLUSION

The PRA model of acute pain processing is an action-centered
pain model that takes into account predictive coding, handling
of error signals, local and supervening regulation, and dynamic
interactions among the myriad hierarchical systems involved in
processing acute nociceptive signals from the periphery. It also
delineates operational categories of pain behavior. On the cortical
level, the model focuses on the roles of the insula and the cingulate
in gain-setting and action selection processes during pain. The
insula may be involved in re-weighting the tissue-damage-risk
estimates carried by thalamic nociceptive signals, possibly by
dynamically setting the gain on nociceptive signal processing.
Voluntary actions in the face of actual or potential injury are
supported predominantly by MCC and ACC. The PRA model’s
description of neuroanatomical systems is not exhaustive, but
can serve as a backbone for the mapping of pain-related pro-
cesses in the nervous system as a whole. It incorporates elements
from dynamic predictive coding, allostatic, and executive control
models which capture the predictive and dynamic nature of these
processes.
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INTRODUCTION

Moser et al. (2013) report a novel meta-
analysis across 37 studies demonstrating a
small-to-medium association between the
error-related negativity (ERN) and self-
report measures of anxiety (r = —0.25);
the meta-analysis further indicates a
stronger relationship between the ERN
and anxious apprehension (r = —0.35)
than anxious arousal (r = —0.09). Based
on these results, Moser et al. articu-
late their compensatory error monitoring
hypothesis (CEMH). In brief, the CEMH
proposes that the relationship between
anxious apprehension and an increased
ERN is due to the distracting effects
of worry: worrisome thoughts make it
more difficult for anxious individuals to
maintain task-related goals; as a result,
increased effort must be employed. The
CEMH suggests that an increased ERN
reflects the transient increase in effort to
compensate for the distracting effects of
worry. Though we agree with many aspects
of the CEMH (e.g., the importance of
apprehensive anxiety; the potential impact
of worry on the ERN), we believe that
motivation and emotion are central con-
structs to understanding both within- and
between-subjects variation in the ERN.

ERRORS ARE AVERSIVE (ESPECIALLY
FOR ANXIOUS PEOPLE)

Threat has traditionally been concep-
tualized in terms of external stimuli—
things with the capacity or intention to
harm an individual. We hypothesized that
the commission of errors might simi-
larly be threatening (Hajcak and Foti,
2008; Hajcak, 2012): making mistakes
place an individual in unknown danger.

In support of this view, errors are expe-
rienced as distressing (Spunt et al., 2012)
and are associated with a host of physio-
logical changes consistent with defensive
mobilization: following errors, the star-
tle reflex is increased (Hajcak and Foti,
2008; Riesel et al., 2013), heart rate decel-
erates (Hajcak et al., 2003, 2004), the pupil
dilates (Critchley et al., 2005), the cor-
rugator (i.e., frowning) muscle contracts
(Lindstrom et al., 2013), and a sympa-
thetic nervous system response is evident
in skin conductance changes (Hajcak et al.,
2003, 2004). Moreover, there is increasing
behavioral evidence that errors and other
variants of response conflict are aversive
(Botvinick, 2007; Dreisbach and Fischer,
2012; Schouppe et al,, 2012). Indeed,
errors activate many of the same neural
circuits associated with the experience of
negative affect (Shackman et al., 2011).
Previously we used the term defen-
sive motivation in discussing both state
and trait effects (Hajcak, 2012; Weinberg
et al., 2012b); to avoid potential confu-
sion here, we use the term threat sensitivity
to refer to trait-like individual differences
which we contrast with defensive motiva-
tion, which reflects a transient response
to threat. Thus, we view errors as unpre-
dictable threats that prompt an immediate
defensive motivational response. Further,
we believe that variation in the ERN
reflects a trait difference in early threat sen-
sitivity that drives vigilance and increased
defensive motivational responses. This
view is consonant with theories of early-
emerging and stable individual differ-
ences in temperamental styles such as
behavioral inhibition (Fox et al., 2005) and
related forms of dispositional anxiety (Fox

et al., 2008; Shankman et al., 2013). High
behavioral inhibition describes increased
sensitivity to environmental cues of pun-
ishment, novelty, and threat (Gray and
McNaughton, 2000); dispositional anxiety
refers to a tendency to respond excessively
in the face of potential or uncertain threats
(Barlow, 2002; Grupe and Nitschke, 2013;
see also Hirsh and Inzlicht, 2008).

In this context, we argue that the
increased ERN characteristic of anxious
individuals reflects the disposition to
respond more strongly to uncertain threat
(Hajcak, 2012; Weinberg et al.,, 2012b).
Moser et al. suggest that there is no evi-
dence that anxious individuals are charac-
terized by a greater defensive response to
errors. However, in one study, participants
scoring high in trait negative emotional-
ity demonstrated larger increases in skin
conductance after making errors (Hajcak
et al., 2004). Moreover, anxious people
report excessive concern about their mis-
takes. We would similarly predict larger
startle responses after errors among more
anxious individuals, and would encourage
additional studies in which variability in
the ERN is examined in relation to other
indices of threat sensitivity and defensive
motivation.

THE ERN AS ENDOPHENOTYPE

We (Olvet and Hajcak, 2008) and oth-
ers more recently (Manoach and Agam,
2013) have argued that there is con-
siderable evidence that the ERN is a
candidate psychiatric endophenotype. An
endophenotype must be associated with
an illness, heritable, evident in unaffected
first-degree family members, and indepen-
dent of current disease state (Gottesman
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and Gould, 2003; Miller and Rockstroh,
2013). Moser et al. dismiss this possibility,
citing only one study in which treatment-
related reductions in OCD symptoms
did not reduce the ERN in a pediatric
Obsessive-Compulsive Disorder (OCD)
sample (Hajcak et al., 2008). However,
there is considerable evidence that the
ERN is stable over time and behaves like
an endophenotype. For instance, the ERN
demonstrates sufficient test-retest reliabil-
ity over two weeks to more than two years
(Olvet and Hajcak, 2009; Weinberg and
Hajcak, 2011). Moreover, about 50% of the
variation in ERN amplitude appears to be
heritable (Anokhin et al., 2008), and varia-
tion in the ERN has been linked to a variety
of genes (Manoach and Agam, 2013). Two
recent studies found an increased ERN in
unaffected first-degree relatives of OCD
patients (Riesel et al., 2011; Carrasco et al.,
2013). These data point toward the ERN as
a neural endophenotype.

DISTINGUISHING REACTIVITY TO
THREAT FROM SUBSEQUENT
COMPENSATORY PROCESSES
A fundamental distinction between our
view and the CEMH is that we do not
view the relationship between ERN and
anxiety as compensatory. We make a
strong distinction between temporally ear-
lier defensive motivational responses that
vary with threat sensitivity and later com-
pensatory responses that include cogni-
tive processes such as worry (Borkovec
et al., 2004; Newman and Llera, 2011;
Mennin and Fresco, 2013). We believe that
increased threat sensitivity (i.e., behavioral
inhibition) precedes the development of
compensatory processes such as worry—
both phylogenetically and ontogeneti-
cally. That is, heightened trait differences
in threat sensitivity can lead to vari-
ous forms of cognitive compensation—
including worry. As such, we would argue
that worriers actually have two problems:
they are more sensitive to uncertain threat,
and they have developed maladaptive cog-
nitive coping strategies to deal with their
increased threat sensitivity (e.g., worry).
Within this framework, we believe that
the ERN relates to trait-like vulnerabili-
ties in threat sensitivity rather than com-
pensatory efforts to modulate increased
threat sensitivity such as worry. This dis-
tinction is especially relevant in terms

of prospective and developmental predic-
tions. For instance, a formal worry process
may not be clearly evident in young chil-
dren (Vasey et al., 1994). However, we
found increased ERNs in clinically anx-
ious 6 year-olds, who were mainly phobic
(Meyer et al., 2013). This would suggest
that increased ERN, reflecting heightened
threat sensitivity, develops before processes
like worry. Our model presumes that an
increased ERN would prospectively pre-
dict increases in anxiety and worry—and
that an increased ERN would be a risk
marker for the development and onset of
anxiety disorders. Our model would also
predict an increased ERN among more
anxious non-human animals that are pre-
sumably less prone to verbally-mediated
compensatory processes such as worry;
for instance, the ERN can be measured
in non-human primates (Godlove et al.,
2011) who show marked differences in
behavioral inhibition and anxiety (Fox
et al., 2008).

THE ERN IS SENSITIVE TO STATE
AFFECT

Many trait-like measures and phenotypes
(e.g., anhedonia) can be altered and
manipulated in the short-term (e.g., via
stressors and mood inductions; also see
Coan et al,, 2006). Moser et al. argue
that changes in state affect do not con-
sistently modulate the ERN. However, it
might be important to distinguish between
affect that is integrally related to errors and
affect that is incidental (see Schmeichel
and Inzlicht, 2013). When spider pho-
bics make errors on a flanker task in the
presence of a spider, their fear is inci-
dental to error processing (Moser et al.,
2005). However, if their fear was related
to making an error (e.g., if spider pho-
bics had to view pictures of spiders after
making mistakes), then their fear would
be integrally related to errors. Emerging
data suggests that variation in motiva-
tion to make errors does impact the ERN.
When integral negative affect is added,
such as when errors are punished (Riesel
et al.,, 2012), when performance is eval-
uated (Hajcak et al., 2005), when errors
are more valuable (Hajcak et al., 2005)
or personally meaningful (Amodio et al.,
2008; Legault and Inzlicht, 2013), the ERN
tends to increase; when integral negative
affect is subtracted, such as when people

are led to misattribute their affect to an
external and benign source (Inzlicht and
Al-Khindi, 2012) or when they ingest an
anxiolytic agent that leads them to care less
about their errors (Bartholow et al., 2012),
the ERN decreases. In our model, worry-
ing might potentiate the ERN if it were to
increase the threat value of errors. It will
be important for future studies to deter-
mine the extent to which state variabil-
ity in worry accounts for the relationship
between trait anxiety and the ERN.

FUTURE CHALLENGES

Moser et al’s paper encourage greater phe-
notypic specificity for understanding the
increased ERN in relation to anxiety—
and this is a significant contribution (see
also Vaidyanathan et al., 2012). Worry
is one phenotype that may account for
the increased ERN in anxiety disorders;
however, we would also encourage con-
tinued efforts to evaluate the ERN in
relation to additional, empirically-derived
phenotypes (Watson et al., 2007). Indeed,
some extant clinical data already sug-
gests that the relationship between anxi-
ety and the ERN may require examining
the interaction between key phenotypes.
For instance, comorbid major depressive
disorder (MDD)—which is also charac-
terized by increased worry—appears to
mask the relationship between GAD and
an increased ERN; history of MDD, how-
ever, does not seem to impact the increased
ERN in GAD (Weinberg et al., 2012a). We
have suggested that state-related character-
istics of depression (i.e., anhedonia) may
alter the relationship between ERN and
trait anxiety.

Moser et al. also sound a call for more
specific predictions and assertions regard-
ing the relationship between ERN and
anxiety. We agree, and our view focuses
on possible causes and subsequent devel-
opment of anxiety disorders (i.e., models
of etiopathogenesis). One possibility from
the endophenotype perspective is that the
same genes that confer risk for the devel-
opment of anxiety disorders determine
variability in the ERN. Another possibility
is that environmental (i.e., non-genetic)
factors that impact error salience modulate
the ERN. In an approach rooted in models
of fear conditioning and extinction-based
learning, we inflated the threat value of
errors by punishing certain mistakes; even
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after mistakes were no longer punished,
the ERN was potentiated on trials that
had formerly been punished (Riesel et al.,
2012). Based on these data, we suggested
that early learning experiences (e.g., crit-
ical parenting) may lead to a larger ERN.
Our view is consonant with the possibility
that ERN neurodevelopment is impacted
by both genetic and environmental factors
that shape characteristic defensive motiva-
tional responses to errors. There are multi-
ple pathways to increased threat sensitivity.

Our conceptualization gets at a funda-
mental issue: why are some people more
worried to begin with? Our view is that
an elevated ERN reflects a broad disposi-
tion toward increased sensitivity to uncer-
tain threat, and that some individuals
attempt to compensate for this via worry
(Mennin and Fresco, 2013). The most sig-
nificant advantages of the endophenotype
approach are the potential for identifying
genetic contributions to disorders (e.g.,
the genetics of the ERN are simpler than
the genetics of complex disorder-based
phenotypes), for identifying those at risk
for disorders, and for bridging human and
animal models. Future steps would then
include more mechanistic studies to clarify
causation and identify novel interventions.
Accordingly, we suggest further research
to understand the conditions under which
variability in the ERN leads to patholog-
ical outcomes. Could manipulating the
ERN causally alter risk for anxiety and
compensatory efforts like worry? As a pro-
posed metaphor, we consider the rela-
tionship between cholesterol and coronary
heart disease (CHD): high levels of low
density lipoproteins (LDL) is a partially
inherited risk factor for CHD; risk for
CHD is lowered by directly manipulat-
ing LDL through medication and lifestyle
change. LDL levels are trait-like, genet-
ically determined, and yet, are sensitive
to state-related (i.e., diet) manipulations;
lowering LDL alters subsequent risk for
disease. In this way, the ERN itself might be
a unique target for intervention and pre-
vention efforts. Our view focuses on lever-
aging variability in the ERN to understand
the development of, and risk for, psycho-
logical disorders. This approach requires
large and longitudinal studies to delin-
eate trajectories of risk, and to parse the
prospective relationship between ERN and
increases in anxiety.

CONCLUSION

Although there is much to like about the
CEMH, we believe that it does not fully
address the critical contribution of emo-
tion to the ERN. Importantly, when exam-
ining the influence of anxiety on the ERN,
it is vital to account for trait-level dif-
ferences in emotionality; to distinguish
between threat sensitivity and compen-
satory efforts to deal with threat such as
worry, and to differentiate between inte-
gral and incidental affect. Emotion is both
a core aspect of anxiety and why errors
powerfully shape behavior. Emotion is at
the heart of the anxiety-ERN relationship.
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The influence of emotion on higherorder cognitive functions, such as attention allocation,
planning, and decision-making, is a growing area of research with important clinical
applications. In this review, we provide a computational framework to conceptualize
emotional influences on inhibitory control, an important building block of executive
functioning. We first summarize current neuro-cognitive models of inhibitory control and
show how Bayesian ideal observer models can help reframe inhibitory control as a
dynamic decision-making process. Finally, we propose a Bayesian framework to study
emotional influences on inhibitory control, providing several hypotheses that may be
useful to conceptualize inhibitory control biases in mental illness such as depression and
anxiety. To do so, we consider the neurocognitive literature pertaining to how affective
states can bias inhibitory control, with particular attention to how valence and arousal
may independently impact inhibitory control by biasing probabilistic representations of
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information (i.e., beliefs) and valuation processes (e.g., speed-error tradeoffs).

Keywords: emotion, inhibitory control, Bayesian modeling, ideal observer model

INTRODUCTION

How do feeling and thinking influence one another? From our
subjective experience, and systematic behavioral research, we
know that affective states profoundly influence cognitive func-
tions, in both facilitative and antagonistic manners depending
on the context. This relationship between affect and behavior
is not surprising, given the extensive interactions between the
physiological and interoceptive manifestation of emotion (Craig,
2002; Paulus and Stein, 2006) and cognitive control networks
(Botvinick et al., 2001; Pessoa, 2009). In particular, impairments
in critical executive faculties such as inhibitory control (Miyake
et al., 2000) are tightly linked to clinical disorders involving
pervasive emotional states and difficulty in regulating emotion.
However, little is known about the specific computational and
cognitive processes underlying such interactions between emo-
tion and inhibition. Thus, understanding precisely how emotion
is integrated into core executive functions, such as inhibitory con-
trol, is essential not only for cognitive neuroscience, but also for
refining neurocognitive models of psychopathology.

In this review, we propose a computational framework to
conceptualize emotional influences on cognition, focusing in par-
ticular on inhibitory control. We build upon research suggesting
that a wide range of apparently distinct cognitive faculties can be
unified under a common “ideal observer” framework of decision-
making and dynamic choice. Rational observer models have been
applied widely to the study of choice in uncertain environments,
and to identify potential neural markers of the iterative pro-
cesses of belief update underlying such models (Hampton et al.,
2006; Behrens et al., 2007). Subsequent modeling work showed

that such a framework is readily adapted to various aspects of
executive function, including attentional and inhibitory control
(Yu and Dayan, 2005; Yu et al., 2009; Shenoy and Yu, 2011; Ide
et al., 2013). In particular, this literature suggests that appar-
ently distinct faculties in inhibitory control can be folded into
a single framework where subtle differences in task contexts are
reflected in their influence on components of the framework,
giving rise to the diversity of observed behavior. Building on
this research, we argue for an emotion-aware rational observer
model of inhibitory control, where emotions serve as addi-
tional context for the computations underlying behavior. Indeed,
previous research has explored the idea of emotion providing
information about one’s internal state to the executive system.
Therefore, emotion can be considered part of the information
that along with external stimuli is integrated to perform con-
trolled actions (Schwarz and Clore, 1983; Forgas, 2002). Such
biases appear to be mediated by mood-congruent effects on mem-
ory [i.e., priming access to and retrieval of mood-congruent
concepts and outcomes (Bower, 1981)] and interoceptive pro-
cesses [i.e., conveying information about ones’ valuation of /
disposition toward choice options (Schwarz and Clore, 1983)].
Therefore, here we propose a wider role for emotional context
in cognition, and consider how it may affect beliefs and action
valuation in much the same way as other environmental con-
straints and information do. We consider such interactions within
the confines of our decision-making framework for inhibitory
control, thereby allowing us to relating emotion directly to
other, well-understood computational principles underlying
cognition.
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In the following sections, we first review Bayesian ideal
observer models of inhibitory control using a shared compu-
tational framework to guide discussion. The following section
is organized into two parts, distinguishing two broad types of
computational elements that may be modulated by emotion,
namely a) probabilistic computations (i.e., reflecting individu-
als’ beliefs about the frequency of certain events or actions)
and b) valuation computations (i.e., reflecting the value or cost
associated with potential outcomes and actions). To maximize
the theoretical usefulness of our model, we further opt for a
dimensional decomposition of emotion rather than considering
the impact of multiple separate emotions on inhibitory control.
Thus, within this computational framework, we distinguish two
empirically validated dimensions of emotion with distinct physi-
ological markers (Lang et al., 1997; Tellegen et al., 1999; Davidson,
2003): valence or motivational tendency (i.e., positive/appetitive
vs. negative/aversive tone), and arousal (or emotional salience or
intensity). We acknowledge that while valence and motivational
tendency are theoretically different constructs and their respec-
tive validity still a matter of debate, they have a high degree of
overlap in most emotional states. Specifically, most negative emo-
tions are withdrawal based and positive emotions are approach
based, with one notable exception being anger (Harmon-Jones
and Allen, 1998). Given the limited number of studies specif-
ically attempting to dissociate the effects of these dimensions
on inhibitory control, it was not feasible to distinguish between
them in the present review. However, we address this distinc-
tion in our proposed framework by considering two mediating
computational mechanisms through which valence and arousal
may infuse the computational underpinnings of inhibitory con-
trol, namely outcome vs. action related computational processes.
In support of this distinction, separate neural markers have been
linked to anticipation of an outcome vs. the appetitive or aversive
disposition or drive toward a particular outcome [i.e., action ten-
dency; (Breiter et al., 2001; Miller and Tomarken, 2001; Knutson
and Peterson, 2005; Boksem et al., 2008)]. Thus, from a com-
putational and neural perspective, these outcome and action
tendencies may emerge from very different underlying compo-
nents. Therefore, we evaluate valence and arousal with respect to
their potential impact on (a) action and outcome expectancies
(i.e., probabilistic predictions), as well as (b) action and outcome
valuation (i.e., relative importance of these events in the decision
policy).

We propose several hypotheses linking these affective dimen-
sions (and their attendant behavioral influences) to specific
components of the computational framework. Based on the
AIM model of affect infusion and extensive literature pointing
to a strong interdependence between hedonic valence and the
behavioral activation/inhibition system (Niv et al., 2007; Huys
et al., 2011; Guitart-Masip et al., 2012), we conjecture that the
valence dimension may promote both valence-congruent effects
on outcome-related computations and motivational effects on
activation and inhibition. In contrast, arousal may primarily
modulate action cancellation expectancies and, at higher thresh-
olds, have a more indirect impact on computational processes by
redirecting attentional resources and impairing prefrontal corti-
cal function (Arnsten, 2009a). These hypotheses suggest testable,

quantitative relationships between emotional state and inhibitory
control.

MODELS OF INHIBITORY CONTROL

COGNITIVE MODELS OF INHIBITORY CONTROL

Much of the theoretical literature on inhibitory control focuses
on the contrast between action and inhibition and different
aspects of inhibition such as attentional and behavioral inhi-
bition. Accordingly, the literature suggests separate functional
instantiation of these putative processes, both in abstract cog-
nitive models and in proposals for neural architectures. For
instance, several articles propose a conflict model of inhibitory
control, where certain stimuli may activate multiple action plans,
thus generating conflict between competing responses (Botvinick
et al.,, 2001). This notion of conflict has been explored at the
neural level using a contrast between trial types in a variety of
tasks such as the Stroop task (Barch et al., 2000; Macleod and
Macdonald, 2000), the flanker task (Botvinick et al., 1999) the
Simon task (Peterson et al., 2002; Kerns, 2006), and the Stop
Signal task (Brown and Braver, 2005). As an example, in the
Eriksen task, incongruent stimuli are thought to generate con-
flict between the responses associated with central and flanker
stimuli, resulting in behavioral differences and corresponding
neural activation. Other work has drawn on the empirical data
to suggest architectures for monitoring and resolution of con-
flict (Botvinick et al., 2001; Botvinick, 2007) and error (Brown
and Braver, 2005), where specific areas of the brain monitor any
resulting conflicts or errors in order to adjust behavior appro-
priately. Closely related work considers models of the specific
underlying processes that may give rise to action and inhibition,
respectively. For instance, in the stop signal task, the influen-
tial race model of stopping (Logan and Cowan, 1984) suggests
that behavior is an outcome of a race between finishing times
of “stop” and “go” processes, corresponding to inhibition and
response, respectively. A rich literature has explored potential
instantiations of this race model at various levels of neural activ-
ity: from neural firing rates (Hanes et al., 1998; Paré and Hanes,
2003; Stuphorn et al., 2010) to population activity in specific
brain regions such as the IFC (Aron et al.,, 2004) to putative
“stopping circuitry” involved in inhibition of action (Aron et al.,
2007a).

The consensus in much of this work is of a contrast between
inhibition and action, with potentially different mechanisms and
neural circuitry involved in these functions. Further, individuals
are thought to exercise different kinds of inhibition, depending on
the task demands. From this perspective, behavioral and neural
measures of performance in inhibitory control tasks measure the
relative efficacy or dysfunction of these competing systems, and
each such measure may reflect the performance of a different sub-
system. For instance, (Eagle et al., 2008) compare and contrast
the go/nogo and stop signal tasks from behavioral, neural and
pharmacological perspectives, suggesting a dissociation between
different kinds of behavioral inhibition: “restraint” (the go/nogo
task) and “cancellation” (the stop signal task). Other work (Nee
etal., 2007; Swick et al., 2011) explores, from a neural perspective,
the possibility of shared circuitry in various inhibitory control
tasks.
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In contrast, recent work explores the possibility of studying
inhibition using rational observer models, where all behavioral
outcomes (various responses, or the absence of a response) are
produced by a single, rational (i.e., reward-maximizing) decision-
making framework. In the rest of this section, we outline the
proposed framework using different inhibitory control tasks as
examples. The framework promises to unify the wide variety of
behavioral and neural results from studies of different inhibitory
control tasks, currently ascribed to different functional systems.
In addition, this unifying perspective may suggest how other,
apparently distinct, influences such as emotion, may also be
integrated into a computational decision-making perspective.

INHIBITORY CONTROL AS RATIONAL DECISION-MAKING

A recent body of work (Yu et al., 2009; Shenoy and Yu, 2011,
2012; Shenoy et al., 2012) recast behavior in a wide variety
of inhibitory control tasks as rational (i.e., reward-maximizing)
tradeoffs between uncertainty and the cost of available actions.
This cost-benefit tradeoff is an ongoing decision-making process
that unfolds over time as noisy sensory inputs are processed, and
reconciled with prior expectations about possible outcomes. A
general outline of the decision-making framework is shown in
Figure 1. The figure shows an example where certain events in
the real world that are task-relevant (el, ..., e3, top panel) are
processed gradually over time and represented as beliefs or prob-
abilities (middle panel). In the example, el and e2 are mutually
exclusive events (for instance, a forced-choice stimulus), whereas
e3 may or may not occur at some subsequent time. Note that
this simple representation captures the general dynamics of most
of the discussed inhibitory control tasks. The beliefs (b;) shown
in the figure represent the evolving degree of uncertainty an

£ el
g e2 ——— " ;
o ed Sequential choice model
-
5 | W C— Ty Tt+1
% osk” —e1
—e3 wait wait

38' - n(b) ——  mi(b) ——
= —ai
173
820 |—a2 / \ / \
c
.% 10 air ... an air ... an
<

% 1 2

Time

FIGURE 1 | Rational decision-making in inhibitory control. The
figure abstracts out ideas common across recent decision-making
models for inhibitory control into a single framework. Left: an
example where task-relevant events el and e2 are mutually exclusive
(e.g., a forced choice stimulus), and e3 occurs at some later point in
time. Sensory evidence from these events are gradually reconciled
with prior expectations to form a noisy, evolving belief, or subjective
probability, about whether the event occurred. These beliefs form the
basis of an ongoing valuation of, and selection between, available
actions. Right: A representation of this sequential decision-making
process. At each time point, noisy sensory inputs (xj) are incorporated
into beliefs (b), which are transformed into a choice between actions
(a1,...an, wait) based on the decision policy ([]).

individual has about the state of the world—e.g., has e3 occurred
already? Such beliefs are, naturally, influenced by prior expecta-
tions. For example, the initial anticipation that e3 might occur
is tempered by the initial lack of sensory evidence, whereas sub-
sequent occurrence of the event is quickly reflected in the belief.
Based on the belief state, subjects have to weigh the costs associ-
ated with various available actions, and select repeatedly between
them. Note that in the model, inaction is also an available “action,”
with an attendant cost determined by the environment, and an
advantage of acquiring more information for decision-making.
The entire decision-making schematic is depicted in the right
panel of Figure 1.

Below, we illustrate how the framework may be applied to a
variety of inhibitory control paradigms. Through this exercise,
we aim to demonstrate that (1) different inhibitory control tasks
may be understood and interpreted using the same shared frame-
work, and (2) the apparent idiosyncrasies of behavior in the tasks
reflect subtle differences in the task contexts, and draw focus on
specific components of the proposed model. The first two sec-
tions address belief formation and updating, which we show can
occur within trial (i.e., based on increased certainty about rele-
vant sensory information) but also on a trial-to-trial basis (i.e.,
based on cumulative experience with the task). The third section
introduces valuation processes as a framework for understanding
speed accuracy tradeoffs.

Sensory disambiguation: conflict and resolution

We illustrate the influence of sensory processing models on
decision making and inhibitory control using the example of
interference paradigms introduced above. These tasks all share a
critical similarity in that each one sets up a mismatch between
two different features of a perceptual stimulus—i.e., information
contained in the features may be congruent or incongruent with
each other. The tasks, however, require a response based only
on a single stimulus feature. In each of the tasks, subjects are
more error-prone and slower to respond on incongruent trials.
This difference has been attributed to various aspects of cog-
nitive processing such as attentional or cognitive inhibition in
terms of suppressing irrelevant information (Stroop & Eriksen
tasks), or response conflict (Simon task). Instead, behavior in
each of these tasks can be reinterpreted as a process of within-
trial sensory disambiguation and belief update. In particular,
(Yu et al., 2009) proposed that human sensory processing may
have a “compatibility bias,” where visual features are assumed to
vary smoothly over space. This bias could potentially be acquired
through experiential or evolutionary means. For instance, in the
Eriksen task, this assumption may manifest itself via mixing of
sensory evidence between central (C) and flanker (F) stimuli, as
illustrated in Figure 2A (adapted and simplified from Yu et al,,
2009). The figure suggests that, although the relevant sensory
evidence (x;) should only depend on the central stimulus (solid
line), perceptual processing is nevertheless affected by flanker
stimuli (y:). As a consequence, decoding the central stimulus
identity necessitates also decoding the trial type T (congruent
or incongruent). Thus, in the proposed framework, the sensory
processing that unfolds over time is tasked with disambiguating
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FIGURE 2 | Sensory disambiguation in the Eriksen task (Yu et al.,
2009). (A) The model assumes that sensory inputs x; (central stimulus) y¢
(flanker) are mixed. Responding to the central stimulus C necessitates
processing all sensory information and simultaneously decoding both the
central stimulus and trial type T (T = ¢ on congruent trials; T =/ on
incongruent trials) which depends on disambiguation of central and flanker
(F) stimuli; H,S = stimulus type. (B) The corresponding Bayesian inference
process (schematic) quickly discovers that the trial has an incongruent
stimulus, but decoding the central stimulus identity may take longer due to
featural mixing and potentially higher prior expectations of encountering
congruent trials (i.e., p > 0.5).

the trial type and stimulus identity in a joint belief state as
follows:

P{C, T1X;, Y1} & p(e|Op (i |C, TIPC, TIX; —1, Y1} (1)

Here, the central stimulus identity (C = “H” or “S”) and the
trial type T (T = ¢ for congruent or T =i for incongruent)
are both discrete and binary valued. The joint distribution in
Equation 1 incorporates all the information gathered from pre-
vious observations (x;, y;). This iterative process is initialized by
a prior distribution representing prior beliefs about the preva-
lence of congruent trials [ = P(T = c|Xy, Yp)] and the possible
central/flankers stimuli configurations (e.g., “SSS” vs. “HHH”
for congruent trials, and “SHS” vs. “HSH” for incongruent tri-
als, based on a simplified case of only 2 flankers, see Figure 2B).
To make a perceptual decision about the central stimulus C,
the total (marginal) probability P(C = H|X;, Y;) is computed
by summing the joint probabilities over the uncertainty about
congruency (i.e., T =cand T = i):

P(C=HI|X;,Y) =P(C=H,T=c|X;,Y))

+P(C=H,T=ilX;, Y (2a)
Since the stimulus identity only assumes two values (“H” or
“S”), the probability of C being S is simply:
P(C=S8X;,Y;) =1—-P(C=H|X;, Yy) (2b)
It can be shown that the optimal decision policy compares these
two marginal probabilities against a decision threshold g, and
decides that the target is H if P(C = H|X;, Y¢) > g, or Sif P(C =
S|X¢, Y¢) > q. If these conditions are not met, the policy contin-
ues observing the input data. On congruent trials, the reinforcing
effect of the irrelevant flanker features lead to fast, more accu-
rate responses, whereas incongruent trials require much longer to
decode due to the corrupting influence of the flankers on stimulus

disambiguation. So, for instance, the “compatibility bias” shown
by subjects may manifest itself through a skewed prior belief in
the probability of compatibility (i.e., > 0.5; see Figure 2B). As
outlined in part III, we propose that emotional states may influ-
ence sensory processing (hence behavioral performance) via such
altered prior probability distributions.

Belief updating: learning to anticipate
In addition to the within trial evolution of beliefs observed during
sensory disambiguation, recent work (Ide et al., 2013) suggests
that prior expectations and belief updating occurring across tri-
als also profoundly influence inhibitory control. For example, in
a stop signal task, they showed that the immediate experienced
history of trial types induced an ever-changing expectation of a
stop signal on the upcoming trial, P(stop), and that the prior
probability successfully predicted subsequent response times and
accuracy on the trials. Formally, if ¢ is the stop signal frequency
on trial k and si is the actual trial type (1 on stop trials and 0
on go trials), P(stop) is the mean of the predictive distribution
Pp(rk|Sk — 1), which is a mixture of the previous posterior distribu-
tion p(rx—1|Sk—1), and a fixed prior distribution [py(r)], with o
and 1 — o acting as the mixing coefficients, respectively:

p(rklSk—1) = ap(rk—11Sk—1) + (1 — a)po(r) (3a)
where Si = {s1, ..., sk}
with the posterior distribution being updated according to Bayes’
Rule:

Pp(rlSk) o¢ P(sg— 1lr)p(rlSk—1) (3b)

Note that the probabilities in Equations 3a,b, as those in
Equations 1 [ = P(C, T|Xo, Yo)], represent expectancies about
the likelihood of encountering various trial types associated with
specific action requirements (e.g., frequency of stop trials, con-
gruent trials, etc.), before the onset of each trial. Equations 3a,b
show that these expectancies may evolve across trials to form
an iterative prior probability for the associated action. As we
discuss subsequently, while such action expectancies are key com-
putational mediators of inhibitory performance, expectations of
reward or punishment (i.e., outcome expectancies) may be equally
relevant to our framework as they tend to co-vary with emotional
sates. For instance, the use of inherently rewarding or punish-
ing stimuli as trial type cues (i.e., paired with go or stop action
requirement) may provide additional context to bias estimations
of trial type probabilities (e.g., which could be modeled by an
additional fixed prior that influences stimulus expectation).

Speed-accuracy tradeoffs: go bias and rational impatience

Focusing on inhibition and action valuation, we now introduce a
general cost function framework for perceptual decision-making
tasks as an example of how action valuation impacts measures of
inhibition. Subsequently, we focus on two variants of this percep-
tual decision-making framework, namely the 2-alternative forced
choice (2AFC) task (e.g., flanker) and the go/no-go task. As indi-
cated in Figure 1, the moment-by-moment belief state generated
through sensory processing results in estimation of inferred costs
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of these actions and an appropriate choice. Note that choosing
to postpone responding for one more time step is also an avail-
able action, and has a specific cost associated with it: the cost of
opportunity. An action selection policy therefore needs to min-
imize the overall, or expected, cost of action choice inclusive
of decision delay costs. These competing goals are made con-
crete in the form of a cost function that specifies the objective
to be minimized through the action selection policy. In percep-
tual decision-making, as an example, a well-studied cost function
minimizes a linear sum of response time and accuracy:

Cost = ¢ * RT + ¢, * P (choice error) + P (no response) (4a)

The terms in this equation represent the cost of time
(parameter c), the cost of choosing the wrong response (c.), and
the cost of exceeding the response deadline (which, for simplicity,
is normalized to unit cost). P(choice error) and P(no response)
are time varying probabilities of making a choice error (due to
stimulus misidentification) and making no response, respectively.
This sets up a natural speed-accuracy tradeoff where the costs
of the two available responses depend on the uncertainty of the
stimulus identity, and the cost of waiting one more time step
may be offset by the possibility of gaining more information. The
parameter c, includes the intrinsic cost associated with error, but
may also include extrinsic reward (e.g., the monetary gain/loss
received based on the outcome of each trial). Referring back to
Figure 1, this cost function forms the basis of estimating action
costs based on the current belief state (b;). More specifically, let t
denote the trial termination time, D the response deadline, and d
the true stimulus state (e.g., d = 0, 1). Then, an action policy &
maps each belief state (b;) to a choice of actions (i.e., wait, choose
A, or choose B), and over the course of repeated action choices
within a trial, results in a termination time T, and an action choice
d = 0, 1. The loss associated with T and 3 is then:

I(t,8;d,D) = ct+ c.l{x<Ds£d) + l{x=D} (4b)
where 1(, is the indicator function, evaluating to 1 if the condi-
tions in {-} are met and 0 otherwise. Then, on average, the cost
incurred by policy m is:

Ly =<Il(1,3) >=c<1>+4+c¢P@ #d)+P(t=D) (4c)

where P(8 # d) is the probability of wrong response, and
P(t = D) is the probability of not responding before the dead-
line (omission error). The optimal policy is that policy  which
minimizes the average loss, Ly. The modeling work in this
domain shows that such an optimal decision policy closely mir-
rors human and animal behavior in these tasks, in particular,
correctly predicting changes in behavior when task constraints are
manipulated.

One variant of this forced-choice perceptual decision-making
task is the 2-alternative forced choice task (2AFC; e.g., Flanker
paradigms), in which two stimuli are associated with distinct “go”
responses. Another variant is the go/nogo task, where associating
one stimulus with an overt response, and the other stimulus with
no response during the response window, fundamentally repre-
sents a similar perceptual decision process. While on the surface

the go/nogo task is very similar to forced-choice decision-making,
behavioral and neural evidence suggests an apparent bias toward
the go response that manifests as a propensity toward high false
alarm rates. Such “impatience” has principally been ascribed to
failures of putative inhibitory mechanisms (Aron et al., 2007b;
Eagle et al., 2008). In contrast, (Shenoy and Yu, 2012) suggest
that this behavior may in fact be a rational adaptation of the
speed-accuracy tradeoff for this task. To see why this may be
the case, consider the schematic representation of the decision-
making process in Figure 3. For the 2AFC task, both stimuli
eventually lead to a terminating “go” action (one of the two avail-
able responses). However, for the go/nogo task, one stimulus leads
to a “go” response (and hence termination of the trial), whereas
the other stimulus requires waiting until the end of the trial to
register a “nogo” response. This asymmetry is reflected in the cost
function for the go/nogo task (Shenoy and Yu, 2012):

Cost =c* RT + ¢, x P (false alarm) ~+ P (miss) (5a)

where c is the cost of time, ¢, is the cost of commission error,
P(false alarm) and P(miss) are the probabilities of making com-
mission and miss errors, respectively.

If again t denotes the trial termination time and D is the trial
deadline, T = D if no “go” response is made before the deadline,
and T < D if a response is made. On each trial, the optimum
decision policy 7 has to minimize the following expected loss, Ly:

Li=c<1> 4¢P < D|d=0)P(d=0)

+P(t=Dld=1)Pd=1) (5b)
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FIGURE 3 | Rational impatience in the go/nogo task (Shenoy and Yu,
2012). (A) The rational decision-making framework suggests that choices
unfold over time as sensory uncertainty is resolved. For a forced -choice
decision-making task, all stimuli eventually result in responses that
terminate the trial. For a go/nogo task, the go stimulus requires a go
response that terminates the trial; however, the nogo stimulus requires
withholding response until the end of the trial; where (x;) and (y;) are the
sensory inputs incorporated into beliefs (b;), and [T is the decision policy
relating specific beliefs to a choice between actions (aft, ..., an, wait). (B)
The asymmetry is reflected in the decision thresholds for the two tasks:
go-nogo response threshold (dashed red line) is initially lower than
forced-choice threshold (solid red line), reflecting the tradeoff between go
errors and opportunity cost (see text).
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where P(d = 0) = P(NoGo) and P(d = 1) = P(Go) are the prob-
abilities that the current trial is NoGo or Go, respectively, P(t <
D|d = 0) is the probability that a NoGo trial is terminated by
a Go response (false alarm), and P(t = D|d = 1) is the proba-
bility that no response is emitted before D on a Go trial (miss).
Here, P(Go) and P(NoGo) reflect prior beliefs about the current
trial type being a Go or a NoGo trial respectively (i.e., action
expectancies), whereas P(t < D|d = 0) and P(t = D|d = 1) are
the overall fraction of false alarm or miss error respectively. Note
that a correct NoGo response consists of a series of “wait” actions
until the response deadline D is reached.

Compare this with the previous cost function (Equations
4a—c), for perceptual decision-making. In both tasks, the deci-
sion to “go’/terminate the trial (i.e., T < D) limits the costs
associated with response delay, and the choice to “wait” (i.e.,
T = D) decreases error related costs since it results in additional
data observation and therefore helps the disambiguation process.
Bellman’s dynamic programming principle (Bellman, 1952) can
be used to determine the optimum decision policy (i.e., smallest
expected costs of go vs. wait actions), which is computed itera-
tively as a function of the belief state b, i.e., Q-factors Qw(b;) and
Qg(b;) for wait and go actions, respectively. That is, if Qw(b;) <
Qg(b;), the optimal policy chooses to wait, otherwise it chooses
to go (adapted from Shenoy and Yu, 2011, 2012).

In the go/nogo task, however, the cost function directly trades
off response times against the go bias, since shorter RT leads
to lower overall cost of time, and a lower miss rate, at the cost
of an increase in false alarm rate. This is reflected in the deci-
sion boundaries corresponding to the forced choice and go/nogo
tasks (Figure 3B). In the forced-choice task, whenever the belief
in stimulus identity crosses one of two symmetric thresholds, a
response is generated. This threshold decreases as the response
deadline approaches, since beliefs are unlikely to change drasti-
cally in the remaining time. In contrast, the go/nogo threshold is
an initially increasing single threshold, capturing the notion that
early on in the trial, an erroneous go response may be preferable
to the prospect of waiting until the end of the trial.

INHIBITORY CAPACITY, TASK CONTEXT, AND EMOTION

Here, we examined a rational decision-making framework for
inhibitory control, where various behavioral effects (and asso-
ciated measures of inhibitory capacity or failure) were seen as
emergent properties of an evolving cost-benefit tradeoff. This
view captures behavior in a range of tasks such as the Stroop
task, the Eriksen task, the go/nogo task, and the stop signal
task, each of which is used to study a putatively different aspect
of inhibitory control. Specifically, we described two classes of
parameters that capture the dynamic decision-making process
supporting inhibitory control, namely those representing (1)
individuals’ beliefs about task-related events and (2) the relative
values associated with these events. In terms of belief estimation,
we consider action expectancies (e.g., probability of encounter-
ing a stop or go trial), as well as outcome expectancies (e.g.,
probability of making an error, of encountering an appetitive
stimulus). Similarly, for valuation processes, our model distin-
guishes action related costs (e.g., time/opportunity or activation
costs) and outcome related costs (e.g., cost of error). Summing

up the implications of this work, we see that the different behav-
ioral measures of inhibitory capacity are all attributable to one
or more specific constituent parameters of the decision-making
framework which subserves performance in all of these tasks.
Thus, seemingly disparate functions such as action, restraint and
cancellation, attentional and behavioral inhibition, can be folded
into a unifying framework of information and valuation, where
the diversity of behavior principally reflect subtle differences in
the task design, and their subsequent influence on components of
the model. This perspective guides our view of the potential roles
of emotion in inhibitory control: By conceptualizing emotion as
additional context available to (or imposed upon) the decision-
maker, we may then generate constrained hypotheses about how
such emotional context may impact behavior within the con-
fines of our proposed decision-making framework. Through this
exercise, we aim to relate emotion directly to other, better-
understood aspects of cognition such as beliefs, valuation, and
choice.

A BAYESIAN FRAMEWORK FOR AFFECT-DRIVEN BIASES IN
INHIBITORY CONTROL

We now examine how the computational framework out-
lined above can be used to understand emotional influ-
ences on inhibitory control. In particular, we hypothesize that
each of the primary emotional dimensions considered (i.e.,
valence/motivational tendency and arousal) may be understood
in terms of their biasing effects on parameters formalizing: (a) the
values and shape of prior probability distributions, and (b) the
relative values of various actions/outcomes. The former focuses
on the generative models that guide the inference of beliefs
from available evidence (i.e., information acquisition and main-
tenance), while the later refers to cost functions that constrain the
action selection policy (i.e., valuation).

In this review, we confine ourselves to computational hypothe-
ses within the decision-making framework—i.e., hypotheses
about how emotion may be viewed as additional context
informing and constraining existing, ongoing computations. We
break down emotional influence into valence/motivational ten-
dency and arousal, two empirically validated dimensions of
emotion, and consider their potential impact on both action
related computations (Figure 4 green areas) and outcome related
computations (Figure 4 blue areas). However, we also consider
possibilities where emotion processing may act as a separate,
competing process diverting attentional and executive resources
away from task-related computations. As we discuss below, this
becomes particularly relevant to the effect of arousal.

PROBABILISTIC COMPUTATION

One way to conceptualize the interaction of emotion and
inhibitory control within a Bayesian framework relates to sensory
disambiguation and belief formation (e.g., expectations about
task relevant stimuli/outcomes). We suggest that the values and
shape of the prior probability distributions associated with given
events are the computational levels where such affective influ-
ences could be implemented. Such probabilistic computations
represent an individual’s prior knowledge of the environment
in which he/she is operating, which is used to make predictions
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FIGURE 4 | Hypothesized biases of emotional dimensions on Bayesian
model parameters. Two categories of parameters are considered: prior
probability distributions [means; P(); top panel]l and relative costs [CI();
bottom panel], each being further evaluated in terms of primary action
related expectancies (green areas) and task contingent outcomes (light
blue areas). Legend: arrows indicate hypothesized direction of bias, with
bolded arrows indicating stronger or more likely biases (1, increase/higher
value; |, decrease/lower value); Valence Dimension: +/Appr,
positive/approach; —/Avoid, negative/avoidance; Arousal: Mod., moderate;
Pos, positive/rewarding outcome/stimulus; Neg, negative/punishing
outcome/stimulus; $, monetary reward; -§, monetary penalty; a, mixing
factor; P(C, T|Xo, Yo)/B, probability of trial being congruent at trial onset
t=0 (e.g., in Stroop or Flanker task); x(t) = sensory input for central

Generative & Inference Models

e.g., Flanker/Stroop
xi(t), yi(t)
B= P{CITJ Xi=0,Yt0}
PiGa)/p(d=1) PCTIX Y =
pOxi(t) | C)p(yi(t) |CT) P{CT [ Xy Yer}

P(stop)/ro, Mea v
P{C=H [ X, ye} = P{C=H,T=c| X,y:} + P{C=H,T=i|x,y:}

1-P{CT|x0Yo0 Y/1-B
P(Nogo)/P(d=0) e.g., Stop Signal Task
p(ro Is0); Prica I5ca)
v

e P(stop)=<p(r I5..:)>

P(ry [sk1) = ap(ricy ISi1) + (1-a)po(ry)
P(-$), P(Neg)
Py Is) = P(si I re) p(r Isie1)

C(effort)

C(time)/c Cost Functions

e.g., Go/Nogo
¢, ce

v

Cost = c*RT + c.* P(false alarm) + P(miss)
L, = ¢c© + ¢, P(t<D|d=0)P(d=0) +
P(t=D|d=1)P(d=1)
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stimulus, y(t) = sensory input for flanker stimulus; P(pos), probability of
positive stimulus/outcome (e.g., happy face), P(Neg), probability of
negative stimulus/outcome (e.g., angry face, painful stimulus); P(go) =
P(d = 1) = probability of upcoming trial being Go trial; P(NoGo) = P(d = 0)
= probability of upcoming trial being Nogo trial, P(stop) = probability of
upcoming trial (k) being Stop trial (rp = initialization prior value at first trial;
rx—1, initialization prior value from previous trial); a, mixing coefficient;
P(t < D|d = 0), probability of making “false alarm error” (incorrect go
responses), P(t = D|d = 1) = probability of making “miss” error (incorrect
nogo response); C(time) = ¢, cost of time, Cleffort), cost of effort
associated with action; Clerror) = ¢, cost of error; t, trial termination
time; D, trial deadline; d, true stimulus state (e.g., here d =0 for NoGo
trials, d =1 for Go trials).

about upcoming events. For instance, a central assumption of
the Bayesian ideal observer model is an iterative estimation of
the likelihood of certain events as sensory disambiguation pro-
ceeds until certain probability thresholds that minimize the cost
function are reached (at which point an action is selected). These
probability distributions may also be updated over the course of
multiple trial/response dyads (generating posterior distributions)
based on the history of prior estimates and current trial out-
come (Bayes rule; e.g., Equation 3b). Thus, prior distributions are
often modeled as the combination of a fixed initial prior (repre-
senting pre-task frequency estimates) and the previous posterior
distributions capturing the history of multiple trials in the task
(Shenoy and Yu, 2011); see Equation 3a). While factors such as
previous experience with the inhibitory task are likely to heavily
influence these prior values, we propose that emotional attributes

could be similarly used as heuristics to gauge how likely an event
or upcoming action is, resulting in a general shift in values (i.e.,
mean change) or changes in the distribution shape (e.g., variance,
skew; see Figure 4 top panel “Prior Distributions”). Supporting
the plausibility of this hypothesis, there is robust evidence of
similar biases in subjective probability estimation in healthy pop-
ulations, typically reflecting underestimation of high probabilities
and overestimation of low probabilities (Kahneman and Tversky,
1979; Loewenstein and Lerner, 2003).

Based on the reviewed literature and extensive evidence of
interdependence between valence laden information and action
tendencies (e.g., activation vs. inhibition; see (Huys et al,
2011; Dayan, 2012), we consider two mediating mechanisms by
which valence and arousal could bias probabilistic computations,
including outcome expectancies (see Figure4 top panel, blue
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area), and action expectancies (see Figure4 top panel, green
area). Finally, given evidence of distinct functional and neuro-
chemical systems involved in approach related actions (e.g., “go”),
action cancellation (e.g., stopping an initiated action, “stop”),
and inhibition (e.g., withholding an action, “no-go” (Frank, 2005;
Eagle et al., 2008; Swick et al., 2011), our proposed model distin-
guishes these three types of action requirements when consider-
ing potential emotional influences. We note that approach-based
activation in the context of standard inhibitory paradigms is most
commonly associated with go actions, which could be in the con-
text of gaining a reward or avoiding “miss” errors. The latter
is more akin to a form of active avoidance (i.e., performing an
action to avoid a negative outcome). In contrast, inhibition or
action restraint in the present framework (e.g., “nogo” responses)
is related to passive avoidance (e.g., not performing an action to
avoid “false alarm” errors or other penalties). This is consistent
with actor-critic models of reinforcement learning (Maia, 2010;
Dayan, 2012) and neural evidence that learning of both approach
actions and avoidant actions involve phasic firing of dopamine
neurons (predominantly via D1 receptors) in the dorsal striatum
(Montague et al., 2004; Samson et al., 2010). In contrast, dips
in dopamine (via D2 receptors in the “no-go” indirect pathway)
and serotonin may be primarily involved in mediating inhibition
or action constraint (Frank et al., 2004; Dayan and Huys, 2008;
Kravitz et al., 2012).

Valence/motivational tendency

Action expectancies. The valence of an emotional state provides
information about one’s disposition toward stimuli or actions in
the environment (Schwarz and Clore, 1983), with positive valence
promoting approach and negative valence promoting avoidance.
Such motivational information may in turn be integrated into the
interoceptive processes taking place during concurrent inhibitory
control behavior. Thus, we suggest that emotion may exert influ-
ence on behavior by modulating expectations of encountering
specific action requirements (i.e., trial types) relevant to the
inhibitory control task. For example, in a go/no-go paradigm, one
has to choose between two types of behavioral responses, namely
a “go”/approach action or a “no-go”/inhibition response. We
hypothesize that positive valence may promote approach actions
by increasing expectancies of having to implement an approach
action (e.g., expectation to encounter a “go” trial) or decreas-
ing expectancies of implementing action restraint (e.g., “no-go”
trial), while negative valence may have the opposite effect. In
probabilistic terms, the positive interoceptive information con-
ferred by an emotional state may increase an initial and fixed
prior’s values (e.g., an overall mean shift of the distribution) for
go trials [i.e., P(d = 1) = P(Go)], as they involve an approach
action, and/or decrease such prior values for no-go inhibitory
trials [i.e., P(d = 0) = P(NoGo) = 1-P(Go)]. Either of these
biases would promote faster go decisions (and higher rates of false
alarm errors) as shorter go reaction times (t) would minimize
the cost function (see Equation 5b). This is because such higher
prior over the frequency of go stimuli would provide a higher
starting point for the evidence accumulation process, thus requir-
ing a shorter time for the belief state (b;) to reach the decision
boundary and generate a go response; see (Shenoy and Yu, 2012).

Alternatively, a negative emotional state should have the opposite
effect in biasing upward no-go prior values (and/or decreasing go
prior values), resulting in longer go reaction times (and more miss
errors).

An extensive behavioral and neural literature suggests hedonic
valence and action tendencies have strong interdependence, sup-
porting our hypotheses. For instance an appetitive state (e.g., con-
ditioned appetitive cue) promotes approach actions and hinders
withdrawal and action constraint/no-go responses, while aver-
sive cues have the reverse effect (Huys et al., 2011; Guitart-Masip
et al., 2011b). Individuals are also more likely to learn go actions
in rewarded conditions and less likely to learn passive avoidance
(i.e., no-go choices) in punished conditions (Guitart-Masip et al.,
2011b, 2012). Similarly, higher commission rates are observed
when appetitive stimuli are paired with a no-go (i.e., action
restraint) requirement (Hare et al., 2005; Schulz et al., 2007;
Albert et al., 2011). Here, the positive valence/approach moti-
vation may increase expectations of encountering a go trial [i.e.,
higher P(Go)], again promoting earlier responses (i.e., shorter t;
see Equation 5b). Importantly, valence congruent effects are also
observed with the valence of an action (i.e., approach vs. with-
drawal). For instance, Huys et al. (2011) showed that even after
controlling for behavioral activation/inhibition and the valence of
contingent rewards/punishments, an active withdrawal response
was facilitated by aversive states but inhibited by an appetitive
state. Similarly individuals scoring higher on trait measures of
reward expectations demonstrate slower SSRTs, while those with
higher punishment expectations produce faster SSRTs in stop-
signal tasks (Avila and Parcet, 2001). Thus, while appetitive states
may increase go trials expectancies, they may decrease expectan-
cies of encountering action cancellation trials [i.e., P(stop) =

<p(rlsk—1) > in Equation 3a] while the reverse is true for
aversive states.

Outcome expectancies. Consistent with connectionist (or neu-
ral network) accounts (Mathews and Macleod, 1994), emotional
states have been shown to activate mood-congruent information
and concepts in memory, which in turn increases the likeli-
hood this information is attended to (Forgas et al., 1984; Eich
et al., 1994; Bower et al., 2001). We suggest that these mood-
congruent effects, by modulating the “landscape” of informa-
tion in awareness, produce biased expectations of encountering
valence-congruent outcomes. Again, these biases could manifest
by increases or decreases in the central tendency and/or shape of
the prior probability distributions associated with valence laden
events. For instance, negative affect, such as sadness and anxiety,
promotes higher expectations of punishment and aversive events
(Abramson et al., 1989; Ahrens and Haaga, 1993; Handley et al.,
2004), while euphoria is associated with higher expectations or
reward and success (Johnson, 2005; Abler et al., 2007). In addi-
tion, relative to euthymic controls, sad or depressed individuals
are more accurate and faster at recognizing sad affect in human
faces (Lennox et al., 2004), while socially anxious individuals are
better at identifying angry faces (Joormann and Gotlib, 2006).
In contrast, manic individuals are less accurate at identifying sad
faces (Lennox et al., 2004). These biases have been linked to differ-
ent neural patterns in face recognition areas, suggesting a different
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prior “expertise,” rather than differences in emotional response.
In the context of action requirements tied to emotional cues (e.g.,
in affective go no-go paradigms), such biases would result in a
reduced discrepancy between internal predictions of encounter-
ing a mood congruent stimulus [e.g., positive or negative facial
expression, i.e., P(Pos)/P(Neg) Figure 4] and the actual occur-
rence of this event. This should in turn facilitate (i.e., speed up)
the identification of mood-congruent stimuli in emotional rela-
tive to euthymic individuals. Consistent with this hypothesis, in
affective go no-go paradigms, manic patients respond faster to
happy stimuli and slower to negative stimuli on go trials, and
depressed patients respond faster to sad stimuli (Murphy et al.,
1999; Erickson et al., 2005; Ladouceur et al., 2006). These types
of emotional biases could impact inhibitory function more indi-
rectly than those associated with action requirement expectancies,
possibly by facilitating or slowing the disambiguation of emo-
tional cues tied to action requirements. This may be particularly
relevant for inhibitory control within social interactive contexts.

Arousal

Action expectancies. Increased arousal has been associated with
impaired functioning of the prefrontal cortex (PFC), includ-
ing regions necessary to implement inhibitory control such
as the inferior frontal gyrus (Robbins and Arnsten, 2009). In
addition, high arousal promotes stronger reliance on habit-
ual/prepotent responses and generally decreases goal-directed
responding (Dias-Ferreira et al., 2009; Schwabe and Wolf, 2009).
Therefore, we suggest that high arousal is more likely to impair
inhibitory control by reducing the attentional and computational
resources necessary to disambiguate task relevant information
(see Figure4; red area). This is consistent with studies link-
ing arousal prompted by conditioned cues to electric shock to
a selective slowing during inhibitory trials in Stroop and Stop-
signal tasks (Pallak et al., 1975; Pessoa et al., 2012). Indeed,
because incongruent, non-prepotent, responses involve more sen-
sory disambiguation and/or more effort to shift response set,
such computational processes may more heavily rely on intact
PFC function and executive resources. Therefore, the taxing of
PFC function under high arousal would be expected to more
selectively impact performance during incongruent trials. Other
work, however, points to a more general arousal-driven impair-
ment for both prepotent and inhibitory responses, notably in
Stroop (Blair et al,, 2007), stop-signal (Verbruggen and De
Houwer, 2007), and go/no-go (De Houwer and Tibboel, 2010)
paradigms.

In contrast, evidence suggests that moderate levels of arousal
can facilitate executive and PFC function, consistent with an
inverted U shape relationship between arousal and cognitive per-
formance (Fasterbrook, 1959; Eysenck, 1982; Arnsten, 1998).
Moderate levels of norepinephrine (NE) release strengthen pre-
frontal cortical functions via actions at post-synaptic o-2A
adrenoceptors with high affinity for NE, which has been associ-
ated with improved set shifting function and selective attention
(Ramos and Arnsten, 2007). Based on this literature, we pro-
pose that moderate arousal may facilitate activation, particularly
action cancellation (e.g., stop response), by increasing expectancy
of encountering stop trials. This is consistent with extensive

animal literature highlighting the role of NE as a neural “inter-
rupt” (Sara and Segal, 1991; Dayan and Yu, 2006) and recent
studies showing that both NE and dopamine play an important
role in regulating impulsivity and speed of behavioral control in
ADHD (Arnsten et al., 1984; Frank et al., 2006; Arnsten, 2009b).
Consistent with this hypothesis, both human and animal studies
point to a selective facilitating effect of norepinephrine in stop-
signal paradigms, improving SSRTs while go reaction times are
typically unchanged (Overtoom et al., 2003; Chamberlain et al.,
2006; Robinson et al., 2007). Moderate arousal induced by both
positive and aversive images were also found to improve SSRTs
in humans (Pessoa et al., 2012). This contrasts with pharmaco-
logical studies that suggest no effect of dopamine or serotonin
on SSRTs, but rather preferential effects on go/approach actions
and action constraint/inhibition respectively (Eagle et al., 2008).
Computationally, moderate arousal may increase the mean of
the prior distribution associated with the frequency estimate of
stop trials po(r%), which in turn would result in a similar upward
shift in the predictive probability of stop trials P(stop) [i.e., the
mean of the predictive distribution p(r|sy—1), see Equations
3a and b].

In relation to action cancellation, arousal should similarly
bias expectancies related to cancelling automated responses in
interference paradigms (e.g., interruption of prepotent responses
during incongruent trials in Stroop or Flanker tasks). Specifically,
moderate arousal may increase expectations of encountering
incongruent events (requiring action cancellation) or decrease
expectations of encountering congruent trials, which would result
in less impairment in incongruent/inhibitory trials. For instance,
in flanker paradigms (and presumably in other interference
tasks), modeling the sensory disambiguation process with a joint
probability of true stimulus and trial type [i.e., P(C, T|X;, Y;), see
Equation 1] produces inferential performance that successfully
captures behavioral data. Importantly, increasing its initialization
prior to reflect a bias toward compatibility [P(C, T|Xo, Yo),p >
0.5/chance] produces a shift in inference that would be expected
to lead to worse performance on incompatible trials (Yu et al.,
2009). This relates to a longer latency for the probability of the
trial being incongruent to rise up toward 1 on incongruent tri-
als (as it starts from a lower anchor value). Thus, while such
compatibility bias is observed in normative samples (Yu et al.,
2009), we hypothesize that moderate arousal could reduce this
bias, which would be reflected by a lower value of the § parameter
in the model (i.e., closer to 0.5). This is consistent with improved
Stroop performance in moderate arousal condition (mild shock
expectation; Pallak et al., 1975).

Outcome expectancies. While we are not aware of any studies
isolating the effect of arousal from valence on outcome expecta-
tions, some work suggests that prolonged physiological arousal
in anxiety and trauma conditions may play a role in maintain-
ing expectations of danger (Norton and Asmundson, 2004). It
remains difficult, however, to disentangle the role of arousal from
valence in these effects, which may be better explained by valence-
congruent effects on memory and attention (see above). Thus, we
suggest that the arousal dimension is unlikely to impact outcome
expectancies (e.g., reward vs. punishment), but rather modulates
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action preparedness and expectations of encountering action can-
cellation trials (via NE release as previously noted). Indeed, based
on the affective go/no-go studies, valence-congruent response
biases in go reaction times were observed in depressed and manic
patients (Murphy et al., 1999; Ladouceur et al., 2006) as opposed
to a unidirectional effect of emotion (which would be more
consistent with an arousal effect). This speaks against a poten-
tial role of moderate arousal in biasing probabilistic outcome
expectancies. In addition, higher levels of arousal are likely to
have a deleterious impact on computational recourses mediated
by impaired PFC function (Ramos and Arnsten, 2007).

Neural implementation

Valence-dependent biases on approach activation and inhibition
tendencies are likely to preferentially involve the dopamine and
serotonin signaling in the dorsal striatum. The approach “go”
pathway is facilitated by positive/rewarding states via dopamine
(D1 receptors) while serotonin and dopamine (D2 receptors) are
preferentially involved in linking negative/aversive valence to the
inhibition/”nogo pathway (Frank et al., 2004; Montague et al.,
2004; Dayan and Huys, 2008). Active withdrawal and action can-
celation may also involve serotonin (Deakin and Graeft, 1991).
In addition, norepinephrine and dopamine are likely to play a
key role in mediating arousal effects on action cancelation by
facilitating fronto-striatal communication (Ramos and Arnsten,
2007; Eagle et al., 2008). In terms of brain regions, probability
computation (in contrast to valuation) within an expected util-
ity framework has been associated with activation of the mesial
PFC (Knutson and Peterson, 2005), although recent evidence
points to subcortical correlates in anterior and lateral foci of
the ventral striatum (Yacubian et al., 2007). While this is still
an emerging program of research, recent work also suggests
that the dorsomedial PFC encodes in a dose-response manner a
representation of the history of successive incongruent trials in
interference paradigms (Horga et al., 2011). Such neural repre-
sentations appear critical to maintaining cognitive control in the
task, as they influenced the neural and behavioral adaptation to
incongruency in this task supported by a network involving the
pre supplementary motor areas (SMA) and dorsal anterior cingu-
late (dACC). Based on this research, computational biases related
to the cumulative magnitude of certain event probabilities (e.g.,
expectancy of action cancellation requirement), including those
driven by emotion, may be reflected by differential recruitment
of the dorsomedial PFC. In addition, converging evidence sug-
gests that the dACC is involved in tracking conflict (Botvinick
et al, 1999, 2001) and more generally expectancy violation
(Somerville et al., 2006; Kross et al., 2007; Chang and Sanfey,
2011). In line with a conflict monitoring hypothesis, activation of
this region is indeed consistently observed during incongruent/
high conflict trials in various inhibitory control tasks (Botvinick
et al., 2001) and predicts subsequent prefrontal recruitment
and behavioral adjustments (Kerns et al., 2004; Kerns, 2006).
Importantly, recent computational work highlights the selective
involvement of the dACC in coding the discrepancy between
internally computed probabilities of response inhibition and
actual outcome, a form of “Bayesian prediction error” (Ide et al.,
2013), making this region a plausible candidate for tracking the

magnitude of potential emotion-driven biases in Bayesian error
prediction.

VALUATION

We now consider emotion-driven biases associated with valua-
tion processes and argue that emotional attributes may increase
or decrease the relative costs of task-related actions and out-
comes. Based on extensive empirical and computational evidence
from the reinforcement learning literature, a representation of
the values (or expected reward) associated with possible actions
is necessary to support the selection of actions in goal-directed
behavior (Montague et al., 2006). Mesolimbic dopamine has been
posited to play a crucial role in the “binding” of such hedonic
values and reward-related actions or stimuli, providing a moti-
vational weight or “incentive salience” to these actions/stimuli
(Berridge and Robinson, 1998; Berridge, 2007). Thus, as with any
type of goal-directed behavior, the selection of actions involved
in inhibitory control tasks (e.g., go vs. no-go actions) should
be modulated by such a valuation system. Consistent with this
hypothesis, manipulating the perceived value of response speed
vs. accuracy (e.g., with subtle changes in instructions) pro-
duces behavioral changes in concert with the expected motiva-
tional shifts in stop-signal paradigms (Band et al., 2003; Liddle
et al., 2009). Overall this suggests that the relative values asso-
ciated with task-related actions/events contribute to modulating
inhibitory behavior independently of probabilistic computations
(e.g., action requirement expectancies). Because emotion again
conveys information about one’s state and disposition (Schwarz
and Clore, 1983), an intuitive prediction is that the valence of an
emotional state is likely to modulate the incentive salience (i.e.,
value) of particular task-related actions/outcomes. In Bayesian
terms, the relative weight or salience of these actions/events is
reflected in the cost function, and most commonly in terms of
speed vs. accuracy tradeoffs (see Equations 4a, 5a). As with the
probabilistic computation section, we consider valuation biases
separately for task-related actions (e.g., go vs. no-go; Figure 4,
bottom panel, green area) and outcomes (e.g., accuracy; Figure 4,
bottom panel, blue area). Based on limited evidence for distinct
valuation mechanisms for different types of action requirements,
and given previous work linking reward with the degree of
effort/vigor of a particular action (Niv et al., 2007), we sim-
plify the action category to basic (approach-based) activation and
inhibition.

Valence/motivational tendency

Action valuation. Some animal studies suggest that phasic release
of dopamine in the NAcc is involved in coding the predictive
reward of an action and is directly related to the degree an
animal overcomes and maintains effort to obtain this reward
(Morris et al., 2006; Phillips et al., 2007; Salamone et al., 2007).
This research points to a potential role of NAcc dopamine in
representing effort-related costs (i.e., associated with behavioral
activation). In a closely related line of work, recent computational
accounts suggest that tonic levels of dopamine release encode the
average rate of available reward per unit of time, which is inversely
proportional to opportunity costs associated with slower responses
(Niv et al., 2007; Shadmehr, 2010; Guitart-Masip et al., 2011a). In
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contrast to those associated with effort (i.e., activation), opportu-
nity costs can be conceptualized as cost of time or “waiting to act”
(i.e., inhibition).

Based on this research, we conjecture that the degree to which
an emotion is appetitive may modulate the value of engaging in
action (e.g., reducing the cost of effort associated with behavioral
responses). For instance, in affective go/no-go paradigms, a pos-
itive emotional state (or the anticipation of such state) should
reduce the cost of effort associated with go actions [or increase
opportunity costs associated with inhibition; i.e., C(time) = ¢
in Equations 4a—c, 5a—b and Figure 4]. Computationally, either
biases should result in selecting go actions at earlier stages of
the sensory disambiguation process (i.e., faster reaction times
would minimize cost). Similarly, the aversive tone of an emotional
state may have the opposite effect, i.e., increasing activation/effort
costs, thus promoting inaction. Consistent with these predictions,
appetitive Pavlovian stimuli specifically promote “go” actions and
inhibit no-action and withdrawal, while aversive cues promote
the opposite pattern (Hare et al., 2005; Huys et al., 2011; Guitart-
Masip et al., 2012). Importantly, activations in the striatum
(ventral putamen) and ventral tegmental area (VTA) have been
found to correlate with the magnitude of go and no-go action val-
ues with opposite signs for each respective action (Guitart-Masip
etal., 2012).

Outcome valuation. Appetitive vs. aversive emotional states can
have valence-congruent modulating effects on hedonic experi-
ence. For instance a depressed or sad mood reduces the pleasant-
ness of rewards and amplifies perception of pain, while positive
mood lowers pain ratings and increases pain tolerance (Tang
et al., 2008; Zhao and Chen, 2009; Berna et al., 2010). This is
consistent with extensive evidence that negative mood states are
associated with reduced sensitivity to reward (Henriques and
Davidson, 2000; Harlé and Sanfey, 2007; Foti and Hajcak, 2010;
Disner et al., 2011), as well as increased sensitivity to error (an
aversive event) demonstrated by stronger amplitudes of the error
related negativity (ERN) (Paulus et al., 2004; Pizzagalli et al., 2005;
Olvet and Hajcak, 2008; Wiswede et al., 2009; Weinberg et al.,
2010) and more post error slowing (Luu et al.,, 2000; Boksem
et al., 2008; Compton et al., 2008). In contrast, appetitive states
have been linked to increased reward sensitivity (Johnson, 2005),
increased perception of happiness (Trevisani et al., 2008) and
reduced post error slowing in interference tasks, consistent with
a reduced monitoring of error (van Steenbergen et al., 2009,
2010).

Accordingly, we suggest that, in addition to modulating action
valuation, the valence of an emotional state may bias the relative
value/cost of task-related outcomes (e.g., rewards and punish-
ments associated with performance). Specifically, positive emo-
tion should enhance the relative value, i.e., decrease the relative
cost of rewarding outcomes [e.g., C($) Figure 4]. In contrast,
negative emotional states would be more likely to prompt an
overestimation of the cost of error or other aversive events [i.e.,
C(-$), C(error)/c,, see Equations 4a—c, 5a-b and Figure4)].
For instance, to minimize average costs in a go/no-go task (see
Equations 5b), this over-weighing of false alarm costs (i.e., higher
value of ¢,) would be associated with a lower threshold for the

rate of false alarm occurrence across trials [i.e., P(false alarm)
= P(t < D|d =0) P(d=0) = P(t < D|d =0) P (NoGo); see
Equation 5a,b). This would in turn prompt longer response times
needed for sensory disambiguation to unfold and for P(NoGo)
to reach a lower threshold. This is because the cost associated
with go actions [Qg(b;)] would be overall higher, requiring more
time to drop lower than the cost of waiting [Qw(b;)]. Although
we are not aware of any study specifically testing this relation-
ship, depressed individuals were slower on go trials and made less
commission errors in a parametric go no-go paradigm, sugges-
tive of heightened concern for errors (Langenecker et al., 2007).
Similarly, in individuals with generalized anxiety disorder, bet-
ter performance on a classic color-word Stroop has been linked
to higher levels of worry and trait anxiety (Price and Mohlman,
2007).

Arousal

Action valuation. The clinical and social psychology literature
suggest that physiologically induced arousal can be misattributed
in evaluative processes such as interpersonal preferences and
risk assessment (Schachter and Singer, 1962; Sinclair et al.,
1994). This is reflected by more extreme intensity ratings of
either positive or negative stimuli, suggesting a unidirectional
(i.e., enhancing) role of arousal in modulating hedonic rat-
ings of concurrent events. For instance, perceived arousal in
the context of positive stimuli leads to higher positive valence
ratings, while increased arousal in a negative context leads to
higher aversive ratings (Storbeck and Clore, 2008). Thus, rather
than arousal independently modulating valuation processes, it
is the interaction of arousal and valence which seems to pro-
duce valuation biases. This fits with the neural and physiolog-
ical literature highlighting the role of arousal in modulating
attention to particular stimuli and action preparedness (Schutter
et al., 2008; Gur et al., 2009), hence our proposal it may con-
tribute to probabilistic expectancy biases (see section Probabilistic
Computation). Based on this literature, we suggest this gener-
ally speaks against an independent effect of arousal on valuation
processes.

Outcome valuation. As mentioned above, arousal may play a
“magnifying” role in valuation processes by interacting with
appetitive or aversive valence. This could argue for arousal pro-
moting unidirectional increase in the relative weights of valence-
laden computational elements in the cost function. That is, the
value of both positive and negative task-related outcomes, such
as performance dependent rewards [i.e., C($)] and penalties [i.e.,
C(-9) see Figure 4] would be increased. Arousal in the context of
punishment sensitivity in anxiety may further increase the rela-
tive weight of error in the cost function (e.g., ¢, in Equations 5a,b),
which would in turn lead to slower responses (to minimize overall
costs) and possibly decreased error rates. This is consistent with
the positive relationship observed between worry/anxious preoc-
cupation and reaction times in anxious individuals (Price and
Mohlman, 2007). However, in this study, reaction times were not
correlated with anxious arousal per se, which makes these results
more consistent with valence dependent biases (see above). In
addition, while higher levels of arousal have been associated with
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a general slowing in euthymic individuals independently of posi-
tive vs. negative emotional context (Blair et al., 2007; Verbruggen
and De Houwer, 2007; Pessoa et al.,, 2012), this pattern may
again be more parsimoniously explained by an impairment of
PFC function and related depletion of attentional and executive
resources (Arnsten, 2009a).

Neural implementation

At the neural level, the ventral striatum (specifically the nucleus
accumbens) has been consistently associated with reward sensitiv-
ity and reward based learning; (Knutson et al., 2001; O’Doherty,
2004; Winkielman et al., 2007). An important body of research
has shown that phasic release of dopamine in the NAcc is involved
in learning the predictive value of conditioned stimuli (Schultz
et al., 1997; Flagel et al., 2010), which is thus likely to play a role
in the coding of task related outcomes and stimuli (e.g., response
cues, error or reward contingent on performance). Other research
further suggests that tonic dopamine levels in this region is
involved in coding opportunity costs associated with waiting to
act (Niv et al., 2007; Shadmehr, 2010), while phasic dopamine
release may be involved in the representation of effort associ-
ated with goal directed behavior (Phillips et al., 2007; Salamone
et al., 2007). This is consistent with findings of caudate activa-
tion during inhibition (no-go responses) in positive/appetitive
context, which was proportional to commission error rates (Hare
et al., 2005). Finally recent computational work has identified
areas in the ventral striatum and VTA as specifically encoding
instrumentally learnt values of go and no/go actions (Guitart-
Masip et al., 2012). These regions are therefore plausible neural
markers for tracking action valuation biases. In addition, activa-
tion of the anterior insula has been associated with sensitivity
to monetary losses (a punishing outcome) and learning from
aversive outcomes (Kuhnen and Knutson, 2005; Paulus et al.,
2005; Samanez-Larkin et al., 2008) including in the context of a
negative mood state (Harlé et al., 2012). Thus, valuation biases
related to aversive states and punishment expectancy may involve
this region. Finally, given its implication in reward valuation
(O’Doherty, 2004; Montague et al., 2006) and in integrating
motivational attributes of various stimuli into decision-making
[somatic markers; see (Damasio, 1994)], the OFC is likely to
be involved in the integration of emotional context in valuation
biases.

SUMMARY

We described a simple, unifying framework for inhibitory con-
trol that serves as a comprehensive scaffold to integrate emotional
influences on cognitive processes. In our view, emotion can
be understood as additional context (e.g., interoceptive expe-
rience), which constrains and biases the computations in an
“ideal observer model” of inhibitory control. That is, the role
of affect in inhibitory control can be interpreted in terms
of well-understood computational aspects of cognition such
as beliefs, action valuation and choice. Thus, emotion may
affect inhibitory behavior by biasing (a) prior expectations
and associated changes in internal beliefs about various task-
relevant events, and (b) action/outcome valuation (see Figure 4).
Importantly, on the basis of behavioral and neural data, the

framework highlights a strong interdependence between the
appetitive/aversive nature of emotional states and basic action
tendencies that are intrinsic to inhibitory control. Thus, we sur-
mise that the valence dimension may have primary influences
on action parameters associated with approach and inhibition
(action constraint), and exert valence congruent influences on
outcome valuation and expectancies. In contrast, arousal may
have a more selective role in biasing expectancies of action can-
cellation. In addition, we argue that higher levels of arousal
may more indirectly modulate the computational processes
supporting inhibitory function by redirecting attention away
from task-relevant information and generally impairing pre-
frontal function and related computational mechanisms. Our
theoretical framework has some limitations inherent to the
challenge of testing these hypotheses. For instance, the sep-
arate effect of valence and arousal are difficult to disentan-
gle in both experimental settings and affective disorders. The
breadth of individual variability in the experience and regula-
tion of emotion make these potential effects further difficult to
pinpoint.

With regard to the potential impact of emotion on sensory dis-
ambiguation, we have emphasized the contribution of outcome
and action expectancies (i.e., prior distributions associated with
valence congruent events and trial type). However, we should
note that more downstream effects of emotion have been doc-
umented. For instance, valence and arousal have been shown to
modulate visual processing style (i.e., global vs. detail) and selec-
tive attention (e.g., breadth of attentional focus; (Loftus et al.,
1987; Basso et al., 1996; Gasper and Clore, 2002). Although out-
side the scope of this review, modeling potential biases in sensory
input parameters (e.g., sensory input mixing factors) may cap-
ture additional aspects of the interaction between emotion and
inhibitory control.

Finally, an equally important aspect of such emotion-
cognition interactions is the iterative nature of any emotion-
cognitions interactions. That is behavioral performance and the
dynamic feedback received when engaged in inhibitory control
tasks are likely to modulate emotional state. As a consequence,
the nature and types of biases impacting inhibitory control are
likely to emerge from the dynamic interaction between Bayesian
computation of response costs, selection of actions, and reception
of outcomes, which subsequently affect the Bayesian updating of
beliefs. These dynamic processes might be particularly relevant in
psychopathological conditions, which emerge over longer periods
of time.

CONCLUDING REMARKS

A Bayesian computational framework provides a fine-grained
quantification of emotion and cognitive control interactions by
dividing the observed behavior into several contributing neuro-
cognitive subprocesses. This in turn provides a powerful tool to
test independent affect infusion hypotheses, which are better able
to delineate the complex nature of emotion and psychopathology,
and may help refine neurocognitive models of various clini-
cal conditions. For instance, behavioral performance could be
used to infer specific quantitative biases in one’s cost or reward
functions or in one’s ability to estimate probability. This approach
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could shed light on the heterogeneous nature of conditions such
as depression or substance dependence, by mapping different sub-
type profiles to specific computational processes and associated
neural markers (e.g., anhedonia, uncertainty avoidance, impul-
siveness). Ultimately, this may help refine our understanding of
how specific behavioral and pharmacological treatments might
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Research involving event-related brain potentials has revealed that anxiety is associated
with enhanced error monitoring, as reflected in increased amplitude of the errorrelated
negativity (ERN). The nature of the relationship between anxiety and error monitoring is
unclear, however. Through meta-analysis and a critical review of the literature, we argue
that anxious apprehension/worry is the dimension of anxiety most closely associated with
error monitoring. Although, overall, anxiety demonstrated a robust, “small-to-medium”
relationship with enhanced ERN (r= —0.25), studies employing measures of anxious
apprehension show a threefold greater effect size estimate (r = —0.35) than those utilizing
other measures of anxiety (r = —0.09). Our conceptual framework helps explain this more
specific relationship between anxiety and enhanced ERN and delineates the unique roles
of worry, conflict processing, and modes of cognitive control. Collectively, our analysis
suggests that enhanced ERN in anxiety results from the interplay of a decrease in
processes supporting active goal maintenance and a compensatory increase in processes
dedicated to transient reactivation of task goals on an as-needed basis when salient events
(i.e., errors) occur.
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potential (ERP), meta-analysis, worry
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INTRODUCTION

Anxiety is a common human experience characterized by a variety
of symptoms, including worrisome thoughts, physiologic arousal,
and strategic avoidance behaviors (Barlow, 2002). It generally
serves an adaptive response to threat by motivating organisms
to increase their vigilance and thus respond more effectively to
threats (Marks and Nesse, 1994; Barlow, 2002). Excessive and
persistent anxiety, however, represents one of the most prevalent
mental health problems in the United States (Kessler et al., 2005,
2012; Kroenke et al., 2007) and elsewhere (e.g., Collins et al,,
2011 for a review). Research from diverse literatures indicates
that cognitive deficits represent a core aspect of the pathological
anxiety that is associated with impairments in personal function-
ing (American Psychiatric Association, 2000; Eysenck et al., 2007;
Beilock, 2008; Sylvester et al., 2012). Better understanding the
associations between anxiety and cognitive deficits is therefore of
great importance for helping to address problems stemming from
pathological anxiety.

One especially active area of neuroscience research aimed at
tackling this issue has focused on how anxiety is related to error
monitoring. Error monitoring concerns the signaling and detec-
tion of errors in order to optimize behavior across a range of tasks
and situations, and this monitoring function is therefore a funda-
mental component of behavioral regulation. A growing body of
research indicates that anxiety is associated with enhanced ampli-
tude of the error-related negativity (ERN) of the human event-
related brain potential (ERP), suggesting that anxiety is associated
with exaggerated error monitoring (Olvet and Hajcak, 2008).

Anxiety is not a monolithic construct, however. Researchers
and laypersons alike use the term “anxiety” to refer to many differ-
ent states and traits such as “stress,” “fear,” “worry,” among others
(cf. Barlow, 2002). This confusion contributes to difficulties with
describing the nature of the relationship anxiety has with error
monitoring, and the ERN, more specifically. Nonetheless, many
agree that there is a useful distinction between anxious apprehen-
sion on the one hand and anxious arousal on the other (Nitschke
et al., 2001; Barlow, 2002). Anxious apprehension is defined by
worry and verbal rumination elicited by ambiguous future threats
whereas anxious arousal is defined by somatic tension and physi-
ological hyperarousal elicited by clear and present threats. We and
others have recently suggested that the ERN is more closely asso-
ciated with anxious apprehension than anxious arousal (Moser
et al., 2012; Vaidyanathan et al., 2012; Weinberg et al., 2012b).

The purpose of the current review is to expand on this
argument in two important ways: (1) by conducting the first
large-scale test of this hypothesis using meta-analysis, and (2)
by providing a detailed conceptual framework that can be
used to generate mechanistic hypotheses and guide future stud-
ies. Regarding the latter, we leverage four key findings about
anxiety and cognitive control: (1) anxious apprehension/worry
is significantly involved in cognitive abnormalities in anxiety;
(2) anxious performance is characterized by processing ineffi-
ciency; (3) enhanced ERN in anxiety is observed without cor-
responding deficits in task performance; and (4) individuals
with chronic anxiety exhibit enhanced transient “reactive” con-
trol but reduced preparatory “proactive” control. We used these
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findings to develop a new compensatory error monitoring account
of enhanced ERN in anxiety. Specifically, we suggest that the
enhanced ERN observed in anxiety results from the interplay
of a decrease in processes supporting active goal maintenance,
because of the distracting effects of worry, and a compen-
satory increase in processes dedicated to transient reactivation
of task goals on an as-needed basis when salient events (i.e.,
errors) occur. The overall format of this integrative review follows
that of others in the literature by incorporating both empiri-
cal and theoretical considerations throughout the narrative (e.g.,
Holroyd and Coles, 2002; Shackman et al., 2011; Yeung et al.,
2004).

THE ERROR-RELATED NEGATIVITY (ERN)
The ERN is an ERP component that reaches maximal amplitude
over frontocentral recording sites within 100 ms after response
errors in simple reaction time tasks (See Figure 1; Falkenstein
et al.,, 1991; Gehring et al., 1993; see Gehring et al., 2012 for
a review). Converging evidence suggests the anterior cingulate
cortex (ACC) is involved in the generation of the ERN. More
specifically, the dorsal portion of the ACC (dACC) or midcin-
gulate cortex (MCC; Shackman et al., 2011) appears particularly
important to the generation of the ERN (Gehring et al., 2012).
The dACC/MCC has neuronal projections extending to motor
cortex, lateral prefrontal cortex, parietal cortex, basal ganglia, and
emotional centers such as the amygdala, suggesting that it serves
as a “central hub” in which cognitive and emotional information
is integrated and utilized to adaptively adjust behavior (Shackman
et al., 2011). It is important, however, to distinguish between the
ERN and dACC/MCC activity, as the ERN is a scalp-recorded
potential that has several possible sources in other regions of cor-
tex, including lateral prefrontal, orbitofrontal, and motor cortices
(Gehring et al., 2012).

The confluence of cognitive and emotional processing within
the dACC/MCC has contributed to disagreements among
researchers regarding the functional significance of the ERN. To

Amplitude (V)

® & N o b b & &

200 o 200 400
Timo (ms) 6pv opv

FIGURE 1 | ERN Waveform and Voltage Map. Neural activity recorded in
the post-response period during a flanker task. Response-locked waveform
is presented on the left. Dashed line: the ERN is shown as the negative
deflection peaking at approximately 50 ms; the ERN is followed by a broad,
positive deflection—the error-positivity. Solid line: the CRN is the
correct-response counterpart to the ERN. It shows a similar time course
and scalp distribution. A voltage map depicting the scalp distribution of the
ERN is presented on the right. It shows that the ERN is primarily a
fronto-centrally maximal negativity.

Anxiety and error monitoring

date, however, the two dominant models of the function signifi-
cance of the ERN are the conflict monitoring (Yeung et al., 2004)
and reinforcement learning (Holroyd and Coles, 2002) theories.
The conflict monitoring theory suggests the ERN reflects detec-
tion by dACC/MCC of the co-activation of mutually exclusive
response tendencies; the erroneous response and the subsequent
error-correcting response activated immediately after error onset
(Yeung and Cohen, 2006). The reinforcement learning theory
suggests the ERN reflects the impact on dACC/MCC of a phasic
dip in midbrain dopamine release whenever outcomes are worse
than expected. This mechanism ultimately trains the dACC/MCC
to maximize performance on the task at hand (Holroyd and Coles,
2002). These theories have both garnered support in the litera-
ture, and more inclusive “second generation” models have been
proposed to incorporate both conflict monitoring and reinforce-
ment learning aspects (Alexander and Brown, 2011; Holroyd and
Yeung, 2012).

THE ERN AND ANXIETY

Numerous studies have noted that individual differences in anx-
iety are associated with increased ERN amplitude (for reviews,
see Olvet and Hajcak, 2008; Simons, 2010; Vaidyanathan et al.,
2012; Weinberg et al., 2012b). The most robust evidence emerges
from research on symptoms and categorical diagnoses of gen-
eralized anxiety disorder (GAD; Hajcak et al., 2003; Weinberg
etal., 2010, 2012a) and obsessive-compulsive disorder (OCD; see
Mathews et al., 2012 for a review) .. Because GAD and OCD are
largely characterized by worry and verbal rumination (American
Psychiatric Association, 2000; Barlow, 2002), we suggested that
this work is consistent with our thesis that the ERN is most
closely associated with anxious apprehension. Indeed, we directly
showed that the ERN was more strongly related to a measure
of anxious apprehension than a measure of anxious arousal in
a sample of female undergraduates (Moser et al., 2012). Hajcak
et al. (2003) demonstrated a similar effect such that the ERN was
enhanced in college students high in anxious apprehension but
not in students highly phobic of spiders. Other recent descriptive
reviews of the literature have come to a similar conclusion that
the ERN is aligned most consistently with anxious apprehension
(Vaidyanathan et al., 2012; Weinberg et al., 2012b).

AIMS OF THE CURRENT META-ANALYSIS

Despite evidence pointing to a specific association between
anxious apprehension and enhanced ERN, very few empirical
demonstrations of this specificity have been conducted. We aimed
to address this gap by employing meta-analysis to provide a
large-scale test of the hypothesis that anxious apprehension is the
dimension of anxiety most closely associated with enhanced ERN.

1t is important to note that all of these studies examined the relationship
between anxiety and the response-locked ERN, as previously defined. The
negative going ERP component elicited after negative feedback (i.e., feedback-
related negativity or FRN; Miltner et al., 1997) has been less consistently linked
to anxiety. In fact, some studies have noted attenuated FRN amplitudes in anx-
iety (Gu et al., 2010; Aarts and Pourtois, 2012; O’Toole et al., 2012 see Simons,
2010 for a review). Given that the majority of the anxiety research has exam-
ined the response-locked ERN, this component will constitute the focus of the
present investigation.
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Although our main focus for the meta-analysis is on the ERN,
we also report findings related to the correct-response negativity
(CRN). The CRN is a negative ERP component observed follow-
ing correct responses that has similar topography, morphology,
and perhaps functional significance to the ERN (See Figure 1;
Vidal et al., 2000, 2003; Bartholow et al., 2005). Some studies
have reported that anxiety is associated with enhancement in
overall negativity following responses, including both the ERN
and CRN, suggesting overactive response monitoring in general
(Hajcak and Simons, 2002; Hajcak et al., 2004; Endrass et al.,
2008, 2010; Moser et al., 2012). Thus, it is important to investigate
how anxiety is related to the CRN. Moreover, to isolate error-
specific activity from correct-related activity, we examined the
relationship between anxiety and the difference between the ERN
and CRN—i.e., the AERN (see Weinberg et al., 2010, 2012a).

MATERIALS AND METHODS

STUDY SELECTION

Published studies examining the ERN and anxiety were ini-
tially identified using the MEDLINE-PubMed and Google Scholar
databases using the terms “anxiety,” “OCD,” “GAD,” “obsessive-
compulsive,” “generalized anxiety,” “worry,” “action monitoring,”
“performance monitoring,” “conflict monitoring,” “error-related
negativity,” “Ne,” and “ERN.” Additional studies were identified
from the reference sections of the articles obtained from the
online searches and from contacting investigators for additional
unpublished datasets. This initial search yielded a total of 75

studies and datasets.

INCLUSION/EXCLUSION CRITERIA

Figure 2 depicts the study selection process used for the meta-
analysis. Studies were included in the current meta-analysis if
ERN data were reported and they included a measure that specif-
ically identified “anxiety” as the primary construct measured
(e.g., the State-Trait Anxiety Inventory—Trait Version; STAI-T)
or others tapping closely related constructs such as behavioral
inhibition (Behavioral Inhibition System scale; BIS). We did,
however, exclude studies in which anxiety was examined as sec-
ondary to a different primary psychopathology (e.g., secondary
anxiety to a comorbid primary alcohol use disorder; Schellekens
et al., 2010). Moreover, we focused on studies of the response-
locked ERN elicited in standard conflict tasks, such as the Eriksen

‘ 75 potentially relevant studies

38 studies
10 studies focused on disorders other than anxiety
12 studies did not use response-conflict tasks
12 studies did not have sufficient data to calculate effect sizes
2 studies examined state, but not trait, anxiety
1 study did not use original data
1 study was underrepresented in both age and size of sample

‘ 37 studies met criteria ‘

37 studies from 33 articles included in meta-analysis
4 articles reported on 2 studies each

FIGURE 2 | Selection of studies. Flow chart depicting the selection of
studies used in the meta-analysis.

Anxiety and error monitoring

flanker task (Eriksen and Eriksen, 1974), the Stroop task (Stroop,
1935), or variants of the Go/No-Go task. Beyond our motivations
described above, this decision is further justified by studies show-
ing that enhanced ERN is uniquely associated with OCD diagno-
sis and symptoms in such response conflict tasks (Nieuwenhuis
et al., 2005; Griindler et al., 2009; Mathews et al., 2012). We
excluded studies using trial-by-trial motivation manipulations.
Studies were also excluded if we were unable to compute a quanti-
tative estimate (i.e., effect size) of the relationship between anxiety
and the ERN. One study (Cavanagh et al., 2010) was excluded
because it reported a re-analysis of data that were included in the
final meta-analysis (Griindler et al., 2009; Study 2 Flankers task).
Because Moser et al. (2012) reported on a subset of the full sample
reported on in Moran et al. (2012) we only included the Moran
et al. (2012) study so as to include the full sample. Moreover, we
did not include the anxious arousal data from Moran et al. (2012)
in the overall analysis, as the sample is entirely redundant with the
anxious apprehension data, but we did include it in moderation
analyses described below.

Using our inclusion/exclusion criteria, a total of 37 studies
were included in the present meta-analysis (see Table 1). The
selection of studies was nearly equally distributed among healthy
adult volunteer samples (19; 51%) and anxiety-disordered sam-
ples (16; 43%), with the remaining two studies using samples with
healthy children. Of the 37 studies, 27 (73%) used a version of
the Eriksen flanker task, 5 (14%) used a Go/NoGo task, 4 (11%)
used the Color Stroop task, and 1 (2%) used the Simon task.
There were a number of different self-report (and parent-report)
measures of anxiety used in the final selection.

OVERVIEW OF ANALYSES
For the present analysis, we used the varying-coefficient model?
recommended by Bonett (2008, 2009, 2010) and Krizan (2010)
because (1) it does not rely on the unrealistic assumptions
made by other fixed effects meta-analytic models (e.g., the exis-
tence of a single population effect size), (2) Bonett (2008, 2009,
2010) has demonstrated that varying-coefficient models provide
more precise confidence intervals than other models, and (3) it
performs well in the presence of correlation heterogeneity and
non-randomly selected studies (Bonett, 2008; c.f. Brannick et al.,
2011). Synthesizer 1.0 (Krizan, 2010) was used for computing
point estimates and 95% confidence intervals (95% Cls).
Pearson’s r was the focal effect size for all studies rather than
Cohen’s d as the former is more consistent with the idea that
anxiety is a continuous dimension rather than a distinct cate-
gory (Watson, 2005; Brown and Barlow, 2009). Cohen (1988)
suggested that rs ranging between [0.1|and |0.29|represent small
effects, rs ranging between |0.30[and |0.49|represent medium
effects and s exceeding |0.50|are considered large effects. When
interpreting the results of the present analyses, it is useful to recall
that error-monitoring ERPs are negative deflections—that is, a
larger ERN is one that is more negative. Negative correlations
therefore indicate that greater anxiety scores are associated with
a more negative deflection whereas a positive correlation would

2See Appendix for converging findings using a random effects model.
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Table 1 | Characteristics of studies included in the meta-analysis.
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Study

Aarts and Pourtois, 20108:0:¢
Amodio et al., 20082

Beste et al., 20132

Boksem et al., 20062
Carrasco et al., 20133b.¢
Carrasco et al., 20132:b:
Carrasco et al., 20132:b.c
Cavanagh and Allen, 20082
Chang et al., 20102

Gehring et al., 2000®-¢
Grundler et al., 2009¢
Hajcak et al., 2008¢

Hanna et al., 20128:p.c
Inzlicht et al., 2009 study 1@
Inzlicht et al., 2009 study 22
Johannes et al., 20012
Kaczkurkin, 201320
Ladouceuer et al., 2006°
Larson and Clayson, 20112:b:¢
Larson et al., 20102:b-¢
Larson et al., 20112::¢

Luu et al., 20008-¢

Meyer et al., 20122:b:¢
Moran et al., 20128:b.c
Moran et al., 20122-b-¢
Olvet and Hajcak, 20092:b-¢
Olvet and Hajcak, 20122:b.c
Rabinak et al., 20132
Riesel et al., 20112b
Ruchsow et al., 2005°¢
Santesso et al., 20062
Stern et al., 20102.b.¢

Tops and Boksem, 20112:b.c
Weinberg et al., 20102:0:¢
Weinberg et al., 2012a2:2:¢
Xiao et al., 20112:b.c

Xiao et al., 2011%:0:¢

Population

Volunteers
Volunteers
Volunteers
Volunteers
Pediatric OCD
Pediatric OCD
Pediatric anxiety
Volunteers
Volunteers
OCD
Volunteers
Pediatric OCD
Pediatric OCD
Volunteers
Volunteers
OCD
Volunteers
Pediatric anxiety
Volunteers
Volunteers
Volunteers
Volunteers
Pediatric anxiety
Volunteers
Volunteers
Volunteers
Volunteers
Veterans
OCD

OCD

Pediatric OC
OCD
Volunteers
GAD

GAD

GAD

OCD

Task

Go/NoGo
Go/NoGo
Go/NoGo flanker
Letter flanker
Arrow flanker
Arrow flanker
Arrow flanker
Letter flanker
Letter flanker
Color stroop
Letter flanker
Simon

Arrow flanker
Color stroop
Color stroop
Go/NoGo
Letter flanker
Arrow flanker
Arrow flanker
Color stroop
Arrow flanker
Letter flanker
Arrow flanker
Letter flanker
Letter flanker
Letter flanker
Arrow flanker
Arrow flanker
Arrow flanker
Go/NoGo flanker
Letter flanker
Letter flanker
Letter flanker
Arrow flanker
Arrow flanker
Letter flanker
Letter flanker

Anxiety measure

STAI-T

BIS

ASI|

BIS
K-SADS-PL
K-SADS-PL
K-SADS-PL
BIS

ASR

SCID
OCI-R
Y-BOCS
K-SADS-PL
BIS

BFI-N
SCID
OCI-R
K-SADS-PL
STAI-T
STAI-T
STAI-T
PANAS
Parent-SCARED
PSWQ
MASQ-AA
DASS
BFI-N
SCID

SCID

SCID
CBCLOC
SCID

BIS

SCID

SCID
Chinese MINI
Chinese MINI

Type

AA

AA
AA

32

PEEEEEEEEIET2T222222F22 3

2ERN data available.
bCRN data available.
CAERN data available.

Population Acronyms: GAD, Generalized Anxiety Disorder Patients;, OCD, Obsessive-Compulsive Disordered Patients; OC, Obsessive-Compulsive.

Anxiety Measure Acronyms: ASI, Anxiety Sensitivity Index;, ASR, Achenbach Self-Report; BFI-N, Big Five Inventory -Neuroticism; BIS, Behavioral Inhibition System
Scale; CBCL, Child Behavior Checklist (OC, Obsessive-Compulsive Scale); DASS, Depression Anxiety Stress Scale; K-SADS-PL, Schedule for Affective Disorders
and Schizophrenia for School-Age Children-Present and Lifetime Version; MASQ-AA, Mood and Anxiety Symptom Questionnaire: Anxious Arousal Subscale; MINI,
Mini-International Neuropsychiatric Interview; OCI-R, Obsessive-Compulsive Inventory-Revised; PANAS, Positive and Negative Affect Schedule; PSWQ, Penn State
Worry Questionnaire; SCARED, Screen for Child Anxiety Related Disorders,; SCID, Structured Clinical Interview for DSM Disorders; STAI-T, State and Trait Anxiety

Inventory-Trait Version; ¥BOCS, Yale-Brown Obsessive-Compulsive Scale.
Type refers to Anxiety Type,; AA, Anxious Apprehension (worry); M, Mixed anxiety.

Nine (24 %) of the studies included in the current meta-analysis were also reported on in the Mathews et al. (2012) meta-analysis.
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indicate that anxiety is associated with a less negative deflection
(i.e., a smaller ERN).

We attempted to obtain data for all measures from all pub-
lished studies and known unpublished datasets, but complete
coverage was not possible in all cases. Thus, many of the follow-
ing analyses were conducted with subsets of the total number of
datasets.

The first set of analyses aimed to quantify the overall rela-
tionships between anxiety—broadly defined—and ERN, CRN,
and AERN. Effect sizes were computed across studies using the
reported associations between anxiety measures or groups and
the ERN. Most studies reported on a single anxiety-related mea-
sure or group. In some other cases, investigators included more
than one anxiety-related measure. In these cases, we chose the
anxiety-related measure that was most consistently used across
studies so as to maximize the potential for comparability across
studies.

The focal analyses tested the hypothesis that anxious appre-
hension is the dimension of anxiety most closely associated with
the ERN (as well as the CRN and AERN). To do this, we cre-
ated two groups of studies based on their measures of anxiety.
The first group was called the “anxious apprehension” group,
which included studies of GAD and OCD diagnoses and symp-
toms as well as studies of the BIS. Our decision to include the
BIS in the anxious apprehension group was based on four con-
siderations: (1) three of the seven items (42%) making up the BIS
measure used in ERN research include the word “worry” (Carver
and White, 1994); (2) a recent large-scale study demonstrated
that anxious apprehension (as measured by the Penn State Worry
Questionnaire; PSWQ) was nearly twice as highly correlated with
an avoidance motivation factor, including a measure of BIS, than

Anxiety and error monitoring

anxious arousal (as measured by the Mood and Anxiety Symptom
Questionnaire—Anxious Arousal subscale; MASQ-AA; Spielberg
et al., 2011); (3) data from our own research team indicates that
anxious apprehension correlates three times as highly with BIS,
itself, than anxious arousal® and (4) existing theory that links
BIS to anxious apprehension and conflict between competing
responses (Gray and McNaughton, 2000; Barlow, 2002; Amodio
et al., 2008). The second group of studies was called the “mixed”
group, which included all other studies. Our reasoning for group-
ing all other studies together was that they involved non-specific
measures of anxiety-related constructs that often mix anxious
apprehension with anxious arousal (e.g., the Anxiety Sensitivity
Index; ASI) or combine anxiety with depression-related symp-
toms (e.g., STAI-T). To formally test our differential specificity
hypothesis, we compared the magnitude of the aggregated corre-
lation coefficients between the anxious apprehension and mixed
studies using Synthesizer software (Krizan, 2010).

RESULTS AND INTERIM DISCUSSION

See Table2 for details of the results. Overall, we found that
anxiety—broadly defined—demonstrated a small to medium
association with the ERN and AERN. The CRN, however,
was not reliably associated with anxiety symptoms. Critical to
our focal hypothesis, we confirmed that anxious apprehension
was more strongly related to enhanced ERN than non-specific,
“mixed,” forms of anxiety-related symptoms (see Table 2). The
relationships between anxious apprehension and the ERN and

3In a sample of over 500 undergraduates, PSWQ was more than three times as
highly correlated with BIS (r = 0.65, p < 0.001, n = 531) than was MASQ-
AA with BIS (r = 0.21, p < 0.001, n = 526).

Table 2 | Results from the meta analysis.

Sample r n k

ERN

Overall" —0.253 1757 32
Apprehension —0.345 1077 20
Mixed —0.093 826 13
CRN?

Overall —0.063 1264 20
AERN

Overall —0.207 1437 26
Apprehension —0.305 889 16
Mixed —0.058 694 1

95% Cls ryiff 95% CIS_diff
—0.302; —0.203 0.253 0.153; 0.370
—0.403; —0.285 - -

—0.175; —0.009 - -

—0.129; 0.004 0.041 —0.086; 0.168
—0.264; —0.148 0.247 0.132; 0.375
—0.374; —0.233 - -

—0.150; 0.035 - -

20nly one effect is presented for the CRN as no moderation was found (see Table 2).

Key:

r: aggregate effect size of association with anxiety.

n: is the total number of participants across all studies.
k: number of studies/samples.

95% Cls: 95% confidence intervals for the aggregate correlation (bold type indicates that the confidence interval does not include 0).

rqie - difference between the aggregate effect sizes between anxious apprehension and mixed anxiety. 95% Cls_gis: 95 % confidence intervals for the difference
(bold type indicates that the confidence interval does not include 0). Adjusting for three comparisons, these moderator analyses remain significant.

tIn the initial analysis, we did not include the anxious arousal data from Moran et al. (2012) as the sample is entirely redundant with the anxious apprehension data.
When the anxious arousal data from are included, the ERN (r= —0.25, k = 33, n = 1903, 95% Cls: —0.30; —0.20) and AERN (r= —0.21, k = 27 n = 1583, 95%

Cls: 0.26; —0.15) continued to show significant associations with anxiety.
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Grand Average
Anxious Apprehension Studies:

Anxious Apprehension Average
Amodio et al., 2008
Boksem et al., 2006

Carrasco et al., 2013a
Carrasco et al., 2013b: GAD
Carrasco et al., 2013b: OCD

Cavanagh & Allen, 2008 d
Gehring et al., 2000

Hanna et al., 2012 ; |

Inzlicht et al., 2009: Study 1
tal, 2001

Kaczkurkin, 2013
Moran et al., 2012: worry + 4
Riesel etal., 2011 F 4
Santesso et al., 2006

Ster etal., 2010

Tops & Boksem, 2011

Weinberg et al., 2010

Weinberg et al., 2012

Xiao et al., 2011: GAD

Xiao et al., 2011: OCD k 4

Mixed Anxiety Studies:

Mixed Anxiety Average
Aarts & Pourtois, 2010
Beste et al., 2013 ; 1

Chang et al., 2010 b J

Inzlicht et al., 2009: Study 2
Larson et al., 2010

Larson & Clayson, 2011
Larson etal., 2011

Luu et al,, 2000

Meyer et al., 2012 {

Moran et al., 2012: arousal [ |
Olvet & Hajeak, 2009
Olvet & Hajeak, 2011
Rabinak et al., in press

08 06 04 02 0.0 02 04 06
Effect Size (r)

FIGURE 3 | ERN forest. A forest plot depicting effect sizes (r) between the
ERN and measures of anxiety for the meta-analytic average (top), the
anxious apprehension and mixed anxiety averages, and individual studies.
Error bars depict the 95% confidence interval for the effect size. The dotted
line indicates an effect size of 0.

AERN were medium in size whereas the relationships between
mixed anxiety and the ERN and AERN were quite small (rs
< 0.10). Results from individual studies for the ERN, CRN, and
AERN can be found in Figures3-5, respectively. As can be
gleaned from the figures, the mixed anxiety studies were much
more variable in their effect sizes, with many studies showing
very large confidence intervals as well. Estimates of the CRN effect
sizes were likewise quite variable and, in all but one study, demon-
strated non-significant results. Together, these results support the
notion that the association between error-related brain activity
and anxious apprehension is robust whereas the association with
less specific forms of anxiety is significantly weaker. Moreover,
given the non-specific nature of the measures employed in the
“mixed” studies, it is also possible that any associations we
detected may, in fact, be driven by the anxious apprehension-
related items.

One concern is that nearly all studies conducted with patient
samples were included in the anxious apprehension group thus
potentially conflating the dimension of anxiety under study with
patient status?. To address this issue, we tested moderation for
the ERN using non-patient studies; the mixed anxiety group con-
tained only a single patient study thus precluding our ability to
test moderation for the patient studies. After removing patient
studies, anxious apprehension studies (r = —0.301, k = 8; n =
410; 95% Cls: —0.400; —0.195) continued to show greater effect
sizes than mixed anxiety studies (r = —0.101, k = 12, n = 794;
95% Cls: —0.186; —0.016; gy = 0.199; 95% ClIs for the dif-
ference: 0.064; 0.349). Therefore, the difference in effect sizes
between the anxious apprehension vs. mixed anxiety studies
cannot be accounted for by patient studies alone.

4We thank Editor Alex Shackman for pointing out this potential confound.
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All told, the results of the current meta-analysis indicate that
anxiety, broadly defined, demonstrates a small to medium asso-
ciation with ERP indices of error monitoring. Most importantly,
the findings are consistent with the hypothesis that an enhanced
ERN is more strongly associated with the anxious apprehension
dimension of anxiety as opposed to other anxiety-related con-
structs. Specifically, associations between anxious apprehension
and ERN and AERN were more than three times as large as
those with other forms of anxiety>. In contrast, anxiety showed
no reliable association with the CRN, irrespective of the way in

>With respect to the AERN, it is important to note that it includes variance
accounted for by the ERN and it is therefore difficult to discern whether its
association with anxiety is driven by variance attributable to the ERN itself.
Multivariate analyses are necessary to address this issue in future studies.
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which anxiety was operationalized. This finding provides criti-
cal information for developing mechanistic models of the links
between anxiety and error monitoring. Before detailing a con-
ceptual framework to understand these findings, however, it is
useful to point out caveats regarding the current meta-analysis
and present a few practical considerations for future research.

First, the current meta-analysis included a relatively small
number of studies. However, this is the first meta-analysis of its
kind and the total number of studies (N = 37) is in line with
previous meta-analyses of associations between psychopathology
and ERPs (e.g., Polich et al., 1994; Bramon et al., 2004; Mathews
et al., 2012). Second, the precision of effect size estimates will
also be improved if researchers collect larger samples than have
typically been used in this literature to date (sample sizes in the
current analysis were as low as n = 18; Median = 40, SD =
40.49), especially because most effect sizes in the social sciences
are relatively small (Cohen, 1988; Richard et al., 2003).

Third and most importantly, the task of pin-pointing the asso-
ciation between type of anxiety and error monitoring has received
limited attention in the literature. Most studies have taken a more
global approach by focusing on individuals with symptoms of
GAD or OCD, or by considering associations between relatively
generic anxiety symptoms and error monitoring ERPs. We are
aware of only two studies that have attempted to empirically
isolate specific relationships between facets of anxiety and error
monitoring: our recent study (Moser et al., 2012) showing that
anxious apprehension was more related to enhanced ERN than
anxious arousal and Hajcak and colleagues’ (2003) study show-
ing that high anxious apprehensive students showed enhanced
ERN compared to spider phobic students. With the current meta-
analysis we aimed to significantly extend this line of research.
However, because so little data exist that parse dimensions of anx-
iety in relation to the ERN, we had to create groups of studies,
many of which included overall measures that tap a variety of
anxiety-related constructs.

We acknowledge that we took a conservative approach to clas-
sifying the content of specific measures and compared studies
that used fairly clear measures of anxious apprehension—GAD
and OCD-related measures—to all others. It is evident from the
effect size estimates and figures that there is much more con-
sistency of positive findings in the studies using more precise
measures of anxious apprehension. Ideally, there would be more
studies directly comparing ERN magnitudes across groups of par-
ticipants created using targeted instruments of different anxiety
constructs—e.g., anxious apprehension vs. anxious arousal. This
is a challenge we hope future research will undertake, as it is
not only important to the current topic but also to building a
more biologically informed rubric for mental disorder classifica-
tion (cf. Cuthbert and Insel, 2010; Sanislow et al., 2010). In this
way, our current analyses build on seminal work by Heller and
colleagues that has differentiated anxious apprehension from anx-
ious arousal across psychometric and physiologic studies (Heller
et al., 1997; Nitschke et al., 1999, 2001; Engels et al., 2007; Silton
etal., 2011; Spielberg et al., 2011).

In the next section, we use the results of this meta-analysis as a
starting point for building a conceptual framework to explain why
anxious apprehension/worry is the dimension of anxiety most

Anxiety and error monitoring

closely associated with enhanced ERN. In short, we propose a
compensatory error-monitoring hypothesis to explain the associa-
tion between anxiety and enhanced ERN. Our core claim is that
enhanced ERN in anxiety results from the interplay of a decrease
in processes supporting active goal maintenance, because of the
distracting effects of worry, and a compensatory increase in pro-
cesses (e.g., effort) dedicated to transient reactivation of task goals
on an as-needed basis when errors occur.

DISCUSSION

THE COMPENSATORY ERROR MONITORING HYPOTHESIS

Our conceptual framework is an extension of existing affective-
motivational models of the association between anxiety-related
constructs and enhanced ERN (Luu and Tucker, 2004; Pailing and
Segalowitz, 2004; Weinberg et al., 2012a,b). The foundation of
our account rests on four key findings about anxiety and cogni-
tive function: (1) that anxious apprehension/worry is significantly
involved in cognitive abnormalities in anxiety, (2) that anxious
performance is characterized by processing inefficiency, (3) that
enhanced ERN in anxiety is observed without corresponding
deficits in task performance, and (4) that individuals with anx-
iety exhibit enhanced transient “reactive” control but reduced
preparatory “proactive” control. We further incorporate the con-
flict monitoring theory of the ERN (Yeung et al., 2004) in order
to cast the anxiety-ERN relationship in more mechanistic terms.

The role of anxious apprehension/worry

The present proposal builds on our earlier explanation for why
anxious apprehension shows a particularly strong association
with enhanced ERN (Moran et al., 2012; Moser et al., 2012),
which in turn drew heavily on Eysenck and colleagues™ (2007)
Attentional Control Theory (ACT). ACT is a recent extension of
Eysenck and Calvo’s (1992) original Processing Efficiency Theory
(PET), which itself drew on Sarason’s (1988) earlier Cognitive
Interference Theory. What all of these theories have in common
is their emphasis on the deleterious effects of anxious appre-
hension on cognition. That is, all posit that distracting worries
interfere with the ability of anxious individuals to stay focused on
affectively neutral cognitive tasks. These early theories were sup-
ported by several studies showing the specific effects of worry on
cognitive performance (e.g., Morris et al., 1981).

ACT increased specificity of the earlier work by proposing
that anxiety is associated with a deficit in attentional control that
results from an imbalance in activity between the frontal goal-
directed attention system—concerned with goals and plans—and
the parietal stimulus-driven attention system—concerned with
salience and threat. Specifically, the ACT suggests that anx-
ious individuals are characterized by enhanced activity of the
stimulus-driven attention system and decreased functionality of
the goal-driven system. Anxious individuals are therefore tuned
to prioritize salient internal (e.g., worry) and external (e.g., angry
face) sources of potential threat at the expense of affectively-
neutral task-relevant stimuli. When no source of external threat
or distraction is present (e.g., during performance of a standard
conflict task) worry is distracting and likely to deplete goal-driven
resources. Our initial formulation of the anxiety-ERN relation-
ship (Moran et al., 2012; Moser et al., 2012) applied this common
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assertion that the worry component of anxiety is responsible
for cognitive processing abnormalities in affectively-neutral tasks,
using this idea to explain that this anxiety dimension, in particu-
lar, is most closely related to the ERN.

The notion that anxiety’s influence on cognitive performance
is primarily the result of the distracting effects of worry also
appears as the cornerstone of work by Beilock and colleagues
(Beilock and Carr, 2005; Beilock, 2008) who study relationships
between anxiety and academic performance. Beilock (2008, 2010)
suggests that worry co-opts available working memory resources
that would otherwise be allocated to the task at hand. Their work
has demonstrated that a variety of types of academic anxiety—
from math anxiety to spatial anxiety (Ramirez et al., 2012)—
impair performance because of worry’s drain on resources. Thus,
there is significant precedent from a variety of researchers for
focusing on the unique effects of worry on cognition in anxiety.

Anxiety is associated with processing inefficiency

As initially noted by Eysenck and Calvo (1992) in their seminal
review paper on Processing Efficiency Theory, anxious individu-
als often perform just as well as their non-anxious counterparts.
The reason performance is spared, they suggested, is that anx-
ious individuals employ compensatory effort because, although
worries are distracting, they also motivate anxious individuals to
overcome the negative effects of their anxiety on performance.
This dual-pathway compensatory effort idea helped to reconcile
inconsistencies in the literature regarding the effects of anxiety on
performance.

How did they come to hypothesize the role of compensatory
effort? First, Eysenck and colleagues showed that anxiety is often
related to longer reaction times, but intact accuracy, across a
range of reasoning, reading, attention, and working memory tasks
(as reviewed by Eysenck and Calvo, 1992 and later again by
Eysenck et al., 2007). Thus, to achieve the same level of perfor-
mance accuracy seems to require anxious individuals to deploy
enhanced effort and processing resources that take longer to
implement. Second, their reviews showed that anxious individ-
uals also self-report using more effort on tasks in which they
perform at the same level as non-anxious individuals. PET and
ACT therefore suggest that anxiety is associated with process-
ing inefficiency—more effort or resources allocated to achieve
comparable level of accuracy—but not necessarily ineffectiveness
(i.e., low accuracy).

More recently, neuroimaging studies have provided additional
support for the claim that enhanced processing resources (com-
pensatory effort) help anxious individuals maintain typical levels
of performance (for a review see Berggren and Derakshan, 2013).
For example, enhanced dorsolateral prefrontal cortex activity was
reported on incongruent relative to congruent Stroop trials in a
sample of anxious college students (Basten et al., 2011). Similarly,
enhanced NoGo N2 was reported in anxious students despite
comparable performance to non-anxious students (Righi et al.,
2009). Berggren and Derakshan (2013) summarized a number
of additional consonant effects—i.e., greater processing resources
and compensatory effort revealed in anxious individuals despite
comparable behavioral performance —across a range of attention
and memory paradigms.

Anxiety and error monitoring

In addition, a recent neuroimaging study showed that anxi-
ety’s deleterious effect on math performance was curtailed to the
extent that high math anxious participants recruited frontal con-
trol brain regions (Lyons and Beilock, 2011). Thus, the impact
of anxiety on academic performance was mitigated by compen-
satory cognitive control—precisely as PET/ACT would predict.
There is therefore strong support for the notion that anxious indi-
viduals can perform as well as non-anxious individuals; however,
they draw on more processing resources and effort to do so.

Directly related to the ERN, processing inefficiency provides an
explanation for a curious finding from Endrass et al. (2010) who
showed that although non-anxious control participants demon-
strated an enhanced ERN during a punishment condition, OCD
patients did not. Specifically, ACT (Eysenck et al., 2007) predicts
that motivational manipulations should have minimal impact on
anxious individuals because compensatory effort is already being
employed during baseline performance whereas such manipula-
tions should cause increases in performance in non-anxious indi-
viduals because they allocate more effort to achieve the incentive.
Indeed, Eysenck and colleagues demonstrated this effect in early
behavioral work (as reviewed in Eysenck et al., 2007). In this light,
Endrass and colleagues’ (2010) results suggest that enhanced
ERN in non-anxious individuals during punishment reflected
increased compensatory error monitoring that was already at
ceiling in the OCD group during the standard condition.

Enhanced ERN in anxiety is observed in the absence of
compromised performance

Consistent with PET/ACT and the above-reviewed studies, anx-
ious individuals seem to demonstrate typical levels of perfor-
mance in the standard conflict tasks used in ERN studies. Yet,
they consistently show enhanced ERN. Indeed, only three indi-
vidual studies of the 37 included in the present meta-analysis of
the ERN reported a significant relationship between anxiety and
error rate. A binomial test suggests that this is consistent with a
5% false positive rate (z = 1.02, p = 0.16). Moreover, no individ-
ual study reported a significant relationship between anxiety and
reaction time.

To further evaluate this issue, we conducted an additional
meta-analysis on error rate and reaction time for those studies
reported on in our meta-analysis of the ERN. As we did with
the ERN, we first conducted the meta-analysis across all stud-
ies for which we could calculate effect sizes. Then, we conducted
moderation analysis by anxiety type. This analysis yielded no
significant relationship between anxiety (across all studies) and
error rate (k = 29; N = 1668; r = —0.02, 95% CIs: —0.08; 0.03).
There was, however, significant moderation by anxiety type such
that anxious apprehension was associated with lower error rate
(r=—0.08; 95% ClIs: —0.15; —0.004) and mixed anxiety was
associated with non-significantly higher error rate (r = 0.08; 95%
Cls: —0.02; 0.18; r4if = 0.16, 95% ClIs for the difference: 0.04;
0.28). Both of these effects are notably small in magnitude. With
regard to overall reaction time, there was no significant effect of
anxiety (k = 26; N = 1480; r = -0.06, 95% Cls: -0.12; 0.002), nor
was there any significant evidence of moderation (rd,-ﬁr = 0.09;
95% Cls: —0.05; 0.23). Together, these findings suggest the small-
to-medium association between anxiety (across all studies) and
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the ERN is observed in the absence of altered behavioral per-
formance. Importantly, the associations between error rate and
anxious apprehension and mixed anxiety unlikely contribute to
ERN effects, as they emerge as small effects and in opposing
directions for the two anxiety types.

Thus, in line with the notion that anxiety is characterized by
processing inefficiency, we suggest that enhanced ERN in anxiety
may index a compensatory effort signal aimed at maintaining a
standard level of performance (Moran et al., 2012; Moser et al.,
2012). That is, enhanced ERN related to anxiety reflects inefficient
error monitoring, in that anxious individuals may rely on greater
error monitoring resources to achieve the same level of perfor-
mance as non-anxious individuals. Together, then, we suggest that
the specific distracting effects of worry during affectively-neutral
conflict tasks requires anxious individuals to engage in compen-
satory effort to perform up to par, with enhanced ERN being one
index of this compensatory effort/greater utilization of processing
resources.

Anxiety is associated with enhanced reactive control, but reduced
proactive control

Braver (2012) and colleagues’ (Braver et al., 2007) dual mech-
anisms of control (DMC) model provides another compatible
context in which to understand the role of enhanced ERN as a
compensatory effort signal in anxiety. The DMC model suggests
that cognitive control is achieved through two distinct modes:
proactive and reactive. Proactive control—the more cognitively
taxing of the two modes—involves active maintenance of rules
and goals within lateral areas of prefrontal cortex in a preemp-
tive fashion to facilitate future performance. In contrast, reactive
control—the less effortful mode—involves allocating attention to
rules and goals on an as-needed basis, once a problem (such as
the occurrence of conflict or an error) has arisen. Furthermore,
Braver (2012) refers to reactive control as a “‘late correction’
mechanism” (p. 106) and links it to activity of the ACC, such that
ACC-mediated conflict monitoring may help individuals reac-
tivate task goals in a transient, as-needed fashion. The DMC
model is therefore immediately relevant to the current discussion
because it directly parallels the focus of ACT on the interac-
tion between goal-driven (or proactive control) and stimulus-
driven (or reactive control) attention systems (Eysenck et al.,
2007).

According to Braver (2012), non-anxious individuals are able
to alternate flexibly between reactive and proactive control modes
in accordance with changing task demands. In contrast, Braver
(2012) suggests that anxious individuals are distracted by wor-
ries that deplete resources needed for active goal maintenance,
thereby interfering with proactive control and throwing chron-
ically anxious individuals into a reactive control mode. That
is, anxious individuals rely more heavily on reactive control.
Increasing evidence supports this propensity for anxious individ-
uals to preferentially engage in reactive control (Gray et al., 2005;
Fales et al., 2008; Krug and Carter, 2010, 2012). For example,
Fales et al. (2008) showed that anxious individuals demonstrated
decreased sustained, but increased transient, activity in working
memory regions consistent with the notion of decreased proactive
and increased reactive control.

Anxiety and error monitoring

A recent study by Nash et al. (2012) showing that increased
behavioral activation system (BAS) activity, as indexed by left-
sided prefrontal EEG asymmetry, was associated with a reduced
ERN provides additional support for our proposed differential
effects of proactive and reactive control on ERN. Indeed, BAS has
been associated with proactive control and reduced dACC/MCC
activity (see Braver et al., 2007 for a review). Thus, while anx-
iety/BIS is associated with reactive control and therefore an
enhanced ERN—as demonstrated in our meta-analysis—BAS is
associated with proactive control and therefore a reduced ERN.

Formalizing the model using the conflict monitoring theory of
the ERN
We adopt the conflict monitoring theory of the ERN and its recent
extensions (Yeung and Cohen, 2006; Steinhauser and Yeung,
2010; Hughes and Yeung, 2011; Yeung and Summerfield, 2012) so
as to leverage a well-articulated computational model of the ERN
to help explain the relationship between anxiety and enhanced
ERN. According to the conflict monitoring theory, the ERN
reflects conflict that is detected when continued target processing
after an error leads to activation of the correct response, result-
ing in conflict with the error just produced. This notion is rooted
in the classic finding that individuals tend to automatically cor-
rect their mistakes as a result of continued stimulus processing
(Rabbitt, 1966; Rabbitt and Vyas, 1981). Thus, the ERN indexes
processes involved in the rapid correction of errors that reflects
the current level of cognitive demand or effort—i.e., the level of
response conflict (see also Hughes and Yeung, 2011; Yeung and
Summerfield, 2012). In the context of broader theories of the
ACC—the neural source of the ERN—the ERN provides informa-
tion about current conflicts in order to optimize action selection
and behavior (Botvinick et al., 2001; Botvinick, 2007). The con-
flict monitoring theory of the ERN nicely dovetails with the DMC
in that both suggest the ACC is involved in reactive control,
insofar as the ERN reflects ACC-mediated conflict monitoring
arising from activation of the error-correcting response (Yeung
and Summerfield, 2012)—i.e., a late correction mechanism.
Thus, our compensatory error-monitoring hypothesis of
enhanced ERN in anxiety first draws on the above reviewed
theory and evidence in assuming that anxiety increases sustained
attention to internal sources of threat (i.e., worry) thereby
reducing available resources dedicated to active maintenance of
task rules and goals. As a result, the anxious individual is forced
to rely on reactive control as a compensatory strategy. Critically,
when errors occur, reactive control causes an increase in stimulus
processing around and after the time of the incorrect response,
leading to enhanced conflict between the just-produced error and
the correct (target) response that gives rise to an enhanced ERN
(Yeung et al., 2004). Detection of this conflict could then help to
reactivate task goals in the moment and normalize performance in
anxious individuals (Braver, 2012). Atleast with respect to conflict
tasks, this dynamic seems to provide a mechanistic account of
an enhanced ERN in the presence of comparable performance
among anxious individuals, because the interactive effects of
reduced proactive control and increased reactive control would
cancel each other out at the behavioral level. Having detailed
our compensatory error-monitoring hypothesis, we now turn to
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new sources of evidence that provide additional support for our
claims.

New sources of support for the compensatory error-monitoring
hypothesis

Our compensatory error-monitoring hypothesis largely hinges on
two ideas: (1) that the cognitive load of worry begins a cascade
of processes that lead to enhanced ERN in anxious individuals,
and (2) enhanced ERN in anxiety reflects a compensatory atten-
tion/effort response. In this section, we present data from our
own lab that provides more direct support for these underlying
assertions of our model.

If enhanced ERN in anxiety results from the cognitive load
of worries on processing resources, it follows that experimen-
tally induced cognitive load should also lead to enhanced ERN.
Recent experimental data from our lab supports this notion
that cognitive load—an affectively-neutral analog to distract-
ing worries—enhances the ERN. In a study by Schroder et al.
(2012), we showed that the ERN is enhanced when stimulus-
response rules are switched, resulting in the need for individuals
to simultaneously inhibit old rules and maintain current rules.
We suggested that as a result of this need to juggle old and cur-
rent rules, a cognitive load was placed on subjects during trials
in which stimulus-response rules were switched. When errors
occurred, then, compensatory attentional effort was employed as
a reactive control strategy resulting in enhanced ERN.

More directly, we conducted an experiment examining the
effect of verbal working memory load (WML) on the ERN
(Moran and Moser, 2012), the details of which we present here.
Twenty-nine undergraduates (21 Female, M age = 19.52 years,
SD = 2.72) completed a flanker task interleaved with a successor-
naming task (for a similar method, see (Lavie and Defockert,
2005): Experiment 2). Prior to each flanker stimulus, participants
saw a string of five numbers to remember. Each five-number
string was either in numerical order (low WML) or in a ran-
dom order (high WML). Participants were instructed to mem-
orize these digits. Following each flanker stimulus, a memory
probe, which consisted of a randomly-selected number from the
five-number memory set, was presented and participants were
instructed to input the digit that followed the memory probe
digit in the memory set for that trial. The experimental session
consisted of 480 trials grouped into six blocks. Load was ran-
domly varied by block such that a given block contained only one
type of WML. There were an equal number of high- and low-
WML blocks. The ERN (and CRN) elicited by flanker errors was
calculated as the average activity in the 0-100 ms post-response
time window relative to a —200 to 0 ms pre-response baseline at
FCz. ERN/CRN’s were then submitted to a 2 (Accuracy: Error vs.
Correct) x 2 (WML: High vs. Low) repeated-measures analysis of
variance (ANOVA).

Of key interest was the prediction that ERN amplitude should
be increased in conditions of increased WM load. The main effect
of accuracy [F(1, 28) = 39.54, p < 0.01, n}% = 0.59] confirmed the
presence of a clear ERN in this paradigm. Crucially, and consistent
with our hypothesis, the WML X accuracy interaction was signif-
icant [F(1, 28) = 9.69, p < 0.01, n; = 0.28; See Figure 6 top right
panel]. The ERN was enhanced on high load trials [#,5) = 3.50,
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FIGURE 6 | Working memory load enhances ERN. (Top Left) SWPs
elicited during the memory retention interval. (Top Right) Response-locked
ERPs as a function of accuracy and WML. (Bottom) A scatterplot depicting
the association between WM-related changes in SWPs and ERNSs.

p < 0.01] whereas the CRN was unaffected by the WML manip-
ulation (¢t < 1). Moreover, the ERN-CRN difference wave was
greater on high WML trials than low WML trials [t8) = 3.11,
p < 0.01].

To test the prediction that individual differences in sensitiv-
ity to load should correlate with changes in ERN amplitude,
we also correlated the ERN with a well-validated ERP index of
WM -retention. In particular, we measured the left-anterior pos-
itive slow-wave potential (SWP) that shows greater magnitude
on high- vs. low-WML trials (Ruchkin et al., 1997; Berti et al.,
2000; Kusak et al., 2000). By examining the relationship between
the SWP (WM-retention) and the ERN, we intended to provide
evidence that occupying WM functions under load, like worry,
directly leads to increased ERN. The SWP was computed across
the 500-3000 ms post-stimulus window with respect to a baseline
consisting of the average activity in the 200 ms window immedi-
ately prior to the presentation of the memory set. The SWP was
quantified as the average activity recorded at F3. SWPs were sub-
mitted to a single-factor (WML: High vs. Low) repeated-measures
ANOVA.

Consistent with previous work, high WML memory sets
elicited greater left-anterior positivity than low WML memory
sets during the rehearsal period [F(;, 23y = 18.21, p < 0.01, nf) =
0.39; see Figure 6 top left panel]. To directly link WM opera-
tions with the ERN, we first computed WM-related changes for
each of our measures: AERN was computed as the ERN-CRN
difference on high WML trials minus the ERN-CRN difference
on low WML trials—that is, the extent to which error-related
brain activity was modulated by the WML manipulation; ASWP
was computed as the difference in activity between high and low
WML trials during memory-set presentation. We focused on the
ERN-CRN difference due to the significant Accuracy x WML
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interaction. However, if we compute AERN as the ERN on high-
WML trials minus the ERN on low-WML trials the interpretation
of the results does not change. Critically, findings revealed that
AERN was strongly related to ASWP (r = —0.51, p < 0.01) indi-
cating that enhanced ERN under high WML can be attributed
to increased WM operations during rehearsal (Figure 6 bottom
panel). Such data provide particularly strong causal evidence that
current cognitive load leads to enhanced ERN. Together, they pro-
vide a proof-of-concept for the notion that the enhanced ERN
that characterizes anxiety may result from WML imposed by
WoOrry.

Regarding our assertion that enhanced ERN in anxiety reflects
a compensatory attention/effort response, we present results
from a novel analysis examining associations between anxious
apprehension, ERN, and academic performance—as measured by
grade-point average (GPA)—on a subsample of data from a larger
dataset (Moran et al., 2012). Past work has shown that larger ERN
amplitudes correlate with higher GPA, suggesting that enhanced
cognitive control is associated with higher academic achievement
(Fisher et al., 2009; Hirsh and Inzlicht, 2010). However, no studies
have examined whether anxiety moderates this relationship. We
predicted that if enhanced ERN in anxious apprehension reflects
a reactive compensatory control signal, a larger ERN in worri-
ers should be associated with higher GPA. Following this logic,
alow ERN in worriers would be associated with poorer academic
performance. If, on the other hand, the ERN is not related to com-
pensatory control in anxiety, the ERN-GPA relationship should
not differ as a function of anxiety.

We tested these predictions in 59 undergraduates (24 female,
M age = 20 years, SD = 3.20) who had useable cumulative GPA
data collected from the University’s Office of the Registrar. EEG
recording procedures and task descriptions have been described
elsewhere (Moran et al., 2012); participants engaged in a let-
ter flanker task and then completed the Penn State Worry
Questionnaire (PSWQ; Meyer et al., 1990). The ERN was cal-
culated as the average activity in the 0-100 ms post-response
time window relative to a —200 to 0 ms pre-response baseline
correction at FCz (where it was maximal) on error trials.

Consistent with previous work (Hirsh and Inzlicht, 2010),
larger ERN amplitude was significantly correlated with higher
GPA across the whole sample (r = —0.30, p < 0.05). However,
the relationship was small and non-significant among individuals
below the median on PSWQ scores (Low Worriers, n = 31; r =
—0.17, p = 0.37) but was significant and more than double the
size among those above the median on the PSWQ (High Worriers,
n=28; r=—0.44, p < 0.05, see Figure 7). To explore further
the relationships between worry, ERN amplitude, and GPA, the
median scores on the PSWQ (Median = 51.00) and ERN (Median
= —4.42 WV) were used to categorize participants into one of
four groups: Low Worry—Low ERN (n = 13), High Worry—
Low ERN (n = 16), Low Worry-High ERN (n = 18), and High
Worry—High ERN (n = 12). A one-way analysis of variance
(ANOVA) with Worry-ERN Group as the between-subjects factor
and cumulative GPA as the dependent variable revealed a sig-
nificant effect of Group [F(3, 53y = 3.17, p = 0.03]. This effect is
depicted in Figure 7. Fisher’s least significant difference proce-
dure indicated that participants in the High Worry-High ERN
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FIGURE 7 | Relationship between ERN and GPA is moderated by worry.
(Top) Scatterplot showing the relationship between ERN and GPA in the
top 50% of the PSWQ distribution (black) and the bottom 50% (gray).
(Bottom) Bar graph depicting GPA as a function of ERN and Worry groups
which were created by median splits and described in the text. Error bars
represent standard error of the mean.

group had a significantly higher GPA (M = 3.32, SD = 0.53)
than the High Worry-Low ERN group (M = 2.83, SD = 0.51;
p < 0.05) and that the Low Worry-High ERN group (M = 3.31,
SD =0.61) also had a significantly higher GPA than the High
Worry-Low ERN group (p < 0.01). The difference between the
Low Worry-Low ERN group (M = 3.15, SD = 0.50) and High
Worry-Low ERN group was marginal (p = 0.10). Critically, the
High Worry-High ERN and Low Worry-High ERN groups did
not differ on GPA (p > 0.90).

Together, these exploratory analyses provide further evidence
that enhanced ERN among worriers functions as a compensatory
control signal insomuch as worriers with a large ERN achieved
the same GPA as non-worriers. In contrast, individuals with high
worry and a low ERN, suggesting a lack of effortful compensatory
control, tended to have significantly poorer academic achieve-
ment. Although preliminary, these findings are consistent with
the Lyons and Beilock (2011) study showing that anxiety’s delete-
rious effect on math performance was curtailed to the extent that
high math anxious participants recruited frontal control brain
regions.

PREDICTIONS AND DIRECTIONS FOR FUTURE RESEARCH
To this point, we have provided theoretical rationale and empir-
ical evidence for our compensatory error-monitoring hypothesis
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of the association between anxious apprehension and enhanced
ERN. In this next section, we develop a set of additional predic-
tions and key avenues for future research to pursue.

The first, and perhaps most obvious, prediction for future
research to test is that inducing worry should lead to an enhance-
ment of the ERN. Borkovec and Inz (1990) have developed and
implemented a standard worry induction procedure for decades
that could be easily utilized in the context of an ERN study.
Previous anxiety inductions have demonstrated negative results
with regard to their effects on the amplitude of the ERN. For
instance, Moser et al. (2005) induced fear in spider phobic under-
graduates and showed no effect on ERN magnitude. Similarly,
Larson et al. (2013) failed to show an effect of an anxiety induc-
tion on ERN magnitude. Our prediction is that enhanced ERN
will only be elicited to the extent that anxious apprehension—
worry—is induced. The failure of existing studies to find effects
of anxiety induction on ERN may therefore be the result of their
use of anxious arousal inductions instead of worry inductions.

Similarly, we predict that worries captured at ERN testing
should relate to enhanced ERN and may mediate the associa-
tion between trait worry and enhanced ERN. Specifically, on-
and/or off-task worries could be measured following flanker
performance and related to the ERN. If worries during task per-
formance are responsible for co-opting goal-driven resources and
causing compensatory deployment of reactive control resources,
then such measures of worry should relate to enhanced ERN. The
Cognitive Interference Questionnaire (CIQ; Sarason and Stoops,
1978; Sarason et al., 1986) would be one measure of this construct
worth exploring in this regard. Self report and thought sam-
pling methods for measuring mind wandering and task-unrelated
thoughts (Matthews et al., 1999; Schooler et al., 2011; Mrazek
etal., 2011, 2013) would also be important for future tests of our
hypotheses.

Following from our formulations and the preliminary find-
ings of Endrass et al. (2010), we would also predict that incentive
and motivation manipulations should have less effect on ERN
amplitude in anxious than non-anxious populations. There are
numerous ways to manipulate incentive and motivation and thus
this effect could be tested in a variety of contexts. Previously,
Hajcak et al. (2005) showed that the amplitude of the ERN
was enhanced on trials that were worth more points toward a
monetary incentive as well as under a condition of performance
evaluation. We predict that such manipulations would not lead
to enhanced ERN in anxious individuals because they already
employ compensatory effort during baseline conditions.

Treatment studies not only offer the chance to help improve
anxious peoples’ functioning but also to test theory-derived
hypotheses. With respect to our view that the anxiety-ERN rela-
tionship reflects reductions in proactive control and compen-
satory increases in reactive control, one treatment possibility is
to train anxious individuals to adopt more of a proactive control
strategy. Proactive control training has been successfully imple-
mented in individuals with schizophrenia, resulting in decreased
symptoms and more proactive brain activity (Edwards et al.,
2010), as well as in older adults who tend to engage in reactive
control strategies before, but not after, training (Braver et al,
2009; Czernochowski et al., 2010; Jimura and Braver, 2010). We
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predict that proactive control training in worriers would result
in reductions in ERN magnitude that might also mediate the
effectiveness of the intervention in terms of symptom reduction.
Similarly, another possibility for testing our hypothesis comes
from Ramirez and Beilock’s (2011) recent demonstration that
emotional expressive writing improves test performance in high
test anxious individuals via its effects on reducing worries and
freeing up proactive resources for active goal maintenance. We
expect that expressive writing about worries would likewise result
in reduced ERN magnitude in highly apprehensive individuals.

A particularly exciting feature of this last set of predictions
concerning treatment effects on the ERN in anxious individuals
is that it provides a context in which to interpret broader effects
of anxiety treatment on the ERN. To date, one study in pedi-
atric OCD patients showed that the ERN did not change with
successful cognitive-behavioral treatment (CBT) of OCD (Hajcak
et al., 2008). This study has been cited as evidence for a “trait”
biomarker or “endophenotype” interpretation of enhanced ERN
in anxiety (e.g., Olvet and Hajcak, 2008). However, there seem
to be three problems with this conclusion: (1) despite symp-
tom reduction in the OCD patients, post-treatment scores still
placed them around the clinical cutoff for an OCD diagnosis, (2)
CBT is an intervention designed to reduce anxiety symptoms,
not alter underlying neural mechanism involved in cognitive
control (i.e., ERN), and (3) the study was conducted in chil-
dren and adolescents for whom the anxiety-ERN relationship
may be different than in adults (Meyer et al., 2012). In this
way, even though patients showed reduced OCD symptoms after
treatment, they still demonstrated anxiety-related compensatory
effort, as reflected in enhanced ERN. The focus of our predic-
tions is not on reducing anxiety symptoms per se, but rather
to change the functional relationship between worry and cogni-
tive functioning (cf. Ramirez and Beilock, 2011). For instance,
the purpose of the expressive writing intervention is to target
the mechanism involved in anxiety’s effects on cognition. This
approach will not only help test our predictions set forth here
but it may also inform treatments of anxiety and their impact on
performance.

The current framework provides an important link between
anxiety research and computational models of cognition. Thus,
we suggest that future research in this area (and in other allied
areas as well) apply computational modeling to test predictions
about the associations between anxiety and error-monitoring
ERPs and related performance measures. Yeung and Cohen
(2006), for instance, demonstrated the power of applying com-
putational modeling to understand ACC-mediated monitoring
deficits in lesion patients. Interestingly, they showed that reduced
ERN in patients with ACC lesions could be modeled as resulting
from impaired attention control rather than specific impairments
in conflict-monitoring per se. Applying this modeling technique
to the anxiety-ERN relationship, in particular by implement-
ing distinct proactive and reactive control modes in a single
model (e.g., De Pisapia and Braver, 2006), represents an exciting
direction for future research. This approach might help illumi-
nate whether anxiety affects ACC-mediated monitoring functions
directly, as envisioned in current theories that emphasize tight
linkages between control and affective functions in ACC (e.g.,
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Shackman et al., 2011; Hajcak, 2012), or rather has an indi-
rect impact through its effects on cognitive control modes (e.g.,
Braver, 2012), as suggested by our analysis.

This framework also provides the foundation for incorporat-
ing other conflict- and error-monitoring ERPs that have failed to
be adequately addressed by researchers primarily interested in the
anxiety-ERN relationship. Regarding the CRN, for example, the
results of the current meta-analysis suggest that it is not reliably
associated with anxiety, thus failing to support the notion of gen-
eral overactive action monitoring in anxiety (e.g., Hajcak et al,,
2003; Endrass et al., 2008). The error positivity (Pe)—a centro-
parietally maximal ERP that follows the ERN (See Figure 1;
Falkenstein et al., 2000)—is another error-monitoring ERP that
has received limited attention in the anxiety literature. The Pe
appears to index explicit error-related processing, including the
detection and signaling of errors (Yeung and Summerfield, 2012).
To date, research is equivocal, with some studies showing reduced
Pe (Moser et al., 2012), some showing enhanced Pe (Weinberg
et al., 2010) and still others showing no association (Weinberg
et al., 2012a) in anxiety. Again, such inconsistent findings argue
against a general impairment in error/action monitoring.

The N2, a fronto-central negativity observed around
250-350 ms in the stimulus-locked ERP on correct trials, is a
relevant action-monitoring ERP that is purported to reflect
pre-response conflict elicited by the co-activation of correct and
incorrect responses when stimuli are associated with both (e.g.,
incongruent flanker stimuli; Yeung et al., 2004). Unfortunately,
the N2 is even more ignored than the Pe in anxiety research. Two
studies, not included in the current analysis because they did not
report ERN data, however, suggest enhanced N2 in trait anxious
college students (Righi et al., 2009; Sehlmeyer et al., 2010). If
enhanced N2 were to emerge as a reliable marker of anxiety in
future studies, it would suggest a more general effect of anxiety
on conflict monitoring (Yeung et al., 2004).

RELATED ACCOUNTS OF ENHANCED ERN IN ANXIETY

The major advance of our proposal is that it attempts to directly
account for the relationship between anxiety and the ERN.
Although there exist emotional-motivational accounts of the
ERN and its within- and between-subjects variation (Pailing and
Segalowitz, 2004; Weinberg et al., 2012b), none make specific pre-
dictions about the relationship between anxiety and the ERN.
Rather, existing accounts are much broader in their assertions
regarding the functional significance of the ERN and its varia-
tion across individuals. Nonetheless, to the extent that existing
emotional-motivational accounts can be applied to the anxiety-
ERN relationship, we next address how they fare with regard to
their ability to explain existing data.

Researchers have suggested that the ERN is an affective or
emotional response to errors (Luu and Tucker, 2004; Pailing and
Segalowitz, 2004), in large part because of associations noted
between the ERN and individual differences in emotional traits
like anxiety. According to this view, then, an enhanced ERN in
anxious individuals reflects their heightened negative emotional
response to or concerns over mistakes (Bush et al., 2000; Gehring
and Willoughby, 2002; Hajcak et al., 2005). Many earlier stud-
ies pointed to both heightened ERN amplitude and overactive
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error-related ACC activity in anxiety as evidence of a dysfunc-
tional affective response to errors, particularly in individuals with
OCD (Gehring et al., 2000; Johannes et al., 2001). Functional
imaging evidence showing rostral ACC enhancement in response
to errors in OCD patients (Fitzgerald et al., 2005) was considered
strong support for this claim, as the rostral subdivision is often
considered the “affective/emotional” portion of ACC, as opposed
to the “cognitive” subdivision that lies dorsally (Bush et al., 2000).

A related conceptualization suggests that variation in the mag-
nitude of the ERN reflects individual differences in defensive
reactivity (Hajcak and Foti, 2008; Hajcak, 2012; Weinberg et al.,
2012a). That is, the ERN carries information aimed at mobiliz-
ing resources to protect the organism against subsequent negative
events, with this response being sensitive to individual differ-
ences in aversiveness of errors. These authors situate the ERN
in a broader network of defensive motivational systems involved
in executing a cascade of physiological, cognitive, and behavioral
responses when potential threats are detected (Lang et al., 1997;
Bradley et al., 2001; Bradley, 2008). In this view, the ERN is a neu-
ral marker of a broader neurobehavioral trait—that is, a stable
individual difference with identifiable referents in neurobiology
and behavior (Patrick and Bernat, 2010; Patrick et al., 2012)—of
defensive reactivity. Anxiety is included in this model as reflecting
individual differences in defensive reactivity thereby supporting
the theory’s primary contention.

Although the affective response and defensive reactivity mod-
els provide plausible accounts of heightened ERN amplitude in
anxiety, they only loosely address the fact that some forms of
anxiety are more closely tied to enhanced ERN than others. Our
conceptual framework, on the other hand, uses this distinction
as foundational for specifying the relationship between anxiety
and the ERN. There are also contradictory findings in the litera-
ture that point to additional weaknesses in current approaches to
conceptualizing the connection between anxiety and the ERN.

With regard to the affective response interpretation, the cogni-
tive vs. affective subdivision model of the ACC is not supported
by extant research (Shackman et al., 2011). Thus, it is unclear
whether enhanced rostral ACC activation following errors in
anxious individuals is indicative of an affective response per se
(cf. Poldrack, 2011 for problems with reverse inference in gen-
eral). Rather, as Shackman et al. suggest, such ACC activation in
anxious individuals may reflect a more domain general “adap-
tive control” response. Moreover, modulations of ACC activity
should not be conflated with those of the ERN given the poten-
tial for multiple sources to contribute to the generation of the
ERN (Gehring et al., 2012). Evidence from our own work fur-
ther demonstrates this point. Specifically, although ACC activity
is enhanced during symptom provocation in simple phobics (e.g.,
spider phobics; Rauch et al., 1995), we showed that the ERN is not
(Moser et al., 2005).

Regarding the defensive reactivity interpretation, evidence
speaking directly to the assertion that “...anxious individuals
who are characterized by increased ERNs may exhibit a greater
defensive response to errors compared with non-anxious indi-
viduals” (Hajcak and Foti, 2008, p. 106) is lacking. In fact,
Endrass and colleagues’ (2010) failure to show modulation of the
ERN by punishment in an OCD sample is inconsistent with a
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defensive reactivity account. If enhanced ERN in anxiety reflects
the aversiveness of errors, it stands to reason that the ERN should
have been enhanced during the punishment condition in the
OCD sample. That this result was not observed suggests the aver-
siveness of the error did not significantly contribute to enhanced
ERN in the OCD sample in either the baseline or punishment
condition. Riesel et al. (2012), on the other hand, did find that
punishment enhanced the ERN in high trait anxious individu-
als but not low trait anxious individuals. However, the authors
utilized the STAI-T, which we have shown here is not reliably asso-
ciated with enhanced ERN. Indeed, high STAI-T individuals in
the Riesel et al. study did not show enhanced ERN in the control
condition, only a larger enhancement of the ERN from the control
to punishment condition. Taken together, extant data are equivo-
cal as to the ability of the defensive reactivity account to explain
enhanced ERN in anxiety.

CONCLUDING REMARKS

Our overarching goal in this paper has been to provide a founda-
tion for future research addressing the relationship between anx-
iety and error processing, both quantitatively and conceptually.
In particular, we provide estimates of the effect sizes concerning
associations between dimensions of anxiety and error-monitoring
ERPs elicited in standard conflict tasks. This meta-analytic result
provides a more exact understanding of the previous literature
and can serve to help researchers design better studies for the
future with an eye toward statistical power and precision. We
have also articulated a framework that focuses on what enhanced
ERN reflects about cognitive dysfunction in anxiety. Our view
is that enhanced ERN in anxiety indexes the impact of anxious
apprehension—i.e., worry—on post-decisional response conflict
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by way of its negative influence on active goal maintenance mech-
anisms and a resulting compensatory increase in “as-needed”
reactive control. Such a dynamic reflects what Berggren and
Derakshan (2013) call the “hidden cost” of anxiety. As has been
suggested, under simple task conditions, this compensatory effort
allows anxious individuals to perform as well as non-anxious
individuals. Unfortunately, compensatory effects can break down
when tasks become more difficult. That is, enhanced ERN pro-
vides an index of how hard a worried mind has to work to
complete even simple tasks. It can serve as a harbinger of strug-
gle and potential failure on more complex tasks and presumably
real-world adaptation. Indeed, the constant distraction and com-
pensatory re-focus is illustrative of how anxiety, and worry, in
particular, can drain resources and lead to functional disability.

In sum, we hope this model and our initial ideas for future
research represents just the beginning of a deeper understand-
ing of what error- and conflict-related ERPs can tell us about the
impact of anxiety on cognition. The promise of more formalized
models of cognitive dysfunction in anxiety will be realized to the
extent that they offer new insights into how better to identify and
treat the world’s most ubiquitous mental health problem.
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APPENDIX

Given that the varying-coefficient model—the basis for the analy-
sis presented in the main text—has rarely been applied in the pub-
lished literature, we also present results computed from a more
common meta-analytic framework. As these studies were rather
heterogeneous in their reported effect sizes, our second analy-
sis was conducted within the context of a random effects model
(Cumming, 2012). Point estimates, 95% CIs and heterogene-
ity statistics were computed using Comprehensive Meta-Analysis
software (v.2; Borenstein et al., 2005).

The results of this analysis are presented in Table Al. Overall,
these results closely mirror the findings from the main analysis.
As in the main analysis, both the ERN and AERN showed signifi-
cant associations with measures of anxiety. Importantly, analyses

Anxiety and error monitoring

of the heterogeneity between data sets revealed that effect sizes
were significantly larger in studies examining anxious apprehen-
sion compared to mixed anxiety for the both the ERN and AERN.
The results of this analysis diverge from those presented in the text
in two, relatively minor, ways: first, mixed anxiety no longer shows
a significant association with either the ERN or AERN. Second,
the CRN now shows a small, but significant, association with anx-
iety. As before, the CRN does not show moderation by anxiety
dimension group.

REFERENCES

Borenstein, M., Hedges, L., Higgins, J., and Rothstein, H. (2005). Comprehensive
Meta-analysis Version 2. Englewood, NJ: Biostat.

Cumming, G. (2012). Understanding the New Statistics: Effect Sizes, Confidence
Intervals, And Meta-analysis. New York, NY: Taylor & Francis Group, LLC.

Table A1 | Results from the Meta-Analysis using the random effects model.

Sample r Lower limit Upper limit Q P
ERN

Overall™ —0.254 —0.331 —-0.173 8.95 0.003
Apprehension —0.329 -0.41 —0.241 - -
Mixed -0.110 -0.224 0.007 - -
CRN

Overall —0.059 -0.115 —0.002 0.88 0.358
AERN

Overall -0.195 -0.273 —0.115 13.05 < 0.001
Apprehension —0.275 —0.350 —-0.197 - -
Mixed ~0.043 ~0.142 0.056 - -
Key:

r: aggregate effect size of association with anxiety.

Lower Limit/Upper Limit: The bounds for the 95% confidence intervals for the aggregate correlation (bold type indicates that the confidence interval does not

include 0).

Q: The heterogeneity statistic used to test for moderation between Anxious Apprehension and Mixed anxiety.

p: Significance for the Q statistic. Both the ERN and AERN continue to show significant moderation after adjusting for three comparisons.

tAs before, we first conducted this analysis without the anxious arousal data from Moran et al. (2012). When these data an included, both the ERN (r = —0.247;
95% Cls: —0.321, —0.169) and AERN (r= —0.191; 95% Cls: —0.264,; —0.116) continued to show significant associations with anxiety. The CRN, however, did not
(r=—0.046,95% Cls: —0.099, 0.008).
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Women show increased predisposition for certain psychiatric disorders, such as
depression, that are associated with disturbances in the integration of emotion and
cognition. While this suggests that sex hormones need to be considered as modulating
factors in the regulation of emotion, we still lack a sound understanding of how the
menstrual cycle impacts emotional states and cognitive function. Though signals for the
influence of the menstrual cycle on the integration of emotion and cognition have appeared
as secondary findings in numerous behavioral and neuroimaging studies, this has only
very rarely been the primary research goal. This review summarizes evidence: (1) that
the menstrual cycle modulates the integration of emotional and cognitive processing on
a behavioral level, and (2) that this change in behavior can be associated with functional,
molecular and structural changes in the brain during a specific menstrual cycle phase.
The growing evidence for menstrual cycle-specific differences suggests a modulating role
for sex hormones on the neural networks supporting the integration of emotional and
cognitive information. It will further be discussed what methodological aspects need to
be considered to capture the role of the menstrual cycle in the emotion-cognition interplay
more systematically.

Keywords: menstrual cycle, neuroimaging (anatomic and functional), emotion-cognition interaction, mood,

emotion regulation, sex hormones, reward

INTRODUCTION

Sex hormones have been shown to influence emotional states
and cognition (Schmidt et al., 1998; Bloch et al., 2000). This
is supported by a wide body of animal data and reflected in
diverging prevalence rates for men and women for many psy-
chiatric diseases that are associated with cognitive biases to
emotional information, such as depression and anxiety (Soares
and Zitek, 2008). While hormonal transitions across the life-
span represent periods of heightened vulnerability for develop-
ment of mood disorders for women, the prevalence rates for
depression between the sexes are most prominent during the
reproductive years. The most extreme changes in gonadal hor-
mones, such as the postpartum period, have consistently been
reported as a time of increased risk for depression (O’Hara,
2009). The menstrual cycle offers a unique opportunity to study
whether subtle fluctuations of sex hormones can influence neu-
ronal circuits implicated in the cognitive regulation of emotional
processing.

The menstrual cycle can be divided in a follicular and a luteal
phase (Terner and De Wit, 2006): the follicular phase is used
generally to refer to the period after completion of menses until
ovulation. During menses and early in the follicular phase, levels
of both progesterone and estrogen are very low, while toward the
middle and later portions of the follicular phase estrogen levels
begin to rise (Griffin and Ojeda, 2004). During the luteal phase,
the period between ovulation and menses-onset, estrogen levels

decrease to a moderate level until they fall sharply just before the
onset of menstruation. Progesterone levels rise after ovulation,
peak at the mid-luteal phase, and fall rapidly just before menstru-
ation (Griffin and Ojeda, 2004; Terner and De Wit, 2006). Most
studies addressing menstrual cycle dependent changes compare
an assessment during the late follicular phase (when estrogen lev-
els are high and progesterone levels low) and during the late luteal
phase (when estrogen levels are low and progesterone levels high).

It has been established that sex hormones act on the central
nervous system and influence the organization of neural circuits
during the prenatal period (Collaer and Hines, 1995). Sex hor-
mones are known to directly influence the hypothalamus and the
hippocampus: areas that are implicated in emotional processing,
perception and memory, as well as in the interpretation of sen-
sory information (Fanselow and Dong, 2010; Hines, 2010). As it
becomes clearer that hormonal transition periods across the life
span also affect brain organization, some neuroimaging studies
have started addressing the relevance of subtle hormonal fluctu-
ations across the menstrual cycle on brain architecture and con-
nectivity. However, in most cases, the menstrual cycle is entered to
statistical analyses as a nuisance regressor (Lonsdorf et al., 2011),
or controlled for by only testing male samples (Karama et al.,
2011).

In the few instances that the menstrual cycle phase was the
primary research aim, typically the research focused on cognitive
domains, using mental rotation or language tasks (Masters and
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Sanders, 1993; Fernandez et al., 2003; Schoning et al., 2007;
Pletzer et al., 2011). Few studies investigated the impact of the
menstrual cycle on the interplay of emotion and cognition. This
lack of knowledge is striking, considering the many interwoven
aspects of emotion and cognition. The findings summarized here-
after (for a detailed overview see Table 1) show that menstrual
cycle phase affects the reaction to emotional stimuli and reward,
as evidenced by behavioral biases in reaction time and neural acti-
vation. In line with this evidence, the menstrual cycle also appears
to impact a neural network implicated in cognitive control of
emotion. This evidence suggests that the menstrual cycle should
be considered as a modulating factor when examining the behav-
ioral and neural response to emotional information. The unique
combination of sex hormones in different phases of the menstrual
cycle may assist in furthering our understanding of inter- and
intra-individual differences in emotional reactions.

NEUROPLASTIC CHANGES IN THE HUMAN BRAIN ACROSS
THE MENSTRUAL CYCLE

As evidence for short-term modification of brain plasticity is
growing, we continue to adapt our understanding of how brain
structure is organized throughout the lifespan. With proliferating
documentation supporting a substantially less rigid architecture
of the brain than previously hypothesized, identifying the mech-
anisms that drive neuroplastic modification has become a major
focus of interest. Among those factors that are discussed to induce
such neuroplastic changes are deliberate training (Draganski
et al., 2004), exercise (Taubert et al., 2011), stress (Liston et al.,
2009), as well as hormones (Baroncini et al., 2010).

MENSTRUAL CYCLE DEPENDENT CHANGES IN STRUCTURAL AND
FUNCTIONAL CONNECTIVITY: IMPACT ON EMOTION AND COGNITION
INTERACTION

The subtle hormonal fluctuations induced by the menstrual
cycle have been explored as potential neuroplastic factors in a
few neuroimaging studies at rest. A voxel based morphometry
(VBM) study comparing women suffering from cyclic men-
strual pain with peri-ovulatory cycle-matched healthy women
found substantial brain morphological changes in brain regions
implicated in pain transmission but also in affect regulation and
top-down modulation of negative affect including the medial pre-
frontal cortex (mPFC), the anterior/dorsal posterior cingulate
cortex (ACC/dPCC), hippocampus, hypothalamus and insula (Tu
et al,, 2010). A pilot within-subject positron emission tomogra-
phy (PET) study reported significantly higher glucose metabolism
for the mid-follicular menstrual cycle phase in thalamic, pre-
frontal, temporo-parietal and inferior temporal regions whereas
during the mid-luteal menstrual cycle phase increased glucose
metabolism in superior temporal, anterior temporal, occipi-
tal, cerebellar, cingulate and anterior insular regions was found
(Reiman et al., 1996). In a second preliminary VBM study, a
change in overall brain size according to menstrual cycle phase,
more specifically an increase in gray matter and loss of cere-
bral spinal fluid (CSF) during the time of ovulation, was found
(Hagemann et al., 2011). This brain volume change could be
associated with progesterone levels and also correlated, after
excluding one outlier, with the estradiol rise prior to ovulation.

The menstrual cycle of the brain

A volumetric MRI study including twenty-one women in an
intra-individual design reported an increase in the right ante-
rior hippocampus in the late follicular versus the late luteal
menstrual phase (Protopopescu et al., 2008a). The hippocam-
pus has been implicated in self-referencing during recall and
prospection (Muscatell et al., 2010), the formation of emo-
tional memories (Eisenberger et al., 2007) and the processing
of facial expressions (Critchley et al., 2000; Fusar-Poli et al.,
2009). Traditionally often referred to as the “memory-region,”
the hippocampus has recently been discussed as a crucial inte-
grator of emotion and cognition (Small et al., 2011). Particularly
the caudal/ventral hippocampal region (corresponding to ante-
rior in primates) has been linked to controlling the hormonal
stress response via the hypothalamic-pituitary-adrenal axis. In
addition, smaller hippocampal size and deficient function were
related to psychopathologies characterized by maladaptive emo-
tional behavior, such as depression, post-traumatic stress disorder
and bipolar disorder, whose drug treatment impact hippocampal
structure and function (Fanselow and Dong, 2010).

Proptopopescu and colleagues (Protopopescu et al., 2008a)
further reported a volumetric decrease in the dorsal basal ganglia
during the late follicular menstrual phase. A trend for a neuro-
chemical change in the basal ganglia was observed to fluctuate
with the menstrual cycle as a secondary finding in a PET-study
exploring sex- and age-differences in dopamine receptors: lower
D2 binding in the late follicular menstrual cycle phase was
detected but did not meet the threshold for statistical signifi-
cance (Wong et al., 1988). While the authors acknowledged the
preliminary character of their dataset comprised of six healthy
women, they made the interesting point that the signal observed
was present in each of the six subjects.

CHANGES IN THE REWARD-RELATED NEURAL SYSTEM ACROSS THE
MENSTRUAL CYCLE

Dopamine represents a key regulator in the integration of cogni-
tive and emotional information processing in the basal ganglia
and has been implicated in synaptic plasticity. If these prelim-
inary findings can be replicated in a larger sample, this would
argue for the menstrual cycle to impact a major neurochemical
axis relevant to numerous neuropsychiatric diseases that display
sex-disparity, such as attention deficit disorder, schizophrenia,
addiction, and Parkinson’s. Recent fMRI results corroborate the
link between dopamine and the menstrual cycle: performance in a
working memory task increased with dopaminergic transmission
rate (indicated by catechol-O-methyltransferase, COMT, enzyme
activity) in the late follicular phase but decreased with dopamin-
ergic transmission rate in the early follicular phase and could
be predicted by activation of PFC in both conditions (Jacobs
and D’Esposito, 2011). These findings suggest that the hormonal
fluctuations caused by the menstrual cycle set the stage for a
dynamic modulation of cognition and emotion by dopaminergic
transmission.

In addition to the above-mentioned roles in cognitive and
emotional processes, dopamine is involved in mediating reward.
To directly examine the notion that the reward system is influ-
enced by menstrual cycle phase, a study exploring monetary
reward in a counter-balanced intra-individual design collected
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The menstrual cycle of the brain

Table 1| Summary of imaging studies exploring the impact of the menstrual cycle on neuroplastic changes of relevance to the interplay of

emotion and cognition.

Study Number of Design Time of menstrual Imaging modality  Main findings
subjects cycle assessed
Protopopescu et al., 21 Within-subject, two Late follicular phase ~ VBM-MRI Right anterior hippocampus
2008a,b time-points per subject (GM-increase)
Late luteal phase Right dorsal basal ganglia
(GM-decrease)
Tu et al., 2010 32 vs. 32 Healthy control group vs.  Peri-ovulatory phase ~ VBM-MRI Medial prefrontal cortex
PDM subjects (mPFC), insula
(GM-decrease).
Anterior/dorsal posterior
cingulate cortex
(ACC/dPCC), hippocampus,
hypothalamus,
(GM-increase)
Hagemann et al., 2011 8 Within-subject, two Early follicular VBM-MRI Global GM-volume
Note: association time-points per subject Mid-luteal phase increase, volume loss in
with estradiol found CSF during ovulation
in 7 women
Dreher et al., 2007 13 healthy regularly Within-subject, two Mid-follicular fMRI during a Enhanced activation in the
cycling women time-points per subject monetary reward amygdala and the OFC
task during mid-follicular;
Mid-luteal Enhanced activation in the
DLPFC and the dACC
during mid-luteal
Protopopescu et al., 8 PMDD; 12 Within-subject, two Late-follicular fMRI during a Late luteal vs. late follicular:
2008a,b asymptomatic time-points per subject Late-luteal Go/No-go task PMDD women showed
women reduced activation in medial

OFC and ventral striatum,
and enhanced activation in
the amygdala and the lateral
OFC, compared to healthy
controls

Jacobs and 24 healthy regularly  Within-subject, two Early follicular Behavioral and COMT activity has been
D'Esposito, 2011 cycling women time-points per subject Late-follicular fMRI shown to drive the direction
of the effect estrogen had
on working memory
Ossewaarde et al., 28 healthy regularly Within-subject, two Late-follicular fMRI during a Enhanced ventral striatal
201 cycling women time-points per subject Late-luteal delayed incentive activation in the late luteal
monetary reward compared to the late
task follicular phase
Mareckova et al., 2012 10 healthy regularly Within-subject, two Early follicular fMRI during Stronger BOLD response to

cycling women

time-points per subject

(perimenstrual)
Late-follicular

passive viewing of
faces (angry vs.
moving circles;
ambiguous faces
vs. moving circles)

angry faces in the right FFA,
left IFG, left temporal gyrus;
and to ambiguous faces in
the right STS, bilateral IFG,
right lingual gyrus, in late
follicular compared to early
follicular (perimenstrual)
phase

(Continued)

Frontiers in Human Neuroscience

www.frontiersin.org

July 2013 | Volume 7 | Article 374 | 61


http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive

Sacher et al.

Table 1 | Continued

Study Number of Design
subjects
Reiman et al., 1996 10 Within-subject, two

time-points per subject

The menstrual cycle of the brain

Time of menstrual Imaging modality  Main findings

cycle assessed

Mid-follicular phase FDG-PET Higher glucose metabolism
in thalamus, prefrontal,
temporo-parietal, inferior
temporal cortex

Higher glucose metabolism
in superior temporal,
anterior temporal, occipital
cortex, cerebellum,

cingulate, anterior insula

Mid-luteal phase

Note: CSF, cerebral spinal fluid: dACC, dorsal anterior cingulate cortex; DLPFC, dorsolateral prefrontal cortex; FDG, ['8F]-fluorodeoxyglucose; fMRI, functional
magnetic resonance imaging, GM, gray matter; OFC, orbitofrontal cortex, FFA, fusiform face area, IFG, inferior frontal gyrus, STS, superior temporal sulcus;, PDM,

primary dysmenorrheal; PET, positron emission tomography; PMDD, pre-menstrual depressive disorder; VBM, voxel based morphometry.

fMRI data in thirteen healthy women (Dreher et al., 2007): The
authors found greater blood-oxygen-level-dependent (BOLD)
response in the amygdala, the orbitofrontal cortex (OFC), mid-
brain and the striatum during the mid-follicular phase, brain
areas that are highly inter-connected both anatomically and
functionally and that are key for autonomic control, emotional
processing and reward. A possible interpretation of these find-
ings may be a more responsive reward system shortly before
ovulation. Complementary neuroimaging work on the dopamin-
ergic system in 28 healthy women also revealed differences
in mesolimbic incentive processing at distinct times of the
menstrual cycle (Ossewaarde et al., 2011). Applying a mone-
tary reward incentive delay task, the authors could show an
enhanced ventral striatal response in the late luteal versus the
late follicular phase and suggest that changes in function-
ing of mesolimbic incentive processing circuits may underlie
premenstrual increases in normal and abnormal motivated
behaviors such as food and drug cravings (Ossewaarde et al.,
2011).

CYCLE-DEPENDENT BIASES IN EMOTIONAL CONTROL

As noted, Dreher et al. (2007) found altered functional activity in
the DLPFC and dACC during the mid-luteal phase. These brain
regions have important roles in the control of emotional interfer-
ence to cognitive performance. Recent findings (Mareckova et al.,
2012) report stronger BOLD fMRI responses during passive view-
ing of ambiguous and angry faces (compared to control stimuli)
in neural regions related to emotion processing and control, when
comparing the mid-cycle and the menstrual phases in freely-
cycling women. These regions included the right superior tem-
poral sulcus, bilateral inferior frontal gyrus (IFG), and the right
lingual gyrus for ambiguous faces, and the right fusiform face
area (FFA), the left IFG, and the left middle temporal sulcus for
angry faces. Stronger activation in the right FFA was also found
when comparing women taking oral contraceptives compared to
controls, and were further replicated in a group of 110 adoles-
cent girls. In line with these findings, several studies showed an
impact of the menstrual cycle on the ability to control emotional

behavior. Specifically, it was suggested that biased processing of
information during the late luteal phase facilitates symptoms of
premenstrual depressive disorder (PMDD) (Cunningham et al.,
2009). PMDD patients have been shown to demonstrate a luteal
phase—dependent negative bias in facial emotion discrimination
(Rubinow et al., 2007). This processing bias is in line with higher
negative affect and impaired cognitive performance, particularly
in memory tasks, in PMDD women during the late luteal phase
(Reed et al., 2008). Protopopescu et al. (2008b) used an emo-
tional modification of a Go/No-go inhibitory task in an fMRI
experiment: women with PMDD showed enhanced processing of
negative information, decreased processing of positive informa-
tion, and diminished inhibitory control, especially in the con-
text of negative information. Furthermore, these findings were
accompanied by reduced activation in medial orbitofrontal cor-
tex (mOFC) and ventral striatum, and enhanced activation in
the amygdala and the lateral orbitofrontal cortex, in PMDD sub-
jects versus controls, when comparing the late follicular and the
late luteal cycle phases. These findings suggest reduced top-down
inhibition of negative information in the late luteal phase in
PMDD.

CHALLENGES AND QUESTIONS

Exacerbation of psychiatric illness has been associated with
phases of steep sex hormonal fluctuations (Soares and Zitek,
2008). Several studies demonstrate the impact of such substan-
tial hormonal change on several cognitive and affective domains
(Greendale et al., 2010; Ladouceur, 2012; Workman et al., 2012).
For the interaction between more subtle sex hormone fluctua-
tions, such as the menstrual cycle, and mood-regulation, reports
have been more controversial (Romans et al., 2012). However, one
cannot draw the conclusion that the menstrual cycle has no role
in the interplay of emotion and cognition from the observation
that many studies in this emerging field have been underpowered
or methodologically inconsistent. With regards to such method-
ological inconsistencies, it would be helpful to introduce to the
field some sort of standardization to confirm regular menstrual
cycles and ovulation of participants. Urine ovulation kits or blood
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samples demonstrating the pre-ovulatory LH/FSH surge could
provide this information in order to ensure that subjects indeed
go through the hormonal fluctuation characteristic of a regular
menstrual cycle.

A major challenge reviewing the neuroimaging evidence for
the impact of the menstrual cycle on brain regions is the lack of
consistency in timing of assessment. With a few exceptions, most
of the work reviewed did follow an intra-individual design com-
paring two or more menstrual cycle phases. Most studies included
a comparison between follicular and luteal cycle phase, however
both of these phases are approximately 12—14 days in length. As
reviewed here, the choice to look at an early follicular time (when
both estrogen and progesterone levels are low) or at a late follicu-
lar time (when progesterone levels are still minimal but estrogen
levels are highest) is likely going to impact the results and can
make it hard to evaluate data collected at different times.

One approach that has been taken by many in the endeavor to
study the impact of sex hormones on the interplay of emotion and
cognition is analyzing the correlations between hormone level
and a neuroimaging parameter, such as changes in BOLD signal
in emotional processing circuits. However, these reports tend to
be difficult to interpret since a specific sex hormone can impact
neurotransmitter-signaling differently in different states of hor-
monal environment. For example, data in rodents, primates, and
humans have demonstrated that estrogen modulates behavioral
sensitization to cocaine differently in the presence of progesterone
than in the absence of progesterone (Evans and Foltin, 2010). The
menstrual cycle thus provides a unique natural set-up to study
the interactions of sex hormones in synergy and move beyond
looking at simple correlations.

CONCLUSION AND PERSPECTIVES

To summarize, studies have provided preliminary evidence for
neuroplastic changes across the menstrual cycle, including the
striatum, thalamus, hippocampus, insula, hypothalamus, amyg-
dala, ACC, frontal cortex (OFC, DLPFC) and parietal areas. Most
of these regions have substantial roles in the perception, pro-
cessing or regulation of responses to emotional information.
Menstrual cycle-dependent changes have also been demonstrated
in reward-related behavior and to interact with dopaminergic
transmission. Different patterns of neural activation have been
found in women with clinical premenstrual mood change, also
pointing to an influence of sex hormones on the neural acti-
vation related to cognition-emotion interaction. While the data
are still sparse and substantial methodological differences have
to be accounted for, it is likely that the subtle hormonal fluctu-
ations that characterize the menstrual cycle modulate emotional
behavior in women during their reproductive years.

The neural networks mediating cognition-emotion interac-
tions are a topic of a long and on-going debate. Based on advanced
analysis of neuroimaging data, Pessoa (2012) emphasized the
interactions between evaluative and control sites as mediators of
the impact of cognition on emotional perception. In line with this
network view, effects of cognitive load on emotional processing
were shown in fronto-parietal attention regions (Culham et al.,
2001; Schwartz et al., 2005; Bishop, 2008; Tomasi et al., 2011)
as well as limbic (Van Dillen et al., 2009) and sensory regions

The menstrual cycle of the brain

(Muggleton et al., 2008). Sex hormones are known to influence a
number of neurotransmitters implicated in the regulation of cog-
nition and affect, including acetylcholine, serotonin, dopamine,
and norepinephrine (Genazzani et al., 1997; Mitsushima, 2010).
Functional consequences of genetic polymorphisms in those
neurotransmitter-systems need to be considered for the interac-
tion between neurochemical environment and hormonal states in
the brain. Genetic vulnerabilities for anxiety and depression in the
serotonergic system (Lesch et al., 1996) may relate to the differen-
tial response across women to antidepressant treatment targeting
the serotonin transporter. The enzyme metabolizing dopamine,
catechol-O-methyltransferase (COMT), accounts for the major-
ity of dopaminergic turnover in the PFC (Mannisto and Kaakkola,
1999). For COMT, carriers of the variant met/met (opposed to the
met/val allele variant) showed better performance in an executive
task and displayed enhanced PFC activation (Egan et al., 2001).
Furthermore, COMT activity has been shown to drive the direc-
tion of the effect estrogen had on working memory (Jacobs and
D’Esposito, 2011). The integration of epigenetic information to
neuroimaging data across the menstrual cycle will be important in
characterizing the functional consequences of genetic polymor-
phisms that are implicated in these neurochemical underpinnings
of emotion and cognition.

Studies in healthy women during their reproductive years are
no substitute for directly studying mood disorders associated with
the menstrual cycle, such as PMDD. They do, however, provide
an important framework to build upon as confounding fac-
tors like comorbidities can be excluded. For intervention studies
it will be necessary to include clinical populations. The explo-
ration of neural patterns in the emotional circuits that can be
associated with techniques such as cognitive behavioral therapy
(CBT) (Goldapple et al., 2004) and mindfulness stress reduction
(Schwartz et al., 1996) in order to provide helpful alternatives
or add-ons to psychopharmacological interventions in PMDD
are promising new research directions. However, research on the
menstrual cycle and the interplay of emotion and cognition has a
broader scope than menstrual-cycle related disorders. An inter-
action of reproductive hormones and neuroplasticity has been
reported for diseases that can generate abnormalities in emotional
processing and social cognition, like multiple sclerosis (Tomassini
et al., 2005) Alzheimer’s (Pike et al., 2009) and migrane (Gupta
et al., 2011). Furthermore, we know that treatment responses can
differ immensely between the sexes, and within different hor-
monal states (Lukas et al., 1996; Justice and De Wit, 1999; Evans
and Foltin, 2010).

In conclusion, the emerging research field of neuroimaging
the menstrual cycle has already contributed many clinically rel-
evant insights into powerful interactions between sex hormones
and neural processes in emotion and cognition. While the major-
ity of endocrinological neuroimaging research has focused on the
role of estrogen on traditional aspects of cognition, more studies
start to address the interwoven processing of emotion and cog-
nition. The menstrual cycle provides a natural set-up to do so
and it will be critical for the interpretation of studies across imag-
ing centers to confirm the endocrine status on each test day of
women undergoing a scanning protocol during their reproductive
years.
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INTRODUCTION

Stressful experiences modulate neuro-circuitry function, and the temporal trajectory of
these alterations, elapsing from early disturbances to late recovery, heavily influences
resilience and vulnerability to stress. Such effects of stress may depend on processes
that are engaged during resting-state, through active recollection of past experiences and
anticipation of future events, all known to involve the default mode network (DMN). By
inducing social stress and acquiring resting-state functional magnetic resonance imaging
(fMRI) before stress, immediately following it, and 2 h later, we expanded the time-window
for examining the trajectory of the stress response. Throughout the study repeated
cortisol samplings and self-reports of stress levels were obtained from 51 healthy young
males. Post-stress alterations were investigated by whole brain resting-state functional
connectivity (rsFC) of two central hubs of the DMN: the posterior cingulate cortex (PCC)
and hippocampus. Results indicate a ‘recovery’ pattern of DMN connectivity, in which
all alterations, ascribed to the intervening stress, returned to pre-stress levels. The only
exception to this pattern was a stress-induced rise in amygdala-hippocampal connectivity,
which was sustained for as long as 2h following stress induction. Furthermore, this
sustained enhancement of limbic connectivity was inversely correlated to individual
stress-induced cortisol responsiveness (AUCI) and characterized only the group lacking
such increased cortisol (i.e., non-responders). Our observations provide evidence of a
prolonged post-stress response profile, characterized by both the comprehensive balance
of most DMN functional connections and the distinct time and cortisol dependent
ascent of intra-limbic connectivity. These novel insights into neuro-endocrine relations
are another milestone in the ongoing search for individual markers in stress-related
psychopathologies.

Keywords: fMRI, resting-state functional connectivity, default-mode network, recovery, limbic connectivity

during resting-state (Gruberger et al., 2011) and are therefore

Psychological stress is prevalent and strongly related to mental
illnesses. The brain mediates stress responses and thus influ-
ences the individual’s capacity to cope with them. Such coping
depends on functions manifesting during several stages of the
stress response, evolving gradually from early disturbances to later
recovery and homeostasis restitution; processes that ultimately
support the link between stress and psychopathology (McEwen,
2004; Yehuda and LeDoux, 2007). These processes may involve
various internally-driven mental processes, such as drawing on
past experiences and envisioning future events, known to increase

expected to be mediated by the default mode network (DMN)
(Greicius et al., 2003; Buckner and Carroll, 2007). The DMN,
defined as a cluster of regions deactivated during task perfor-
mance and activated at rest, includes mainly the posterior cin-
gulate cortex (PCC), medial prefrontal cortex (mPFC), inferior
parietal lobule (IPL) and the hippocampal formation (Buckner
et al., 2008). The relevance of integrated DMN activation dur-
ing rest to stress-related psychopathology has been demonstrated
by abnormal DMN connectivity in post-traumatic stress disorder
(Bluhm etal., 2009; Rabinak et al., 2011) and depression (Greicius

Frontiers in Human Neuroscience

www.frontiersin.org

July 2013 | Volume 7 | Article 313 | 66


http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/editorialboard
http://www.frontiersin.org/Human_Neuroscience/about
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org/Human_Neuroscience/10.3389/fnhum.2013.00313/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=SharonVaisvaser&UID=68171
http://community.frontiersin.org/people/RoeeAdmon/52733
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=IlanaKlovatch&UID=47821
http://community.frontiersin.org/people/NaftaliStern/99646
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=IlanWald&UID=86834
http://community.frontiersin.org/people/DanielPine/301
http://community.frontiersin.org/people/RicardoTarrasch/69875
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=YairBar_Haim&UID=12965
http://community.frontiersin.org/people/TalmaHendler/44683
mailto:talma@tasmc.health.gov.il;
mailto:ysharonv@gmail.com
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive

Vaisvaser et al.

Cortisol related enhancement of limbic connectivity

et al., 2007). Monitoring changes in resting-state functional con-
nectivity (rsFC) was established as a tool for the identification of
whole brain spontaneous co-activation clustering in functional
magnetic resonance imaging (fMRI) (Fox and Raichle, 2007).
Previous research highlights the importance of rest to mental
homeostasis by demonstrating that cognitive and affective tasks
have prolonged affects on neural activity at rest (Waites et al.,
2005; Pyka et al., 2009; Eryilmaz et al., 2011). Therefore, it is
reasonable to expect that stress will also show similar traces.
Indeed, recent studies demonstrated modified amygdala rsFC, up
to 1 h following stress (Van Marle et al., 2010; Veer et al., 2011).
Despite preliminary evidence for the effect of stress on rsFC, the
chronometry of such effects remains relatively limited and poorly
specified.

The present study examined the chronometry of stress-rsFC
relationships using three “rest” conditions: before stress induc-
tion, immediately after, and following a 90 min recess outside
the scanner. Stress elicitation was achieved using a documented
procedure for the induction of social stress via arithmetic cal-
culations, monitored on-line (Wang et al., 2005, 2007; Gray
et al., 2007). We selected two core DMN hubs as seeds for
rsFC analyses; the PCC and hippocampus (Greicius et al., 2004;
Buckner et al., 2008). The PCC has been documented as a piv-
otal node of the DMN that directly interacts with all other
network nodes (Fransson and Marrelec, 2008; De Pasquale
et al., 2012). Furthermore, both the hippocampus and PCC
have been previously shown to be involved in stress respon-
siveness (Pruessner et al., 2008). Finally, we repeatedly mea-
sured subjective stress intensity, heart rate (HR), and cortisol
levels.

We anticipated a decline in the stress response by the third rest
condition, 2 h post stressor-task, generating rsFC patterns similar
to those observed at baseline. We further hypothesized that recov-
ery dynamics for rsFC with the hippocampus, an area supporting
affective memory of the stressful experiences, would differ from
the dynamics in other regions, and be individually determined by
stress indices (e.g., cortisol response, stress rating).

MATERIALS AND METHODS

PARTICIPANTS

The study was conducted on 61 healthy males (age 19-22).
Participants consisted of mandatory military soldiers who volun-
teered to participate in our study. All participants were positioned
in the same service unit, amidst the same military course, and
before operational employment. Of the 61 individuals 4 were
excluded from cortisol analysis due to an insufficient saliva sam-
ples and 10 were excluded from the fMRI data analysis due
to signal artifacts. Participants had no reported history of psy-
chiatric or neurological disorders, no current use of psychoac-
tive drugs, no family history of major psychiatric disorders,
and no previous exposure to abuse during childhood and/or
potentially traumatic events before entering the study. In addi-
tion, all participants had normal or corrected-to-normal vision
and provided written informed consent approved by Tel Aviv
Sourasky Medical Center Ethics Committee and conformed to
the Code of Ethics of the World Medical Association (Helsinki
Declaration).

EXPERIMENTAL PROCEDURE

The experiment was performed at the Wohl Institute for
Advanced Imaging in Tel Aviv. To minimize unwanted effects on
cortisol levels, participants were awake for at least 3 h before arriv-
ing at the institute, and were instructed to eat breakfast and avoid
further food intake, nicotine, caffeine, and exercise for at least 2 h
before arrival. The study consisted of four phases: acclimation
(15min), 1st session in the MRI scanner (65 min), intermission
(90 min), and a 2nd session in the MRI scanner (30 min). In
the acclimation phase, participants were given a 15-min resting
period, signed the informed consent forms and were introduced
to the experimental procedure. In the 1st session in the MRI
scanner participants underwent the acute stress task. Three “rest”
conditions were integrated into the study design: before the tasks
(“rest 17), immediately afterwards (“rest 2”), and at the begin-
ning of the 2nd scanning session, following a 90 min recess
outside the scanner (“rest 3”). During the intermission phase out-
side the scanner participants completed questionnaires and were
given a light meal. In “rest” conditions (5 min each) participants
were instructed to stare at a fixation point in the center of a
screen.

STRESS ELICITATION TASK

Acute stress was induced via a serial subtraction arithmetic task
(Wang et al., 2005), a component of the Trier Social Stress
Test (Kirschbaum et al., 1993) incorporated into the scanner.
Participants were instructed to continuously subtract 13 from
1022 for a period of 6 min, and respond verbally, while the experi-
menters monitored and communicated with each subject on-line,
constantly demanding faster and more accurate performance. A
timer appeared at the top left corner of the screen to indicate
to the participant how much time had elapsed. The stress task
was preceded by a non-stressful condition-backward counting
from 1000 for a period of 6 min, without external monitoring
(Figure 1).

PHYSIOLOGICAL AND BEHAVIORAL DATA COLLECTION

Psychological and physiological effects of stress were evaluated at
4 time points (Figure 1) through repeated self reports of stress
levels (on a 9 point Likert scale, marked as R) and salivary
cortisol sampling (marked as S), collected with a cotton swab,
placed in the participants mouth for 3 min (Sarstedt, Numbrecht,
Germany). Samples were stored at —20°C immediately after col-
lection until further analyzed. Salivary concentrations of cortisol
rose to peak levels 15-30 min after stress (De Kloet et al., 2005).
Due to delayed peripheral response, final cortisol samples were
obtained 20 min post-stress. Following peak measurements, cor-
tisol levels gradually decline to pre-stress levels 60-90 min later
(De Kloet et al., 2005). To avoid leakage of the effect, partic-
ipants did not perform any additional tasks during this time
interval.

ENDOCRINE DATA ANALYSIS

Salivary cortisol levels were assayed using Coat-A-Count radioim-
munoassay (Siemens, Los Angeles, CA), inter- and intra-assay
coefficient of variation (CV) 14.4%, 8.9%, respectively. Inter-
assay % CVs of less than 15 and intra-assay % CVs of less

Frontiers in Human Neuroscience

www.frontiersin.org

July 2013 | Volume 7 | Article 313 | 67


http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive

Vaisvaser et al.

Cortisol related enhancement of limbic connectivity

in-scanner in-
TR n scilnner
. k L
Acclimation |Anatomy|Rest 1 control stress Rest 2[Anatomy| |intermission[Rest 3
task task
—/— |~ —//—| ——
15 min 15 min | 5 min 6 min 6 min 5 min | 15 min 90 min | 5 min

FIGURE 1 | Study design. Following the acclimation phase, participants

underwent two scanning sessions: the first included two “rest” conditions
interspersed with the control (backward counting) and stress (serial

A 4
8 §

subtraction) tasks; the second session, following a 90 min intermission
outside the scanner, included a third “rest” scan. R, report of stress level,
S, salivary cortisol sampling.

than 10 are considered to indicate assays with good and reliable
performance. In order to obtain a reliable measure of the indi-
vidual’s cortisol reactivity, in accordance to the expected gradual
ascent, we calculated the area under the curve increase (AUCI)
using the equation from Pruessner et al. (2003), with trapezoidal
integration.

ELECTROPHYSIOLOGICAL DATA COLLECTION AND ANALYSIS
Electrocardiography (ECG) was recorded continuously dur-
ing scanning via a BrainAmp ExG MRI-compatible system
(BrainProducts, Munich, Germany). The sampling rate was
5000 Hz. For each participant, bipolar Ag/AgCl electrodes were
attached to the right and left side of the chest. Preprocessing of
the ECG signal and RR interval analysis was performed similarly
to Raz et al. (2012). Briefly, gradient artifacts were removed using
FASTR algorithm (Niazy et al., 2005), implemented in FMRIB
plug-in for EEGLAB (Delorme and Makeig, 2004). R peaks of
ECG were detected using the FMRIB toolbox, and corrected for
mis-detection (maximum correction rate over participants was
5.95%) and presence of ectopic beats. Finally, RR intervals were
used to derive a beats-per minute HR index. Due to motion
artifacts, 44 participants were included in the final HR analy-
sis, for which a reliable R peak signal could be detected for all
conditions.

fMRI DATA ACQUISITION AND ANALYSIS

Brain scanning was performed on a 3T (GE, HDXt) MRI
scanner with an 8-channel head coil. Functional imaging was
acquired with gradient echo-planar imaging (EPI) sequence of
T2*-weighted images (TR/TE/flip angle: 3000/35/90; FOV: 20 x
20 cm; matrix size: 96 x 96) in 39 axial slices (thickness: 3 mmy;
gap: 0 mm) covering the whole cerebrum. fMRI data analysis
was performed with SPM5 (Wellcome Department of Imaging
Neuroscience, London, UK). Preprocessing of the fMRI data
included correction for head movements (subjects with move-
ment above 2 mm were discarded) via realignment of all images to
the mean image of the scan using rigid body transformation with
six degrees of freedom, normalization of the images to Montreal
Neurological Institute (MNI) space by co-registration to the EPI

MNI template via affine transformation, and spatial smooth-
ing of the data with a 6 mm FWHM. Finally, the first 6 images
of each functional resting scan were rejected to allow for T2*
equilibration effects. Seed regions of interest (ROIs); the bilat-
eral PCC and bilateral hippocampus, were defined anatomically
and additionally masked to include gray matter only using the
WFU Pick Atlas Tool (Maldjian et al., 2003, see also Stamatakis
et al., 2010). To examine rsFC between seed ROIs and the whole
brain, BOLD signal was filtered to low frequency fluctuations
(0.01-0.08 Hz) using DPARSF toolbox (Chao-Gan and Yu-Feng,
2010). A mean time series across voxels in the seed ROIs was cal-
culated for each participant using the MarsBaR software package
(http://marsbar.sourceforge.net). GLM analyses were then per-
formed between the ROI time series and the time series for each
brain voxel. To reduce the effect of the physiological artifacts
and nuisance variables, the whole-brain mean signal, six motion
parameters, cerebrospinal fluid, and white matter signals were
introduced as covariates in the design matrix (Chao-Gan and
Yu-Feng, 2010).

First, random effect group analysis (RFX) was used to identify
regions that altered connectivity to the seed ROIs when com-
paring rest conditions before and immediately after the stressful
manipulation. In this REX analysis a one sample ¢-test was applied
to the images of contrast between the two rest sessions of all sub-
jects (i.e., random subject effects with fixed condition effects).
Next, these connectivity alterations were further explored in the
third rest condition. Statistical maps for the PCC seed were cor-
rected for multiple comparisons (FDR < 0.05) and the Statistical
maps for the hippocampus seed were set at a threshold of p <
0.001, small volume corrected (with a cluster size of at least 20
voxels). The resulting brain areas were anatomically validated
with the WFU Pick Atlas Tool. Beta weights were extracted and
averaged across all voxels within each functional area that altered
connectivity to the seed ROIs.

PSYCHOLOGICAL ASSESSMENT
Participants were asked to complete a self-report questionnaire to

assess trait anxiety the State Trait Anxiety Inventory-Trait Version
(STAI-T) (Spielberger, 1983).
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STATISTICAL ANALYSES

Neural, behavioral, and physiological measures were statistically
analyzed using repeated-measures ANOVA (STATISTICA 7) to
assess the effect of the experimental condition. The correlations
between brain measures and individual cortisol response (AUCI)
were assessed using Pearson’s regression analysis followed by a
hierarchical multiple regression (STATISTICA 7).

RESULTS
BEHAVIORAL AND PHYSIOLOGICAL MEASURES OF STRESS
INDUCTION
All measures of stress induction revealed a general effect of stress-
elicitation at the group level. Specifically, a main effect of time
was found for subjective ratings of stress [F(3, 130y = 17.562, p <
0.001]; Fisher’s least significant difference (LSD) post-hoc analy-
ses revealed an increase in ratings in response to stress (R3) as
compared to the two previous measures (R1 and R2, both p’s <
0.001), and a decline to baseline following the second rest period
(R4, p < 0.001, Figure 2A). The means and standard deviation
(in parenthesis) of R1, R2, R3, and R4 were 3.69 (1.82), 4.21
(1.96), 5.34 (1.9), and 4.08 (2.39), respectively. Notably, the four
measures of subjective stress were within the normality range
(values of Skewness and Kurtosis were within the range of £2
standard errors). For salivary cortisol a marginally significant
main effect of time was found [F(3, 171) = 2.4579, p = 0.064; 4
participants were excluded from cortisol analysis due to insuf-
ficient saliva samples], according to post-hoc analysis, we found
a marginally significant peak in cortisol level in the final sam-
ple (S4) as compared to post “rest 17 sample (S1, p = 0.057).
In accordance with stress literature, two distinct cortisol groups
emerged in response to stress: responders, who were defined by
an increase of at least 1.5nmol/L and a 15% rise from pre-
stress levels (suggested earlier by Fehm-Wolfsdorf et al., 1993;
Lupien et al., 1997; Schwabe et al., 2008) (38% of participants,
n = 22); and non-responders, who showed no change or dimin-
ished cortisol level (62% of participants, n = 36). The analysis of
cortisol levels at the 4 time periods by cortisol response groups
revealed a main effect of group [F(1, 56y = 9.64, p < 0.001], an
effect of time of measurement [F(3, 168) = 9.14, p < 0.001] and
a significant interaction [F(, 168y = 34.81, p < 0.001]. For the
responders group, Fisher’s LSD post-hoc comparison revealed
a significant increase in cortisol level 20 min following stress-
induction (S4) relative to all previous levels (p’s < 0.001), and
an increase post stress (S3) relatively to control (S2, p < 0.01).
Whereas, a significant decrease in cortisol was found for non-
responders at the two post stress measurements (S3, S4) relatively
to post “rest 17 (S1) (both p’s < 0.005, Figure2B, red and
blue, respectively). A significant difference between groups was
found for post stress sample (S3, p < 0.05) and final sample (54,
p < 0.001). The means and standard deviation (in parenthesis)
of S1, S2, S3, and S4 for cortisol responders (in nmol\lL) were
7.35 (2.13), 6.93 (2.42), 8.69 (4.10), and 10.81 (4.65), respec-
tively. Means and standard deviation for cortisol non-responders
were 6.46 (4.39), 5.83 (4.01), 5.08 (3.50), and 4.88 (3.02),
respectively.

Finally, HR (beats per minute) analysis also revealed a main
effect of time [F(3, 129) = 38.88, p < 0.001; 44 participants with
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FIGURE 2 | Physiological and psychological response to stress.
Subjective ratings of stress (A), average salivary-cortisol level (B), and heart
rate (HR, bpm) (C) presented in reference to the time course of the
experiment. Time 0 indicates the start of experiment. The yellow columns
represent control and stress tasks (6 min each), green columns represent
“rest” conditions (fixation, open eyes, 5min) and light gray column
represents an anatomical scan (15 min). Between scans (dark gray
columns), behavioral rating of stress [R(1-4)] and salivary-cortisol samples
[S(1-4)] were taken. HR was continuously recorded. The error bars indicate
standard error. *p < 0.05, **p < 0.001.

a reliable R peak signal were included in this analysis]; Fisher’s
LSD post-hoc analyses revealed an increase in HR in response
to stress, as compared to pre-stress conditions (p < 0.001), and
a decrease to initial levels during the second rest period (p <
0.001, Figure 2C). The means and standard deviation (in paren-
thesis) of the 4 HR measures (in bpm) were 57.97 (9.36),
65.25 (10.44), 69.39 (9.60), 58.99 (9.82), respectively. One of the
44 subjects included in HR analysis had no sufficient cortisol
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samples. Notably, as in the whole group (the 58 subjects for
which we obtained reliable endocrine data), 17 of the 43 partic-
ipants included in HR and cortisol analyses (39.53%) were cor-
tisol responders. Importantly, in the repeated measures ANOVA
analyses for HR and subjective stress measures, no significant
interaction was found between group and time [F3, 123 = 1.09,
p =0.36; F3, 168) = 2.36, p = 0.074, respectively]. Additionally,
responders and non-responders did not differ in measure of trait
anxiety [F(j, 56y = 0.158, p = 0.69].

EARLY-STAGE RESTING STATE MANIFESTATIONS OF STRESS

We first compared rsFC patterns with the bilateral PCC and hip-
pocampus seed ROIs between “rest 1”7 and “rest 2” conditions
(interspersed with the stressful arithmetic task), localizing imme-
diate post-stress rsFC alterations. Peak voxels and corresponding
T-values for all locations of the significant clusters are presented
in Table 1. We next probed late-stage rsFC alterations, compar-
ing “rest 2” (immediately following the stressor) and “rest 3” (2h
following the stressful task).

Figures 3, 4A demonstrate rsFC to the seed ROIs in the three
rest conditions, in reference to the timeline of the experiment.
Results from the first comparison indicate six brain areas that
alter time course coupling to the PCC between “rest 17 and
“rest 2” (Table 1A; Figures 3A-F, right hand side). The mPFC,
thalamus, caudate nucleus and IPL increased their connectiv-
ity with the PCC following stress, whereas the posterior insula

Table 1| (A) Peak voxels and corresponding T-values for regions that
show altered rsFC with the PCC seed in the following contrasts; (B) Peak
voxels and corresponding T-values for regions that show rsFC with the
bilateral hippocampus in the following contrasts.

Hem MNI coordinates t-value
x y z
(A) “REST 2” > “REST 1” CONTRAST
Inferior parietal lobule R b4 —63 39 3.89**
L —45 —69 42 4.03**
Thalamus R 15 -12 18 5.09*%*
L -3 —-12 12 4.58%*
Caudate nucleus R 9 0 15 5.08**
L -12 0 12 5.16%*
Medial PFC R 3 54 6 4.59**
“REST 1” > “REST 2” CONTRAST
Posterior insula R 36 —24 15 4.93**
L —42 -30 18 3.86%*
Lingual gyrus R 15 —51 -9 4.7%%
L —15 —b7 -9 4.58**
(B) “REST 2” > “REST 1” CONTRAST
Amygdala L —21 -3 —21 4.85*%
Middle temporal gyrus R 42 —63 18 3.65*
“REST 1” > “REST 2” CONTRAST
None

*p < 0.001, small volume corrected, with a cluster size of at least 20 voxels;
**p < 0.05 (FDR corrected).

and lingual gyrus decreased their connectivity with the PCC; all
regions showed bilateral effects. Two areas altered their rsFC with
the hippocampus seed between “rest 1” and “rest 2,” the left amyg-
dala and right middle temporal gyrus (MTG), both of which
increased their connectivity with the hippocampus following
stress (Table 1B; Figure 4A).

CORRELATING SUBJECTIVE STRESS SENSATION TO BRAIN

MEASURES

An investigation of the relation between the psychological
and neural measures of stress revealed that early-stage rsFC
alterations in amygdala-hippocampal connectivity (contrasting
“rest 2” and “rest 17) is significantly correlated to changes in
subjective stress (last sample, R4, vs. first sample, R1; r = 0.34,
p = 0.025, Figure 4B). Notably, no significant correlations were
obtained between the change in subjective stress and the dif-
ference in connectivity found between “rest 1” and “rest 2”
over the MTG, mPFC, posterior insula, IPL, thalamus, lingual,
and caudate (p-values = 0.19, 0.24, 0.09, 0.13, 0.25, 0.88, 0.22,
respectively).

Considering the correlation between amygdala-hippocampal
connectivity and the subjective stress report, we also investigated
the relation between task performance (measured as number of
mistakes) and this change in connectivity. We found no correla-
tion between performance and limbic connectivity (r = —0.35,
p = 0.120).

PROLONG ALTERATIONS IN rsFC TO THE SEED ROIs

A repeated-measures ANOVA followed by Fisher’s LSD post-hoc
comparisons were used to detect differences between the third
rest condition and the two previous ones. Regarding the PCC,
when comparing “rest 3” to “rest 2, all regions presented an
opposing pattern of correlation compared to the pattern found
between “rest 17 and “rest 2” conditions. When comparing “rest
3” to “rest 1, no significant differences were found for PCC
connectivity with all areas. Regarding the hippocampus seed,
the right MTG presented the same opposing connectivity pat-
tern when comparing “rest 3” to “rest 2.” Furthermore, MTG-
hippocampal connectivity in “rest 3” decreased to initial “rest 17
levels. Nonetheless, as opposed to all other functionally connected
areas presented in this study, only the amygdala-hippocampal
connectivity showed a clear difference between “rest 3”
and “rest 1”7 conditions, demonstrating a sustained increase
(Table 2).

AMYGDALA-HIPPOCAMPAL SUSTAINED rsFC CHANGE AND CORTISOL
RESPONSIVENESS

The anomalous lingering rise in limbic rsFC led to the conjecture
that the interactions of both the hippocampus and the amyg-
dala with the hypothalamic-pituitary-adrenal (HPA) axis may
contribute to this effect. This was explored by correlating the indi-
vidual cortisol AUCI values with the degree of sustained change
in amygdala-hippocampal connectivity in “rest 3” vs. “rest 1.
Three participants were excluded from this analysis as outliers
due to beta values exceeding £2.5 Std from group average. Taken
together, the final analyses regarding the relation between lim-
bic connectivity and cortisol included 45 subjects. The analysis
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FIGURE 3 | Dynamics in rsFC to the PCC seed ROl in the three “rest”
conditions. Localized areas that changed connectivity to the PCC seed (A-F)
when contrasting “rest 1" and “rest 2" are presented on the right hand side.
rsFC at “rest 1,” “rest 2,” and “rest 3" are presented in reference to the

31
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timeline of the experiment. Statistic maps were corrected for multiple
comparisons (FDR < 0.05) T-score scale is shown at the bottom. Error bars
indicate standard error. *p < 0.05, **p < 0.01, **p < 0.001, ****p < 0.0001.
See Table 2 for specific p-values.

revealed a significant negative correlation to cortisol responsive-
ness (r = —0.42, p = 0.0049, Figure 5A), suggesting that more
cortisol secretion was associated with less limbic connectivity
enhancement. No significant correlations were obtained between

AUCi and the difference in connectivity between rest 1 and 3
over all other functional connections mentioned. We further
investigated whether our behavioral measures of stress may have
played a role in the sustained increase in limbic connectivity.
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connectivity. (A) Localized areas that changed connectivity to the ***p < 0.0001. See Table 2 for specific p-values. (B) Pearson correlation
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maps for the hippocampus seed were set at a threshold of p < 0.001, “rest 2" relative to "rest 1"

Table 2 | (A) Fisher's LSD post-hoc comparisons between rsFC with the
PCC seed ROl in different rest conditions; (B) Fisher's LSD post-hoc
comparisons between rsFC with the hippocampus seed in different rest

conditions.

Conditions compared

“rest 3” to “rest 2"

“rest 3" to “rest 1"

p-value p-value
(A)
Bilateral inferior parietal 0.0002 *** 0.359
lobule
Bilateral thalamus 0.0019* 0.220
Bilateral caudate nucleus 0.0077* 0.122
medial PFC 0.036* 0.106
Bilateral posterior insula 0.27 x 10~ mxex 0.385
Bilateral lingual gyrus 0.35 x 10~ #xex 0.914
(B)
Right middle temporal gyrus  0.032* 0.187
Left amygdala 0.61 2.71 x 10~ 4weex

*b < 0.05; ™p < 0.01; **p < 0.001; ***p < 0.0001.

A hierarchical regression was performed for predicting the change
in limbic connectivity between “rest 1” and “rest 3.” The regres-
sion was computed in order to assess the added value of behav-
ioral indices to the endocrine measure (AUCi). We tested the
subjective stress rating (4 rating values) and trait anxiety (STAI-T

score). To note, No correlation was found between predictors (all
p’s > 0.23). At the first step AUCi was introduced, at the second
step the group was introduced, at the third step the 4 rating values,
STAI-T scores and at the fifth step the interaction between group
and ratings (as 4 variables composed by the product between
group and each of the 4 ratings). The effect of AUCi was sig-
nificant when entered alone [in the first step, F(, 41y = 8.21,
p = 0.007, R square = 0.167], however, when additional variables
were added (since the second step) it’s unique value in the expla-
nation of the change in limbic connectivity in “rest 3” relative to
“rest 1” was no longer significant.

To further specify the early and late-stage relations of
amygdala-hippocampal rsFC and the cortisol response, connec-
tivity was investigated separately for the two groups (i.e., cortisol
responders and non-responders, Figure 5B). Results indicated a
significant interaction between the strength of the amygdala-
hippocampal rsFC in the different cortisol response groups and
the timing of the rest condition [F(y, g6y = 4.29, p = 0.016].
Fisher’s LSD post-hoc analysis revealed that among responders lim-
bic connectivity in “rest 37 decreased to “rest 1” levels, whereas
among non-responders a sustained rise in amygdala-hippocampal
connectivity was exhibited (p < 0.001). Additionally, respon-
ders had a significantly higher amygdala-hippocampal rsFC in
“rest 1”7 compared to non-responders (p = 0.036). In “rest 3,
on the other hand there was no group difference in limbic
connectivity.
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calculated separately for cortisol responders (red) and non-responders (blue),
and presented in reference to the timeline of the experiment.
Between-groups differences were found in “rest 1" and “rest 2,” and within
the non-responders group between “rest 1" and “rest 3." The error bars
indicate standard error. *p < 0.05, **p < 0.001.

DISCUSSION

EARLY-STAGE ALTERATIONS OF rsFC FOLLOWING A STRESSFUL
EXPERIENCE

We studied the trajectory of acute stress responsiveness in a
group of 51 healthy males. As expected, our task induced stress,
reflected in subjective reports and HR (Figure 2). Consistent with
our hypothesis, both a network with a node in the PCC and
a network with a node in the hippocampus showed immediate
post-stress rsFC modulations (i.e., the difference between rsFC
in “rest 2”7 vs. “rest 1”), though with different clusters of regions
and dynamics. For the PCC seed, our results regarding early
stage alterations indicate increased coupling with other major
DMN nodes, including the mPFC and bilateral IPL, as well as
with other areas (Figure 3). This generally extends prior work
(Fransson, 2005; Jiao et al., 2011) and is consistent with sugges-
tions of the importance of the PCC as a DMN node that directly
interacts with all other network nodes (Fransson and Marrelec,
2008). Increased DMN connectivity in successive rest following
a cognitive task is supported by previous studies (Waites et al.,
2005; Pyka et al., 2009). Here we show the enhancement of DMN
connectivity in the immediate aftermath of a socially stressful
experience. Increased PCC coupling with other DMN nodes may
reflect engagement of neural processes supporting self-referential
mental processes and immediate reflections on the preceding
stressful experience, possibly with regards to previous experiences
(Fransson, 2005). Notably, modifications of coupling with the
PCC occurred also in areas not included in the DMN, such as the
caudate nucleus and posterior insula. These brain areas have been
previously shown to have a strong presence in a PCC related net-
work (Greicius et al., 2007; Uddin et al., 2009; Grigg and Grady,
2010). Specifically, diminished connectivity of the PCC with the

posterior insula in the early aftermath of stress might reflect on
the relocation of brain processing resources due to the enhanced
cognitive and emotional demands related to task performance
under a stressful and socially critical atmosphere.

Additionally we found increased early-stage rsFC of the hip-
pocampus with the right MTG and left amygdala (Figure 4A).
The hippocampal contribution to DMN has been attributed to its
involvement in episodic memory (Greicius et al., 2004). The MTG
has also been linked to the core DMN (Buckner et al., 2008) and
thus its connectivity modification with the hippocampus might
relate to the same mental reflection processes described above.
The amygdala, on the other hand, is less commonly regarded as
part of the DMN. In fact, amygdala-hippocampal pairing is con-
sidered a major limbic pathway for generation and regulation
of emotional reaction in response to stressful stimuli (LeDoux,
2000). Support of this is shown by the correlation found between
the reported subjective stress and early-stage rise in limbic con-
nectivity (Figure 4B). Furthermore, enhancement in amygdala-
hippocampal connectivity was suggested to be required for both
emotional memory encoding and consolidation (Richter-Levin
and Akirav, 2000; Roozendaal et al., 2003; Dolcos et al., 2004;
Phelps, 2004; Smith et al., 2006). Taken together, we believe that
the demonstrated early increase in intra-limbic connectivity may
be related to the major role these two regions play in the memory
processes of stressful events, encouraging future studies to address
this issue.

LATE-STAGE ALTERATIONS OF rsFC FOLLOWING A STRESSFUL
EXPERIENCE

Our study design enabled the identification of recovery pat-
terns of rsFC with the PCC and hippocampus, as measured 2 h
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following the period of induced stress, considered here to be late
stage modulation. To our knowledge, this time window of rsFC
recovery following stress has not been previously examined in
humans. Notably, both increased and decreased connections to
the PCC in the early aftermath of stress returned to their initial
levels once the last sampling point was reached (Figure 3). The
post-task recovery nature of the DMN has been recently demon-
strated by Barnes and colleagues, who also found that a more
demanding task was followed by a slower recovery pattern, as
compared to an easier task (Barnes et al., 2009). This recovery
occurred on a scale of minutes, yet stress was shown to induce
alterations in rsFC even an hour following task performance
(Veer et al., 2011). Uniquely, we demonstrate the late compre-
hensive recovery nature of rsFC following a documented stressful
arousing experience. Our observation emphasizes the notion that
the brain has the capacity to recover and restore homoeostasis
over time. However, contrary to our expectations, the revealed
dynamics of recovery, related to co-activation with the PCC,
was neither related to subjective stress report nor to cortisol
response.

On the other hand, the increase in the rsFC between the amyg-
dala and hippocampus was sustained even 2 h after stress induc-
tion. Moreover, the lingering increase in connectivity between
these two major limbic nodes was inversely related to the level
of secreted cortisol in response to the stressful challenge (AUCi,
Figure 5A). The hierarchical regression we performed pointed
to the individual AUCIi value as the only contributing factor to
the sustained limbic connectivity. This result is in line with the
attenuated positive connectivity previously found between the
amygdala and the hippocampus following hydrocortisone intake
(Henckens et al., 2012). In accordance with the notion that peo-
ple may be grouped as cortisol responders and non-responders to
induced stress, we unraveled that only the responders exhibited a
recovery pattern of amygdala-hippocampal connectivity 2 h post-
stress (Figure 5B). In other words, the persistently elevated limbic
rsFC seemed to be selective to the group who did not exhibit
increased cortisol secretion in response to acute stress. Since no
difference was found between groups in repeated measure analy-
sis of subjective stress rating and HR, we can assert, in accordance
with previous studies that the cortisol effect is separate from
autonomic and behavioral measures of arousal (Schwabe et al.,
2008).

What might such interpersonal variability in cortisol response
represent? Reciprocal interactions exist between both the amyg-
dala and the hippocampus and the HPA-axis, which stimulates
these elements and is regulated by them (Tsigos and Chrousos,
2002). The limbic network, high in glucocorticoid receptors,
influences the activation of the HPA-axis, and these afferent path-
ways are exposed to the concentrations of the axis end-effector;
cortisol (De Kloet et al., 2005). Therefore, causal factors con-
tributing to our results may derive from both the variations in
limbic connectivity and the degree of negative feedback exerted
by cortisol secretion. The significantly higher limbic connec-
tivity in the responders group found before the actual stress
induction (in “rest 1,” Figure 5B), might have a pivotal contri-
bution to the tendency to increase cortisol secretion. From a
reciprocal perspective, we also presume that cortisol may have

played an essential role in the regulation and balance of lim-
bic interregional connectivity in the responders group when
the stressor has gone. Whereas the lack of increase in corti-
sol among the non-responders, may have led to the demon-
strated delayed rise in limbic rsFC and possibly to slower neural
recovery.

The correlation found between early-stage post-stress lim-
bic connectivity and the subjective report of stress sensation
(Figure 4B) led us to presume that a reduction in prolonged
limbic rsFC may be an indication of a reduced sensation of
stress. This assumption is in line with the study of Het and
colleagues, which presented an association between cortisol and
attenuated negative affect (measured by Positive and Negative
Affect Schedule) in response to acute stress [TSST; (Het et al.,
2012)]. However, subjective stress was not rated following “rest
37 Thus, future studies may test our proposal on the dependence
between cortisol stress-induced secretion and the dynamics of
neural recovery from stress, with regard to long-term psychologi-
cal outcomes following stressful encounters.

Studies have shown that cortisol secretion following an arous-
ing stimuli increases consolidation and attenuates long-term
recall of emotional context, as reviewed by (Wolf, 2009); in
addition, this effect is presumed to depend on the interaction
between the amygdala and hippocampus (Roozendaal et al.,
2003). Clinical trials suggest that post-exposure treatment with
mild doses of cortisol might be beneficial in patients suffering
from psychiatric conditions in which aversive memories are at
the core of the problem [e.g., social phobia (Soravia et al., 2006)
or PTSD (Aerni et al., 2004)]. Our results of inverse relations
between post-stress sustained limbic connectivity and the corti-
sol response to stress might therefore add a new vantage point for
future studies of the effects of stress on memory.

To note, our study was conducted on military soldiers in
training, prior to operational employment. At the time of the
experiment subjects were positioned in the same unit, thereby
presenting a high homogeneity of life events over the months
preceding our study. Nonetheless, we encourage future valida-
tion of our results on civilian populations as well. Additionally,
an intriguing issue for further exploration is the responsiveness
of our subjects, as well as their inter-individual differences fol-
lowing operational employment; a period that tends to include
numerous life-threatening and stressful events.

In summary, our multiple time-point study demonstrates both
early and late effects of a stressful challenging task on interre-
gional rsFC. Our observations have important implications for
the broader understanding of the impact of acute stress, and
thus may be of substantial value in the search for a neuro-
endocrine individual profile of stress responsiveness and related
psychopathologies.
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INTRODUCTION

The serotonin transporter gene (5-HTTLPR) influences emotional reactivity and attentional
bias toward or away from emotional stimuli, and has been implicated in psychopathological
states, such as depression and anxiety disorder. The short allele is associated with
increased reactivity and attention toward negatively-valenced emotional information,
whereas the long allele is associated with increased reactivity and attention toward
positively-valenced emotional information. The neural basis for individual differences in
the ability to exert cognitive control over these bottom-up biases in emotional reactivity
and attention is unknown, an issue investigated in the present study. Healthy adult
participants were divided into two groups, either homozygous carriers of the 5-HTTLPR
long allele or homozygous carriers of the short allele, and underwent functional magnetic
resonance imaging (fMRI) while completing an Emotional Stroop-like task that varied in the
congruency of task-relevant and task-irrelevant information and the emotional valence of
the task-irrelevant information. Behaviorally, participants demonstrated the classic " Stroop
effect” (responses were slower for incongruent than congruent trials), which did not
differ by 5-HTTLPR genotype. However, fMRI results revealed that genotype influenced
the degree to which neural systems were engaged depending on the valence of the
conflicting task-irrelevant information. While the “Long"” group recruited prefrontal control
regions and superior temporal sulcus during conflict when the task-irrelevant information
was positively-valenced, the “Short” group recruited these regions during conflict when
the task-irrelevant information was negatively-valenced. Thus, participants successfully
engaged cognitive control to overcome conflict in an emotional context using similar
neural circuitry, but the engagement of this circuitry depended on emotional valence
and 5-HTTLPR status. These results suggest that the interplay between emotion and
cognition is modulated, in part, by a genetic polymorphism that influences serotonin
neurotransmission.

Keywords: 5-HTTLPR, Stroop, fMRI, prefrontal cortex (PFC), eye-gaze, anxiety, positive affect

differences, such as the serotonin transporter gene (Beevers and

How does emotion influence cognition? Here we examine the
degree to which cognitive control, the ability to engage in goal-
directed behavior, is influenced by salient but task-irrelevant
information that is emotional in nature. Currently, the evi-
dence is divided, with some studies suggesting that emotional
information can facilitate, impede, or have no effect on cogni-
tive control (Cohen and Henik, 2012). Research has identified
factors that can influence or mediate these effects, including
the valence of the emotional material (i.e., positive vs. negative
e.g., Kahan and Hely, 2008), individual differences in negative
affect such as anxiety (Cisler and Wolitzky-Taylor, 2011), and
genetic polymorphisms that may contribute to these individual

Wells, 2009). The present study aims to investigate the inter-
action of these factors in healthy individuals and in doing so,
shed light on the underlying neurobiology of emotion-cognition
interactions.

One of the most replicated findings regarding genetic poly-
morphisms is that the 5-HTTLPR genotype influences emo-
tional reactivity to negative information (Pergamin-Hight et al.,
2012) and sensitivity to stressors (Karg et al., 2011). A poly-
morphism in the promoter region of the serotonin transporter
gene (5-HTTLPR) results in short (S) and long (L) variants.
The S allele is linked to lower expression of serotonin trans-
porter mRNA. Further, the L allele contains an A to G single
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nucleotide polymorphism (SNP rs25531) that influences tran-
scriptional efficiency, rendering the Lg allele functionally similar
to the S allele (Hu et al., 2006). A variety of evidence drawn
from studies comparing S carriers (SS alone or with SLg) with
homozygous L carriers (e.g., LL or LyLa) suggests that the S
allele is associated with higher negative affect. First, genetic asso-
ciation studies suggest that the S allele contributes to risk for
affective psychiatric disorders as it is overtransmitted in those
patients (Caspi et al., 2003; Karg et al., 2011; but see Munafo
et al., 2009). Second, healthy carriers of the S allele score higher
on measures of depressive and anxiety-related behaviors (Lesch
et al., 1996; Gonda et al., 2009; Lonsdorf et al., 2009). Third, they
tend to show a stronger bias toward negative content (e.g., angry
faces) in an emotional dot-probe task (Beevers and Wells, 2009;
Pérez-Edgar et al., 2010) and show increased interference from
negative stimuli (e.g., threat words or angry faces) in Stroop-like
tasks (Koizumi et al., 2010). Fourth, numerous functional neu-
roimaging studies demonstrate that the amygdala, a critical brain
region underlying emotional behavior, is more responsive to neg-
ative stimuli in healthy S carriers [see meta-analyses (Munafo
et al., 2008; Murphy et al., 2013)]. Recent studies suggest that
the Long allele may be associated with a bias away from negative
stimuli and/or increased sensitivity to positive emotional stimuli.
For example, L carriers show a bias away from negative stimuli
(Kwang and Wells, 2010) and toward happy faces (Pérez-Edgar
et al,, 2010) in a behavioral dot-probe paradigm. Together, these
findings indicate that S (and L) carriers differ in emotional reac-
tivity from L carriers (and La alone), with S carriers showing a
“negativity bias” and L carriers potentially showing a “positivity
bias.”

What is not clear is how such individual differences in emo-
tional biases may interact with or influence the ability to exert
cognitive control, a question we address here. However, there is
good reason to believe that emotional biases are likely to influence
the degree to which cognitive control can be exerted and the acti-
vation of neural systems supporting such control. For example, in
non-clinical samples of individuals who do not reach criteria for a
psychiatric disorder, a higher tendency toward anhedonic depres-
sion is associated with decreased activity in posterior regions of
the dorsolateral prefrontal cortex during performance of a color-
word Stroop task (Herrington et al., 2010). As the color-word
Stroop task does not involve emotional information, but cognitive
conflict, this finding suggests that individual differences in emo-
tional biases may influence the activity of brain regions involved
in cognitive control. Additional evidence suggests that engage-
ment of cognitive control regions may be influenced not only by
such trait individual differences, but also by the nature of task-
irrelevant emotional information. For example, individuals high
in anxious apprehension (i.e., worry) show greater activity in left
lateral prefrontal regions in the face of emotionally negative as
compared to neutral task-irrelevant words in an emotion-word
Stroop task (Engels et al., 2007). As these two examples illus-
trate, both the emotional make-up of an individual as well as
the emotional valence of task-irrelevant information may serve
to influence neural systems that exert cognitive control.

In consideration of these prior findings, we investigated the
effect of certain variants of the 5-HTTLPR genotype on neural

Emotion, 5-HTTLPR and cognitive control

systems underlying cognitive control. In prior studies of cogni-
tive control examining individual differences in trait emotional
biases, there have been two types of task-irrelevant informa-
tion. In some cases, the task-irrelevant information has been
emotional in nature (e.g., a task-irrelevant emotion word when
the task goal is to identify the word’s ink color). In these
paradigms, cognitive control must be exerted in the face of
such emotional information because it is likely to capture atten-
tion (Ishai et al., 2004). In other cases, cognitive control must
be exerted because the non-emotional task-irrelevant informa-
tion (e.g., a color word) conflicts, semantically and/or with
regards to response-mappings, with the task-relevant informa-
tion (e.g., the word’s ink color, as in the case of the word
“red” printed in blue ink) (see Banich et al., 2009 for a longer
discussion).

In the present investigation, we utilize a task that allowed us
to integrate these two types of task-irrelevant information to
determine how genotype affects cognitive control. In our task
(similar to that of Barnes et al., 2007), individuals were asked
to press a button corresponding to a word (left, right) placed on
the forehead of a face. On incongruent trials, the position of the
person’s pupils was opposite that of the word on the forehead
(e.g., pupils on the left when the word says “right) and required
more cognitive control than on congruent trials, in which the
position of the person’s pupils corresponds to the word on the
forehead (e.g., pupils on the left when the word says “left”). Here
cognitive control is required both because of the spatial incom-
patibility between the word and eye gaze, and also because eye
gaze is a salient emotional feature of the face that will capture
attention (Barnes et al., 2007; Schwartz et al., 2010; Vaidya et al.,
2011).

In addition, we varied the emotional expression of the face to
be negative, neutral or positive. Like the word in the standard
emotion-word Stroop task, the facial expression in this task is
unrelated to the task goals (which in the current task is to deter-
mine the spatial meaning of a word). Yet we can explore whether
such information influences the ability to exert cognitive control.
The emotional expression is likely to be a potent distractor as it,
like eye gaze, is an integral part of the facial expression, which will
attract attention.

We predicted that across all participants, the task should
engage regions previously identified as underlying cognitive con-
trol and interference resolution, such as the dorsolateral pre-
frontal cortex (PFC), anterior cingulate cortex, and inferior
frontal regions. In addition, it should also engage regions involved
in face processing, most likely including the portions of the
fusiform gyrus (Kanwisher and Yovel, 2006) and the superior
temporal sulcus (STS), which has been found to be sensitive to
aspects of facial expression that can change over time and have
social significance, including eye gaze (Nummenmaa et al., 2010).

Our key prediction was that because of increased sensitivity
to negative affective stimuli in S (and Lg) carriers, carriers of
the 5-HTTLPR S or Lg alleles (SS, SLg, LgLg; “Short”) would
show differential activation of cognitive control systems during
conflict when the emotional context was negative in nature. This
prediction was based on the idea that the task-irrelevant nega-
tive information contained in the facial expression is likely to
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capture attention in these individuals, and make the implemen-
tation of cognitive control more demanding. We also predicted
that this pattern should be absent or perhaps even reversed
in the homozygous carriers of the Ly allele (LaLa; “Long”),
who are likely to ignore negative information and/or be more
sensitive to positive information. Our study did not include
S/La heterozygotes because unlike the short and long carri-
ers, it is not clear what bias they would show toward affective
stimuli.

In conjunction, we also examined whether the two groups
would differ in regards to the engagement of cognitive control
regions in response to conflict that is not highly emotional in
nature. There is at least some evidence that cognitive control
mechanisms may differ between the groups (Fallgatter et al.,
2004; Althaus et al., 2009; Holmes et al., 2010). To address this
issue, we examined activation of these cognitive control and
face-processing regions in a neutral emotion condition.

METHODS

PARTICIPANTS

fMRI participants were drawn from a pool of 221 University
of Colorado Boulder undergraduate students (105 male; 47.5%)
of primarily European descent (93%) without history of psy-
chiatric diagnosis or medication, who were right-handed and
were native English speakers or fluent by age 10, who partici-
pated in the initial screen for course-credit or payment. Consent
was acquired according to Institutional Review Board guide-
lines. Potential participants provided a saliva sample that was
analyzed for 5-HTTLPR and the rs25531 SNP in the serotonin
transporter gene (SLC6A4). Genotype frequencies were in Hardy-
Weinberg equilibrium (X? = 1.310, df =2, p > 0.1). In light
of evidence indicating functional similarity between the low-
expressing S and Lg alleles (Hu et al., 2006), we included Lg
carriers in the S group as done in past work (Armbruster et al.,
2009). Carriers who had two copies of either the high-expressing
(La) or low-expressing (S or Lg) alleles were invited to partic-
ipate in the fMRI study. SLy and LyLg heterozygotes, that is,
carriers of both high and low expressing alleles, were excluded
in order to maximize observed allelic differences (Roiser et al.,
2009).

Our final fMRI study sample included two groups, Lala
(high-expressing “Long” genotype) and SS/SLg/LgLg (low-
expressing “Short” genotypes). The Long group (N = 21; 52%
Male; Age: M = 20.8, SD = 8.6) did not differ from the Short
group (N = 21; 48% Male; Age: M = 19.6, SD = 1.7) in age
(p > 0.5), gender (p > 0.7) or ethnicity (p > 0.2). The Short
group comprised low-expressing alleles were composed of indi-
viduals with the SS (n = 16), SLg (n = 3), and LgLg (n =2)
phenotypes.

STIMULUS MATERIALS

Stimuli consisted of faces selected from the NimStim stimuli
(Tottenham et al., 2009) with a target direction (“LEFT” or
“RIGHT”) printed just above the naison of face. The eye gaze,
which was manipulated using Photoshop (Adobe, version CS2
software), could either be to the left or right (Figure 1). In addi-
tion, the emotional expression of the face was happy, angry,

Emotion, 5-HTTLPR and cognitive control

FIGURE 1 | Example stimuli for six conditions that varied by target
direction to eye gaze (distractor) congruency and by emotional
expression valence: (A) Happy/Congruent, (B) Happy/Incongruent, (C)
Angry/Congruent, (D) Angry/Incongruent, (E) Neutral/Congruent, (F)
Neutral/Incongruent.

or neutral. Hence, the three key stimulus features were (1) tar-
get direction (task-relevant), (2) eye gaze (task-irrelevant) and
(3) emotional expression (task-irrelevant). For congruent trials,
target direction matched eye gaze (LEFT-left or RIGHT-right).
For incongruent trials, target direction conflicted with eye gaze
(LEFT-right or RIGHT-left). For conflict-neutral trials, eye gaze
was straight ahead, and therefore neither conflicted nor matched
the target direction word (LEFT-straight ahead or RIGHT-straight
ahead). Thus, trials varied by target-gaze congruency (congru-
ent, incongruent, conflict-neutral) and valence of emotional
expression (Negative, Positive, Neutral), creating nine conditions:
Negative Congruent, Negative Incongruent, Negative Conflict-
Neutral, Positive Congruent, Positive Incongruent, Positive
Conflict-Neutral, Neutral Congruent, Neutral Incongruent, and
Neutral Conflict-Neutral (Figure 1). Conditions were equated for
gender and other irrelevant stimulus features (e.g., hair color),
as each condition contained the same 12 exemplar faces (6 male,
6 female).
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PROCEDURE

All potential MRI participants were recruited between 2 and 8
months prior to scanning (Mean = 3.7 months, SD = 1.9), which
did not differ across genotypes (p > 0.2). During an initial visit
to the laboratory, all 221 participants completed the Neuroticism
Extraversion Openness Five-Factor Inventory [(NEO-FFI Costa
and McCrae, 1992)], and two computerized tasks designed to
measure cognitive control, an N-back task (Stollstorff et al., 2010)
and a Stop Signal Reaction Time Task (Logan et al., 1984), and
provided a saliva sample for subsequent genotyping.

A subset of participants were invited to return for fMRI
scanning based on their 5-HTTLPR homozygosity. On the day
of scanning, they first received verbal instructions for the task
outside the magnet, followed by an anatomical scan and the
experimental task while undergoing fMRI scanning; they then
completed the state anxiety questionnaire from the State-Trait
Anxiety Inventory [STAIL; (Spielberger and Vagg, 1984)] outside
the magnet.

TASKS AND QUESTIONNAIRES PERFORMED OUTSIDE THE MAGNET
Trait negative and positive affect questionnaires

To obtain measures of negative and positive trait affect, which are
suggested to be associated with the short and long 5-HTTLPR
genotypes, respectively, we administered two questionnaires. The
STAI is a self-report measure of state and trait anxiety that
includes 20 statements, rated on a scale of 1 (not at all) to 4 (very
much so), about the participant’s immediate state of anxiety, and
20 statements, on a scale of 1 (almost never) to 4 (almost always),
about trait anxiety. We used the overall percentile score derived
from the STAI-State subscale (taken at the time of scanning) as
a proxy for a trait tendency toward negative affect. The NEO is a
questionnaire designed to measure a number of basic personality
measures. We used the positive affect and negative affect subscales
of the extraversion and neuroticism measures derived from the
NEO as a proxy for a trait tendency toward positive and nega-
tive affect, respectively. The NEO-FFI was administered 2 and 8
months prior to scanning during the participants’ initial visit to
the laboratory; test-retest reliability for the NEO-FFI is quite high;
0.83 at 6 months (Murray et al., 2003).

Cognitive control tasks

To determine whether the two genotype groups varied in terms
of basic cognitive control ability, we administered a variety of
behavioral tasks designed to measure different aspects of cognitive
control.

N-back working memory. This task was designed to measure
aspects of cognitive control related to the ability to filter and
update information in working memory. Participants completed
a verbal N-back task, consisting of 6 alternating 1.2-min blocks of
1-, 2- and 3-back conditions (“low;” “medium,” and “high” work-
ing memory load, respectively). Each block comprised 24 trials
preceded by an instruction screen stating the type of trial in the
block (“1-back,” “2-back,” or “3-back”). For all conditions, one
letter was presented on the screen at a time (for 0.5s followed
by a 2.5s inter-trial interval) and the participant was instructed
to press a button with their right index finger on the keyboard

Emotion, 5-HTTLPR and cognitive control

when the letter on the screen was the same as the one presented
n trials previously. In the 1-back condition, participants were
instructed to press the button if the letter was the same as the
letter before it (e.g., “T” then “T”). In the 2-back condition, par-
ticipants were instructed to press the button if the letter was the
same as 2 before it (e.g., “R” then “L” then “R”); in the 3-back
condition, participants were instructed to press the button if the
letter was the same as 3 before it (e.g., “M” then “K” then “P”
then “M”). The number of target responses was identical across
trial conditions. Stimuli comprised consonants only; vowels were
omitted to prevent encoding series of letters as pronounceable
strings.

SSRT (stop signal reaction time) task. This task was administered
to assess the ability to exert cognitive control to interrupt prepo-
tent responses. Participants were instructed to press a button in
response to a cue (an arrow pointing Left or Right) unless they
saw a stop signal (a white square) presented immediately after the
cue, in which case they were to withhold a button press on that
trial. Fach trial began with a visual masking stimulus presented
for 200 ms, followed by a fixation ring. The fixation ring persisted
for 200 ms, and was then followed by a left- or right-pointing
arrow subtending approximately 2° of visual angle. Subjects were
required to press the “z” key to left-pointing arrows, and the “m”
key to right-pointing arrows as quickly and accurately as possible.
On 25% of trials, these arrow stimuli were replaced by a white
square after a variable “signal delay,” and subjects were required
to inhibit their response to these stop signals. The signal delay
was initially set to 250 ms and thereafter adjusted using an adap-
tive algorithm, such that the ISI was increased by 50ms following
unsuccessful stop trials and decreased by 50ms following success-
ful stop trials. SSRT was then calculated using the integration
method, and was therefore equal to the nth percentile of Go signal
RT minus the average SSD, where n corresponds to the proportion
of successfully inhibited trials.

GENOTYPING

Participants delivered 2 mL of saliva into a sterile 15mL tube,
after which the experimenter placed a cotton-tipped swab con-
taining a lysis buffer consisting of 1% sodium dodecyl sulfate,
TRIS buffer, and proteinase K. Tubes were delivered to the lab-
oratory where the DNA was isolated using standard procedures,
which were subsequently analyzed for 5-HTTLPR using a two-
step process. First, the long (L) and short (S) variants were
determined. The repeat polymorphism in the promoter region of
the 5-HTT gene was genotyped by PCR as previously described
(Lesch et al., 1996) using the following primers at concentra-
tions of 10 wM; Forward: 5'- GGCGTTGCCGCTCTGAATGC -3’
Reverse: 5-GAGGGACTGAGCTG-GACAACCAC-3'. PCR was
performed using the AccuPrime™ GC-Rich DNA polymerase
system (Invitrogen) with the following PCR program: 95°C for
10 min, followed by 35 cycles of 95°C for 30's, 65°C for 30s, and
72°C for 1 min. A final extension time of 72°C for 10 min was per-
formed after the 35 cycles were complete. The PCR products were
then run out on a 2% agarose gel stained with ethidium bromide.
The amplification yielded distinct bands at 484 bp (S allele = 14
copies of repeat) and 528 bp (L allele = 16 copies of repeat), which
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were distinguished by a 100 bp DNA ladder run on the same gel.
Second, the Ly and L variants were determined for the rs25531
single nucleotide polymorphism (SNP), present only on the long
allele. Genotyping for rs25531 was performed by digesting the
PCR products generated from the 5-HTTLPR PCR reactions with
the restriction enzyme Mspl (New England BioLabs). Specifically,
10 L restriction digestion reactions were performed by combin-
ing 8 L of the 5-HTTLPR PCR product, 1 pL of 10X NEBuffer 4,
and 1 wL of Mspl (concentration = 100,000 U/mL) and incubat-
ing the reactions for 2 h at 37°C followed by heat inactivation of
the enzyme at 80°C for 20 min. The substitution of the G for A in
the SNP produces an additional Mspl recognition site (CCGG)
on the long allele of the 5-HTTLPR PCR product. Genotypes
were determined by running the digested PCR products out on a
2% agarose gel stained with ethidium bromide. Samples with two
copies of the A allele for rs25531 showed a band at 340 bp (as well
as bands at 127 and 62 bp due to multiple Mspl recognition sites
on the 5-HTTLPR PCR product), while samples with two copies
of the G allele for rs25531 had additional digestion of the 340 bp
product, yielding bands at 166 and 174 bp (as well as bands at 127
and 62 bp). Samples that were heterozygous for rs25531 showed a
combination of these two band patterns.

IMAGING PROCEDURE

Imaging data were acquired using a 3T Siemens magnet (Siemens
Magnetom Trio, Erlangen, Germany). Head movement was min-
imized by foam padding that held the subject’s head in the coil
firmly and comfortably. Prior to functional imaging, a high res-
olution sagittal T-weighted structural scan was acquired using
a 3D MPRAGE sequence with the following parameters: TR =
2530 ms, TI = 1200 ms, 256 x 256 mm FOV, 192-mm slab with
1-mm-thick slices, 256 x 256 x 192 matrix (effective resolution
of 1.0 mm?), and a 7° flip angle.

Participants viewed the stimuli via a mirror mounted on
the coil that reflected the images that were projected onto a
screen (209 x 279 cm) at the back of the bore of the magnet
approximately 950 mm from the mirror. Stimuli were gener-
ated in E-prime (Version 2.0, Psychology Software Tools Inc.,
2010) and viewed via a magnet-compatible projector. Fifty axial
slices (3.4 x 3.4 x 4.0 mm) were positioned to be parallel to the
base of orbitofrontal cortex and covering the whole brain (TR =
2500 ms, TE = 29 ms, 220 x 220 mm FOV, 75° flip angle). A total
of 404 volume images were acquired over a single run (16:55 min)
using a T2*-sensitive gradient EPI sequence.

Alternating task and fixation blocks were presented in coun-
terbalanced order (same for each participant). Each task block
comprised three out of nine experimental conditions; each block
consisted of 10 trials. Each 2.5s trial began with a face stimu-
lus, which remained on the screen for 1s. The face cleared and
a fixation-cross appeared for 1.5s. Participants could respond at
any point during the trial to indicate the direction of the word on
the forehead by pressing one of two buttons on a button box (with
the right hand); the left button with Index finger for “LEFT” and
the right button with middle finger for “RIGHT.” No feedback
was provided. Fixation blocks consisted of five trials of a blank
white screen (1s) followed by a fixation cross (1.55s), to which
participants were instructed not to respond.

Emotion, 5-HTTLPR and cognitive control

fMRI PROCESSING AND DATA ANALYSIS

Images were analyzed in SPM5 (www.fil.ion.ucl.ac.uk/spm). The
first 4 volumes were discarded to allow for T1 equilibration
effects, leaving 400 volumes. Images were corrected for slice
acquisition timing and were then corrected for translational and
rotational motion by realigning to the first image of the run.
All subjects demonstrated less than 2mm of absolute transla-
tional motion in any one direction and less than 2° of rotation
around any one axis in each run. Images were coregistered with
the high-resolution structural images of the participant. The
structural images were segmented into separate gray and white
matter images, and the gray matter image was normalized into
standard MNI space by comparison with a template gray mat-
ter image. The normalization parameters used were then applied
to the functional images to bring them into MNI space. All
images were smoothed using a Gaussian kernel with full-width
at half-maximum (FWHM) of 8 mm.

fMRI responses were modeled by a canonical hemodynamic
response function. At the individual subject level, activation maps
were generated using linear contrasts identifying regions that
were more active during incongruent relative to congruent blocks
(“interference/conflict contrast”), separately for each emotional
valence condition.

Five second-level analyses were performed: (1) To identify
clusters engaged by the Stroop-like task in general, a one-sample
t-test on the conflict contrast was performed (all subjects and all
valences). (2) To test whether emotionally neutral cognitive con-
trol activation did not differ between genotype groups, a 2-sample
t-test was performed on the conflict contrast in the neutral-
valence condition only. (3) To test our hypothesis of a 5-HTTLPR
x Valence interaction, our key analysis of interest, a 2 x 2 mixed
analysis of variance (ANOVA) with 5-HTTLPR (Long, Short)
as a between-subject factor and Valence (Happy, Angry) as a
within-subject factor was performed. For each analysis, maps
were thresholded at p < 0.005, k = 150 which is an overall signif-
icance level of p < 0.05 corrected for multiple comparisons based
on Monte Carlo simulation of random noise distribution [using
3dClustSim module of AFNI (Forman et al., 1995)]. To further
examine the ANOVA, contrast estimates were extracted from acti-
vated clusters using MARSBAR (Brett et al., 2002) and analyzed
for genotype and valence differences with ¢-tests. (4) To test which
regions correlate with trait negative affect while viewing angry
faces, for each genotype group separately, we ran a covariate anal-
ysis on the Incongruency Contrast (incongruent—congruent) for
the negative valence (angry faces) condition only using the covari-
ate of STAI state anxiety. (5) To test which regions correlate with
trait positive affect while viewing happy faces, for each genotype
group separately, we ran a covariate analysis on the Incongruency
Contrast for the positive valence (happy faces) condition only
using the covariate of scores on Positive Affect subscale of the
NEO-FFI.

RESULTS

NEGATIVE AND POSITIVE AFFECT

Self-report measures

A between-subjects ANOVA of subscales from the NEO-FFI
revealed that mean Extraversion-Positive Affect scores were
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higher in Long (M = 16.48, SD = 2.01) than Short (M = 14.33,
SD = 2.65) participants [F(1, 41) = 8.69, p = 0.005, n? = 0.82]
and that Neuroticism-Negative Affect scores were marginally
higher in Short (M = 14.67, SD = 2.09) than Long (M = 12.95,
SD = 3.21) participants [F(j, 41y = 3.29, p = 0.077, n? = 0.42].
No other scales or subscales from the NEO-FFI were significant
(ps > 0.1; Table 1 reports Extraversion and Neuroticism scales
and subscales). A between-subjects ANOVA showed that mean
percentile State anxiety scores from the STAI were higher in Short
(M = 46.65, SD = 19.68) than Long (M = 33.95, SD = 20.04)
participants [F(1, 40) = 4.19, p = 0.048, n? = 0.51]. Thus, the
Short group scored higher on measures of Negative Affect as
would be expected. In addition, the Long group scored higher on
a measure of Positive Affect (see Table1).

COGNITIVE CONTROL MEASURES

To test whether groups were equivalent in cognitive control abil-
ity, we used two tasks that tap aspects of cognitive control:
(1) the N-back task, designed to measure the ability to update
and remove information from working memory; and (2) the
Stop-Signal Reaction Time (SSRT) task, designed to measure
inhibitory control over motoric responding.

Emotion, 5-HTTLPR and cognitive control

N-back working memory

Groups did not differ in performance at any working memory
load for accuracy (ps > 0.3) or reaction time (ps > 0.4), indi-
cating that short and long genotype groups had similar working
memory ability (Table 1).

SSRT

Groups did not differ in stop signal reaction time (p > 0.9), indi-
cating that short and long genotype groups had similar inhibitory
control ability (Table 1).

BEHAVIORAL RESULTS

A response was scored as “correct” if the participant pressed
the button (left or right) in accordance with the target direc-
tion, and “incorrect” if the opposite button was pressed or if
there was no response within 1.5s (“timed-out”; M = 0.002%
of trials, which did not differ by genotype, p > 0.3). For each
participant, mean accuracy (% correct) and mean reaction time
(ms) for correct responses was computed for congruent and
incongruent trials for each emotional valence (Table 1) and this
was subsequently entered into 2 mixed 2 x 2 x 3 ANOVAs (for
accuracy and reaction time, separately), with genotype (Short,

Table 1 | Demographics, cognitive control, and trait affect measures for short and long 5-HTTLPR genotype groups; mean (SD).

Short (SS/SLg/LgLg) Long (LaLa) p-value
DEMOGRAPHICS
N (sample size) 21 21 1.0
Age in years 19.6 (1.7) 20.8 (8.6) 0.57
Gender F:1 F: 10 0.76
M: 10 M: 11
Ethnicity (No. of Caucasian) 18 21 0.18
COGNITIVE CONTROL TASKS
N-back working memory
Accuracy 1-back: 95.9% (9) 96% (15) 0.98
2-back: 95.5% (11) 92.3% (10) 0.34
3-back: 81.6% (19) 84.8% (18) 0.61
Reaction Time 1-back: 597 ms (159) 556 ms (167) 0.45
2-back: 674 ms (164) 678ms (186) 0.95
3-back: 747 ms (228) 723ms (311) 0.79
Stop signal reaction time (SSRT)
220ms (29) 222ms (49) 0.90
TRAIT AFFECT SELF-REPORT MEASURES
STAI state anxiety 46.6 (19) 33.9 (20) 0.048*
Percentile score
NEO-FFI
Neuroticism 30.05 (7) 2774 (6) 0.19
Negative affect 14.67 (3) 12.95 (3) 0.07
Self-reproach 15.38 () 14.29 (5) 0.46
Extraversion 42.52 (b) 45.48 (8) 0.17
Positive affect 14.33 (3) 16.48 (2) 0.005*
Sociability 13.86 (2) 14.33 (4) 0.60
Activity 14.05 (3) 14.76 (3) 0.43

*Significant group difference.
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Long) as a between-subjects factor and congruency (congruent,
incongruent) and valence (happy, angry, neutral) as within-
subject factors.

Accuracy

A main effect of congruency [F(, 40) = 15.66, p < 0.001,
1% = 0.28] indicated that participants were more accurate for
congruent (M = 98.5%, SD = 2.3) than incongruent (M =
96.6%, SD = 4.8) trials. Thus, participants’ accuracy exhibited
an interference, or “Stroop” effect. No other main effects or
interactions reached significance (ps > 0.1, see Table 2).

Reaction time

A main effect of congruency [F( 4) = 11.70, p < 0.001,
n? = 0.23] indicated that participants were faster to respond
to congruent (M = 561 ms, SD = 56) than incongruent (M =
574ms, SD = 52) trials. Thus, participants’ response latencies
exhibited an interference, or “Stroop” effect. There was a main
effect of valence [F(y, 30y = 8.43, p < 0.001, n? = 0.17]; pair-
wise comparisons revealed that reaction time was significantly
faster for the neutral emotion condition (M = 558 ms, SD = 59)
than positive (p = 0.002; M = 571 ms, SD = 53) and negative
(p = 0.001; M = 574 ms, SD = 50) emotional conditions, which
did not differ from each other (p = 0.43). Furthermore, there
was a congruency x valence interaction [F(2, go)y = 11.47, p <
0.001, 1? =0.22]; paired t-tests revealed that the interfer-
ence effect (congruent faster than incongruent) was signifi-
cant for neutral [t41) = 2.50, p = 0.016] and positive [t41) =
7.05, p < 0.001] valence conditions, but not for the nega-
tive valence condition [f4)) = 0.80, p = 0.428]. Importantly,
there was no main effect of genotype or interaction with
genotype (ps > 0.3), indicating that the effect of congruency
and valence did on reaction time did not differ by genotype
(see Table 2).

Table 2 | Mean accuracy (SD in parenthesis) and reaction time
(in ms; SD in parentheses) for congruent and incongruent trials by
emotional valence condition in short and long genotype carriers.

Short Long
N=21 N =21
Accuracy Angry Congruent 98.4% (2.5) 98.8% (1.9)
Incongruent  96.4% (5.0) 94.8% (4.9)
Happy Congruent 99.0% (1.8) 98.2% (2.1)
Incongruent  97.0% (4.6) 98.0% (3.1)
Neutral Congruent 98.2% (2.5) 98.4% (3.1)
Incongruent 972% (4.4) 96.4% (6.6)
Reaction Time Angry Congruent 569 (51) 585 (51)
Incongruent 572 (51) 572 (48)
Happy Congruent 549 (56) 565 (61)
Incongruent 576 (46) 595 (52)
Neutral Congruent 545 (55) 557 (66)
Incongruent 562 (64) 568 (53)
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NEUROIMAGING RESULTS

Cognitive control activation—main effect of congruency

To ensure that our task engaged neural systems involved in cog-
nitive control, we performed a one-sample #-test on the conflict
contrast (incongruent > congruent) across all valences (i.e., all
emotional expressions) for all participants. This analysis revealed
activation in a wide-spread range of regions, most all of which are
seen in tasks involving cognitive control (Table 3): right inferior
and middle frontal gyri, right medial superior frontal gyrus, bilat-
eral superior parietal gyrus/precuneus, right posterior superior
temporal gyrus, right fusiform gyrus (fusiform face area; FFA)
and left cerebellum.

Effects of valence

To determine whether the faces were engaging emotional pro-
cessing as we had hypothesized, we ran a number of contrasts.
First, we examined the contrast of Faces with Negative Emotion
vs. Fixation as well as the contrast of Faces with Positive Emotion
vs. Fixation. These two contrasts revealed similar patterns, with
extensive activation in the ventral visual processing stream, ven-
tral striatum, and amygdala bilaterally (see Table 3, top). These
latter findings indicate that our face stimuli did indeed engage
regions involved in emotional processing. In addition, we com-
pared activation for stimuli in which the face had a negative
emotion compared to a positive one, which yielded great acti-
vation in visual cortex and portions of the superior temporal
sulcus for negative compared to positive emotional expressions
(see Table 3, bottom).

Group comparison of cognitive control activation—neutral emotion
Next we examined whether there were any differences in acti-
vation of cognitive control regions for the two genotype groups
when there was no salient emotional expression of the face
(i.e., the neutral facial expression). A 2-sample t-test (for the
interference contrast, incongruent > congruent) for the neu-
tral valenced (non-emotional) condition revealed that the Short
group had more activation of left middle frontal gyrus and left
posterior middle temporal gyrus relative to the Long group.
The reverse comparison (Long > Short) revealed no signif-
icant group differences in activation (Table3). This finding
suggests that the short group may engage cognitive control
regions more than the long group, but to a somewhat limited
degree.

5-HTTLPR x valence interaction

To address the main question of interest, that is, whether genotype
influences the degree to which neural systems involved in cogni-
tive control are differentially engaged depending on the emotional
nature of distracting stimuli, we performed a analysis to deter-
mine those brain regions that would exhibit a genotype x valence
interaction for the interference contrast (incongruent > con-
gruent trials). A significant effect was observed in four regions:
bilateral middle prefrontal cortex, left medial superior PFC,
and left posterior superior temporal gyrus (Table 3, Figure 2).
Comparison of contrast estimates from each region revealed a
similar pattern; that is, activation was higher in Short carriers rel-
ative to Long carriers for negatively-valenced faces, and higher in
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Table 3 | Regions involved in negatively and positively valenced face processing (task minus fixation baseline contrast, p = 0.05 corrected).

MAIN EFFECT OF NEGATIVE EMOTION (ANGRY FACES > FIXATION)

BA

Bilateral ventral visual stream
Right occipital (cuneus) 17/18
Left occipital (cuneus) 1718
Right fusiform face area (FFA) 37
Left fusiform face area (FFA) 37
Right amygdala n/a
Right putamen/ventral striatum
Left amygdala n/a
Left putamen/ventral striatum
Medial frontal gyrus/anterior cingulate 6
Left middle frontal gyrus/premotor cortex 6
Left superior parietal gyrus 7

MAIN EFFECT OF POSITIVE EMOTION (HAPPY FACES > FIXATION)

Voxels Voxel coordinates Z-Score
X y z
12220
28 —-94 6 24.18
-18 -102 4 23.50
40 —44 -20 18.50
-38 —48 =21 15.92
364 20 —6 -16 6.19
22 6 8 6.71
1097 -16 -10 -12 6.83
-22 2 8 6.85
533 —6 8 52 10.94
1430 -28 -2 48 6.88
908 -32 —60 50 6.45
11459
26 -96 6 26.26
-20 -100 2 24.26
38 —48 -20 1767
-40 —46 -20 14.68
729 22 4 10 718
28 6 -6 6.89
925 -16 -8 -14 6.03
-26 2 -8 8.15
594 -6 6 54 10.93
1068 —44 0 30 6.88
576 44 6 54 5.96
46 30 38 5.62
1019 —28 —56 48 8.02
616 34 —56 48 6.56
271 42 —-40 —18 3.83
-50 -72 8 4.22
175 —54 —66 10 3.61
539 4 —86 -2 4.21
-12 -84 -6 3.54
154 -40 -36 16 3.35

Bilateral Ventral Visual Stream
Right occipital (cuneus) 17/18
Left occipital (cuneus) 1718
Right fusiform face area (FFA) 37
Left fusiform face area (FFA) 37
Right amygdala n/a
Right putamen/ventral striatum
Left amygdala n/a
Left putamen/ventral striatum
Medial frontal gyrus/antierior cingulate 6
Left middle frontal gyrus/premotor cortex 6
Right middle frontal gyrus/premotor cortex 6
Right middle frontal gyrus 46
Left superior parietal gyrus 7
Right superior parietal gyrus 7
MAIN EFFECT OF VALENCE
Negative > positive
Right fusiform face area (FFA) 37
Right posterior middle temporal gyrus 39
Left middle temporal gyrus 37/39
Right occipital 17/18
Left occipital
Positive > negative
Left posterior superior temporal sulcus (STS) 41

Long relative to Short carriers for positively-valenced faces (see
Figure 2).

Individual differences analysis—fMRI

A covariate analysis using the interference contrast (incongru-
ent minus congruent) was run for the negative valence condition
(negative faces) using STAI state anxiety as the covariate in order
to determine regions that are sensitive to cognitive conflict in a
negative emotional context that vary by anxiety self-report in each
group. This analysis in the Short group revealed that increased
activation of the ventromedial prefrontal cortex and the frontal
pole was associated with greater anxiety. The Long group did not

show this pattern (Table 4, Figure 3). A similar covariate analysis
using the interference contrast was run using the Negative Affect
subscale from the NEO-Neuroticism questionnaire (assessed dur-
ing initial visit 2-8 months prior to scanning). This analysis in
the Short group while viewing angry faces revealed ventrome-
dial prefrontal cortex, frontal pole, left middle frontal gyrus and
left posterior middle temporal gyrus. The Long group did not
show any significant activation (Table 4). A second complemen-
tary covariate analysis on the interference contrast was run for
the positive valence condition (happy faces) using NEO-Positive
Affect as the covariate in order to determine regions that are sen-
sitive to cognitive conflict in a positive emotional context. In the
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FIGURE 2 | Interaction between emotional valence and 5-HTTLPR for the  cortex (L dIPFC); (C) medial superior prefrontal cortex (BA 8); (D) left
interference contrast (incongruent > congruent) in four regions: (A) right  superior temporal sulcus (L STS). Graphs show mean contrast estimates
dorsal lateral prefrontal cortex (R dIPFC); (B) left dorsal lateral prefrontal (+ standard error) in the activated cluster by genotype and emotional valence.
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Table 4 | Regions involved in cognitive control under various emotional conditions in individual carriers of the short and long 5-HTTLPR

genotype (p = 0.05 corrected).

BA

MAIN EFFECT OF CONGRUENCY (INCONGRUENT > CONGRUENT)

Right inferior prefrontal gyrus 45
Right middle frontal gyrus 6/8/9
Right superior medial prefrontal gyrus 6/8
Right posterior superior temporal gyrus 21/22
Right fusiform gyrus (FFA) n/a
Right intraparietal sulcus/precuneus 7/40
Left intraparietal sulcus/precuneus 7/40
Left cerebellum n/a
n/a

NON-EMOTIONAL CONGRUENCY EFFECT (NEUTRAL FACES)
Short > Long

Left middle frontal gyrus 6

Left posterior middle temporal gyrus 36
Long > Short
GENOTYPE x VALENCE INTERACTION (2 x 2 ANOVA)

Right middle prefrontal gyrus 9/46
Left middle/inferior prefrontal gyrus 9
Medial superior prefrontal gyrus 8
Left posterior superior/middle temporal gyrus 21/22

TRAIT AFFECT COVARIATE ANALYSIS
Short group, angry faces, anxiety

Frontal pole 10

Ventromedial prefrontal cortex 10/47
Long group, happy faces, positive affect

Left ventral striatum n/a

Right ventral striatum n/a
Short group, angry faces, negative affect

Right frontal pole 10

Left frontal pole 10

Ventromedial prefrontal cortex 11/47

Left middle frontal gyrus 9

Left posterior middle temporal gyrus 21

Long group, greater activation in ventral striatum was associ-
ated with greater positive affect. The Short group did not show
a similar pattern (Table 4, Figure 3).

DISCUSSION

The present study clearly demonstrates an interaction between
neural systems involved in cognitive control and those involved
in emotional processing that varies with genotype. Our results
demonstrate that the distracting effect of valenced emotional
information, which engages the need for cognitive control, dif-
fers depending on an individual’s allelles for the serotonin
transporter genotype (5-HTTLPR). Specifically, when the dis-
tracting information was negatively-valenced, individuals car-
rying the Short genotype recruited prefrontal cognitive control
regions to a greater extent than individuals with the Long geno-
type. In contrast, when the distracting emotional information

No significant clusters

Voxels Voxel coordinates Z-Score
X y z

186 52 22 —4 3.09
367 46 8 52 3.84
290 0 12 56 3.68
626 62 —44 12 3.44
558 38 —-50 —16 4.21
964 30 —46 44 3.62
241 -26 —52 44 3.20
233 —40 -70 -26 3.85
706 -8 —76 -24 3.61
184 -38 —4 40 3.52
317 —54 —54 4 3.39
201 48 34 26 3.07
408 —42 6 34 3.48
218 -6 28 42 3.06
211 -50 —-34 8 3.31

14 62 6 3.75
166

12 54 —6 3.20

22 1 —14 74
1072 0 3

-20 8 -12 3.60

107 12 54 20 3.39
73 -18 58 16 3.10
78 -4 42 —14 3.14
212 -32 14 34 3.22
152 —60 —52 —4 3.47

was positively-valenced, individuals with the Long genotype
recruited these regions to a greater extent than those with the
Short genotype. Of note, these data do not simply show that
one genotype has more activity in one region or one con-
dition. Rather, this double-dissociation highlights the oppos-
ing effects depending on emotional valence and 5-HTTLPR
genotype.

We interpret this finding as indicating that regions involved in
cognitive control become engaged when emotional information
is distracting in nature. What is distracting, however, depends, in
part, on genotype. Supporting the idea that the valence of emo-
tional information has differential affects depending on genotype
was the pattern of activation in regions processing the emotional
expression of the face, including the superior temporal sulcus.
The Short genotype group exhibited greater activation for the
negatively-valenced (i.e., angry) faces than the Long genotype
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A Short Group, Angry Faces,
Anxiety

B Long Group, Happy Faces,
Positive Affect

FIGURE 3 | Regions in which increased activation for the contrast of
incongruent—congruent trials correlates with (A) increased anxiety in
Short 5-HTTLPR individuals viewing Angry faces (ventromedial

y=7

prefrontal cortex and frontal pole); (B) increased trait positive affect in
Long 5-HTTLPR individuals viewing Happy faces (bilateral ventral
striatum).

group and the Long genotype group exhibited greater activation
for the positively-valenced happy faces than the Short genotype
group.

Two findings regarding our groups and their phenotypes
are important. First, our behavioral data (in addition to the
pattern of activation in regions processing facial expression
discussed above), suggest differential processing of emotional
information. The sample of individuals selected as homozygous
for the short serotonin-transporter (5-HTTLPR) genotype had
higher self-reported negative affect, while the long serotonin-
transporter genotype had higher self-reported positive affect. Of
note, these results suggest, moreover, that our sample is rela-
tively representative, as this pattern is consistent with previous
findings.

Second, in contrast to the clear group differences in the pro-
cessing of emotional information, we found little evidence for
group differences in their ability to exert cognitive control gener-
ally. We included assessment of cognitive control ability on two
standard behavioral measures, the N-back task and the Stop-
Signal Reaction Time Task, which tap different aspects of exec-
utive function. The former assesses the ability to manipulate the
contents of working memory while the latter assessed the ability
to override a pre-potent response. The groups performed equiv-
alently. Obviously, one cannot draw strong conclusions from a
null result as it may reflect a Type 1 error. However, the pat-
tern of differences in emotional self-report combined with no
differences on tasks of cognitive control, supports the possibility
that genotype is mainly influencing the processing of emotional
information.

Also supporting this speculation are the neuroimaging results
for faces with a neutral emotional expression. This analysis
revealed only minor group differences in activation, which were
observed in the left posterior middle temporal gyrus and the mid-
dle frontal gyrus with increased activation for the Short group.
This finding is consistent with the idea that there are not large
differences between the groups in the basic ability to engage

neural mechanisms involved in cognitive control. Rather, such
a pattern suggests that any differences in activation of cogni-
tive control regions are more influenced by bottom-up effects,
with increased sensitivity to the neutral facial expression in the
short than long group (as evidenced by the activity in the left
posterior middle temporal gyrus), which then, in turn, engages
cognitive control. We speculate that for the short group, a neu-
tral facial expression may not really be perceived as neutral, but
potentially somewhat negatively valenced (Bistricky et al., 2011).
Although other studies have found reductions in activation in
prefrontal regions involved in cognitive control in individuals
with depressive tendencies (Herrington et al., 2010) individu-
als in those studies have more severe trait negative affect. Our
short carriers, however, did not have such high levels of negative
affect, probably accounting for the relative lack of group differ-
ences in activation of prefrontal regions involved in cognitive
control.

Rather than group differences in activation of cognitive control
regions in general, the engagement of cognitive control regions
in our task appears to be driven by the interaction of geno-
type and emotional valence. Aside from regions of the posterior
superior temporal gyrus, which likely reflect group differences
in processing of facial expression, all remaining regions show-
ing a significant interaction of genotype and valence are involved
in cognitive control. More specifically, the genotype by valence
interaction was observed for activations in regions of the middle
prefrontal cortex bilaterally, extending from the inferior frontal
junction toward anterior portions of BA 9 and medial BA 8 in
the cingulate gyrus extending upwards into pre-SMA. These are
regions implicated across a large number of studies as playing an
important role in cognitive control.

We postulate that the prefrontal regions (bilateral IF] and
medial pre-SMA), which are consistently active in paradigms
requiring cognitive control such as the Stroop task (Nee et al.,
2007), are engaged differentially by emotional valence due to
differing cognitive control demands experienced by each group
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based on 5-HTTLPR status. These bottom-up differences in sen-
sitivity to affective information, despite the fact such information
is peripheral to the task and therefore task-irrelevant, nonetheless
place additional demands on cognitive control, as such affec-
tive information is likely to capture attention. Cognitive control
of Short genotype carriers is heightened when there is distract-
ing emotional information of a negative nature, while that of
Long carriers is heightened when there is distracting emotional
information of a positive nature. We propose that this affec-
tive attentional bias feeds forward to trigger cognitive control
to suppress task-irrelevant information (eye-gaze for emotional
facial expressions) and increase attention toward task-relevant
information. This attentional interference then gives rise to differ-
ential engagement of prefrontal regions. Moreover, we speculate
that such top-down control is sufficient to control bottom-up
affective biases so as to not influence behavior, as we found no
significant differences in performance as a function of geno-
type, measured either by accuracy or reaction time. Of course,
we cannot preclude the possibility that the lack of differences
in behavioral performance reflect other mechanisms besides
compensatory activation of brain regions involved in top-down
control.

Our research expands upon existing findings in a number
of ways. While prior neuroimaging studies have demonstrated
differential neural responses in attentional biases to emotional
information based on the serotonin transporter genotype (Pérez-
Edgar et al., 2010) and behavioral studies have shown that groups
differ in cognitive control ability depending on emotional valence
(Koizumi et al.,, 2010), our study is the first to show differ-
ential engagement of neural systems for cognitive control over
such emotional biases based on serotonin transporter genotype.
We also show that these attentional biases influence engagement
of cognitive control not only for the 5-HTTLPR Short carriers,
but also for the 5-HTTLPR Long carriers. Typically, the nega-
tive consequences of the 5-HTTLPR genotype is associated with
the short allele (e.g., increase risk of affective disorder and nega-
tive personality traits). However, in our paradigm we show that
a bias toward processing task-irrelevant positive information (in
the Long group) can engage the need for activation of regions
involved in cognitive control just as much as a bias toward pro-
cessing task-irrelevant negative information (in the Short group).
This highlights the extra cognitive burden for Long carriers in
positive contexts, a potential downside to this allele typically asso-
ciated with “positive” outcomes (see discussion by Homberg and
Lesch, 2011).

Our correlational analyses revealed individual variation within
each group as well. While viewing angry faces, Short carriers
who had higher anxiety tended to have higher activation of
the ventromedial prefrontal cortex (vmPFC) and frontal polar
regions, known to be involved in affective modulation and reap-
praisal (Diekhof et al., 2011). In a similar analysis, Short car-
riers who reported higher negative affect in their initial visit
2-8 months prior to scanning also tended to have higher acti-
vation of these regions (vmPFC and frontal pole) while view-
ing angry faces. While viewing happy faces, Long carriers who
had higher positive affect tended to have more activation of

Emotion, 5-HTTLPR and cognitive control

the ventral striatum, known to be involved in reward process-
ing (Haber and Knutson, 2010). These correlations were not
present in control analyses (e.g., in Short carriers, positive affect
did not correlate with any brain region). Thus, Short carriers
who seem to have more extreme negative bias recruit regions
that could suppress the negative affect, while Long carriers who
seem to have high positive affect engage the reward system
when “in their element” (i.e., happy faces promoting a positive
context).

Although the present results are intriguing, a limitation of the
present study is its small sample size (N = 42). Thus, replica-
tion would be advisable. However, an advantage of the current
study, relative to most other fMRI studies of this kind, is that we
included only homozygotes. Most fMRI studies of 5-HTTLPR dif-
ferences include heterozygous carriers of both the Short and Long
alleles (S/La) into one or the other group (S/S or La/La), thereby
diminishing possible group differences and possibly clouding
analyses. Future studies will need to explore the phenotype, both
behaviorally and with regards to neural activation, displayed by
heterozygotes. In addition, our results do not clearly isolate the
process that is affected by cognitive control, whether it be a reduc-
tion in bias toward certain types of emotional information, an
increased ability to deal with conflict, either at the perceptual or
response level, or some other process.

In sum, our results further our understanding of the neu-
ral mechanisms underlying the inherent emotional biases of
homozygous 5-HTTLPR Short carriers as compared to the inher-
ent emotional biases of homozygous 5-HTTLPR Long carriers.
Both groups show heightened engagement of face processing
regions, but do so differentially depending on the valence of
the face. For the Short Group, greater activity is observed in
these regions when the task-irrelevant facial expression is nega-
tive in valence. In contrast, for the Long group, greater activity
is observed when the task-irrelevant facial expression is posi-
tive in valence. Increased activation, and likely attention, to such
task-irrelevant information appears to engage cognitive control
for both groups, but differentially depending on valence. Our
work suggests that when assessing the interplay between emotion
and cognition, consideration of genotype, in this case related to
5-HTTLPR status, may play an important role.
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Although inhibited behavior problems are prevalent in childhood, relatively little is
known about the intrinsic and extrinsic factors that predict a child’s ability to regulate
inhibited behavior during fear and anxiety-provoking tasks. Inhibited behavior may
be linked to both disruptions in avoidance-related processing of aversive stimuli
and in approach-related processing of appetitive stimuli, but previous findings are
contradictory and rarely integrate consideration of the socialization context. The current
exploratory study used a novel combination of neurophysiological and observation-based
methods to examine whether a neurophysiological measure sensitive to approach- and
avoidance-oriented emotional processing, the late positive potential (LPP), interacted with
observed approach- (promotion) and avoidance- (prevention) oriented parenting practices
to predict children’s observed inhibited behavior. Participants were 5- to 7-year-old (N = 32)
typically-developing children (M = 75.72 months, SD = 6.01). Electroencephalography
was continuously recorded while children viewed aversive, appetitive, or neutral images,
and the LPP was generated to each picture type separately. Promotion and prevention
parenting were observed during an emotional challenge with the child. Child inhibited
behavior was observed during a fear and a social evaluation task. As predicted, larger
LPPs to aversive images predicted more inhibited behavior during both tasks, but only
when parents demonstrated /ow promotion. In contrast, larger LPPs to appetitive images
predicted less inhibited behavior during the social evaluative task, but only when parents
demonstrated high promotion; children of high promotion parents showing smaller LPPs
to appetitive images showed the greatest inhibition. Parent-child goodness-of-fit and the
LPP as a neural biomarker for emotional processes related to inhibited behavior are
discussed.

Keywords: inhibited behavior, emotional processing, parenting, late positive potential, children

Social reticence and heightened fearful reactivity to novelty and
threat are relatively stable aspects of behavior that emerge early in
life (Kagan et al., 1988; Kagan and Snidman, 1991; Hane et al.,
2008) and represent specific risk factors for a range of prob-
lems related to inhibited behavior and anxiety (Biederman et al.,
2001; Pérez-Edgar and Fox, 2005; Kagan, 2008; Degnan et al.,
2010). However, precious little is known about the intrinsic and
extrinsic factors that predict a child’s ability to regulate behavior
during fear- and anxiety-provoking tasks. This question is par-
ticularly challenging given that signs of inhibited behavior show
immense heterogeneity and are stable across development in only
10-15% of children (Kagan, 1994; Fox et al., 2001). Recent mod-
els highlight the interactive roles of child emotional processing
sensitivities and the caregiving environment in predicting inhib-
ited and anxious behavior in children (Fox et al., 2007; Murray
et al., 2009; Schmidt and Miskovic, 2013), but empirical evidence
remains scarce.

The goal of the current study was to use an affective-
motivational framework to identify measures of emotional
processing and parenting that may interact to influence a child’s
ability to regulate behavior during fear- and anxiety-provoking
tasks. We target core motivational dimensions of approach
and avoidance because they represent separable but interact-
ing systems that are thought to organize patterns of biobe-
havioral self-regulation in children and adults (e.g., Fowles,
1994; Derryberry and Rothbart, 1997; Panksepp, 1998; Carver
et al., 2000; Davidson, 2000; Gray and McNaughton, 2000)
Approach reflects sensitivity to rewards, emotionally positive
anticipation for pleasurable activities, and behavioral approach
to novelty and challenge; in contrast, avoidance reflects sen-
sitivity to potential threats, fear and shyness, and behavioral
withdrawal and inhibition in response to novelty and challenge
(Derryberry and Rothbart, 1997; Panksepp, 1998; Kagan, 1999;
Carver, 2004). In a typically-developing group of children, we
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explored whether a neurophysiological measure of emotional
processing, the late positive potential (LPP), in response to
avoidance-oriented (aversive) and approach-oriented (appetitive)
images interacts with avoidance- or approach-oriented parenting
practices to predict the degree to which children show inhibited
behavior. This exploratory research has the potential to identify
a target biomarker and a target measure of caregiving relevant
to individual differences in inhibited behavior, thus laying the
groundwork for future, large-scale studies examining intrinsic
and extrinsic mechanisms in the emergence of problems with
behavioral inhibition and anxiety.

EMOTIONAL PROCESSING AND ANXIETY-RELATED
INHIBITED BEHAVIOR

Across numerous studies, vigilance to and enhanced processing
of aversive, fear-, and threat-relevant stimuli have been asso-
ciated with anxiety (MacLeod et al., 1986; Vasey et al., 1996;
Theall-Honey and Schmidt, 2006; Bar-Haim et al., 2007; Roy
et al., 2008; Telzer et al., 2008; Waters et al., 2010) and have been
used to explain which children at temperamental risk for anxi-
ety go on to develop anxiety disorders (Pérez-Edgar et al., 2010,
2011). For example, Perez-Edgar and colleagues (2010) found that
temperamental behavioral inhibition predicted social anxiety in
adolescents, but primarily among those who evidenced biased
attention to threat.

However, other studies suggest that anxious individuals show
reduced processing of aversive or threat-relevant stimuli, sug-
gesting attentional avoidance (Weierich et al., 2008; Bar-Haim
et al., 2010). For example, in a recent large-scale community-
based study, among children diagnosed with distress-related
disorders (e.g., generalized anxiety disorder), high levels of
internalizing symptoms predicted vigilance to angry faces,
whereas among children diagnosed with social anxiety dis-
order, internalizing symptoms predicted avoidance of angry
faces (Salum et al., 2013). These findings are consistent with
models proposing that anxious individuals may show both
vigilance and avoidance of threatening and aversive stimuli
(Mogg et al., 2004; Weierich et al., 2008).

Compounding the complexity of this research, additional
studies suggest that inhibited and anxious individuals show
greater sensitivity not only to these avoidance-related aversive
cues, but also to approach-related appetitive cues (Hardin et al.,
2006; Bar-Haim et al., 2009; Helfinstein et al., 2011). For example,
in one study, adolescents with a childhood history of inhibition,
in comparison to those with no such history, showed greater stri-
atal activation in anticipation of both monetary gain and loss
(Guyer et al., 2006). Moreover, a childhood history of inhibi-
tion has also been associated with the presence of an anxiety
disorder for adolescents demonstrating greater reactivity to high-
incentive rewards (Pérez-Edgar et al., 2013). One interpretation of
these results is that in anxiety-provoking tasks, strong approach
motives may exacerbate approach-avoidance conflicts, leading to
intensified fear and inhibition at the expense of approach incli-
nations (Asendorpf, 1990; Schmidt and Fox, 1994; McNaughton
and Corr, 2004). Thus, increased processing of approach-related
appetitive stimuli may indicate a specific affective sensitivity pro-
moting inhibited behavior during fear- and anxiety-eliciting tasks
(Helfinstein et al., 2012).

Emotion processing, parenting, and inhibited behavior

To examine whether processing of both aversive and appetitive
stimuli is related to individual differences in inhibited behav-
ior, the current study explored, in typically-developing children,
whether a neurophysiological measures of emotional processing,
the LPP, was systematically related to inhibited behavior in tasks
designed to elicit fear and social-evaluative anxiety. This ques-
tion represents a crucial first step in identifying whether the LPP
is a viable candidate biomarker for affective vulnerability factors
related to inhibition.

NEUROPHYSIOLOGICAL MEASURES OF EMOTIONAL
PROCESSING: THE LATE POSITIVE POTENTIAL

Disruptions in emotional processing are often covert and rapid,
and thus might not be readily apparent in observable behav-
ior (MacLeod et al., 1986; Bar-Haim et al., 2007). Moreover,
high temporal sensitivity may be necessary for measuring both
facilitation and avoidance of emotional processing, which may
emerge at distinct time point along the emotional processing con-
tinuum (Amir et al., 1998; Mogg et al., 2004). Scalp-recorded
event-related potentials (ERPs) derived from electroencephalog-
raphy (EEG) are particularly well suited for this goal given their
highly sensitive temporal specificity on the order of millisec-
onds. Moreover, stimulus-locked ERPs are relatively independent
from behavioral response requirements, and are highly feasi-
ble for measuring brain processes across a range of age and
clinical groups (Fox et al., 2005; Banaschewski and Brandeis,
2007).

Research using very early-emerging ERPs suggests that
anxiety-related traits and disorders are associated with both facil-
itation and avoidance of aversive stimuli. For example, Mueller
and colleagues (2009), using a dot probe task, found that individ-
uals with social phobia evinced greater P1 amplitudes in response
to angry compared to happy faces, indicative of early facilita-
tion of attention, but reduced P1 amplitudes once the angry faces
were replaced by probe stimuli, suggesting later avoidance. On the
other hand, Jetha and colleagues (2012) showed that shy adults
evidence reduced P1 amplitudes to fearful faces, whereas Kolassa
and Miltner (2006) failed to find any association between social
phobia and P1 amplitudes but did find increased face-specific
N170 amplitudes in response to angry faces. Although these find-
ings suggest that anxiety-related traits are linked to both enhanced
emotional processing and avoidance very early in the processing
stream, results are contradictory and cannot address the full time
course of emotional processing.

The LPP, is a promising candidate ERP component for mea-
suring individual differences in approach- and avoidance-related
emotional processing. The LPP reflects facilitated attention to
motivationally salient emotional vs. neutral stimuli in both chil-
dren and adults (Keil et al., 2002; Schupp et al., 2004; Foti and
Hajcak, 2008; Hajcak and Dennis, 2009; Kujawa et al., 2012;
Solomon et al., 2012). Specifically, the amplitudes of the LPP are
larger for emotional vs. neutral stimuli beginning around 250
or 300 ms after a stimulus is presented and extending through-
out the course of picture processing as well as after picture offset
(Hajcak and Olvet, 2008). The LPP combines very rapid tem-
poral resolution on the order of milliseconds with the ability to
measure sustained emotional processing of aversive and appeti-
tive images over seconds. In terms of its scalp distribution, the
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LPP is topographically dynamic, tending to shift over time from
posterior to relatively anterior regions (Solomon et al., 2012).
Moreover, the LPP shows good to excellent reliability across tri-
als (Moran et al., 2013). Despite subtle developmental differences
in the LPP’s latency and topography (Hajcak and Dennis, 2009;
Kujawa et al., 2012; Solomon et al., 2012) that may result from
brain maturation in regions involved in emotion regulation and
cognitive control (Casey et al., 2000), preliminary evidence sug-
gests that the LPP is also relatively stable over time (Kujawa et al.,
under review). Thus, the LPP is able to capture an extended time
course of emotional processing (Moser et al., 2008; MacNamara
and Hajcak, 2009, 2010; MacNamara et al., 2011) that may reflect
stable individual differences in emotional processing. Moreover,
previous research has shown that greater LPP amplitudes in
response to aversive stimuli are associated with greater state anx-
iety in adults (Moser et al., 2008; MacNamara and Hajcak, 2009,
2010) and with greater trait anxiety in children (Decicco et al.,
2012). No studies to date have examined whether individual dif-
ferences in the LPP are related to observed inhibited behavior in
children.

In the current study, our primary hypothesis was that
enhanced processing of aversive stimuli measured via the LPP will
predict greater inhibited behavior during fear- and social eval-
uative tasks. In addition, drawing on the anxiety literature doc-
umenting enhanced sensitivity to appetitive and reward-related
cues (e.g., Pérez-Edgar et al., 2013), we tested the exploratory
hypothesis that enhanced processing of appetitive stimuli would
also be associated with greater inhibition. As discussed below,
however, these associations should be moderated by caregiving
context.

THE ROLE OF CAREGIVING CONTEXT

Given that individual differences in emotional processing may
contribute to the ability to regulate behavior during fear- and
anxiety-provoking situations, it is critical to examine extrin-
sic social factors, such as parenting, that shape patterns of
emotional responding (Fox et al., 2007; Hane et al., 2008;
Penela et al., 2012). Indeed, children showing temperamen-
tal negative affectivity may be more susceptible to the influ-
ence of parenting (Belsky and Pluess, 2009), in particular those
aspects of parenting that serves to highlight approach or avoid-
ance motives (Howes and Phillipsen, 1998; Hay et al., 2004;
Dennis, 2006; Fox et al., 2007). Despite strong theoretical sup-
port for the idea that neurobiological factors influence develop-
mental pathways to inhibition and anxiety in conjunction with
social context, few studies have brought together these areas of
research.

Mounting evidence suggests that specific patterns of parent-
ing influence the expression of inhibited behavior, in particu-
lar via parenting’s impact on emotional processing tendencies
(Fox et al., 2005, 2007). Fox and colleagues (2007), in their
Plasticity for Affective Neurocircuitry model, provide a frame-
work for examining the role of environmental factors, such as
parenting, in the developmental trajectory toward anxiety. They
propose that the interplay between early caregiving environment
and emotional processing of threat-relevant stimuli influence the
link between temperament and later problems with anxiety and

Emotion processing, parenting, and inhibited behavior

behavioral inhibition. In particular, this model posits that care-
giving environments that highlight threat or fail to remediate a
threat focus, such as low caregiver sensitivity or high caregiver
intrusiveness (Ghera et al., 2006; Hane and Fox, 2006), exac-
erbate disrupted processing of threat-relevant stimuli and thus
alter affective neurocircuitry in such a way that promotes and
maintains anxiety-related behaviors in children.

This model focuses on caregiver sensitivity and intrusive-
ness, but does not articulate the possibility that parenting
strategies that directly promote avoidance-related threat sen-
sitivity or approach-related appetitive sensitivities may play a
crucial role in the link between emotional processing tenden-
cies and inhibited behaviors in anxiety-provoking circumstances.
Based on motivational models of self-regulation (Higgins, 1997;
Higgins and Silberman, 1998; Keller, 2008), our lab has devel-
oped an observation-based measure of parenting that reflects
the degree to which parenting is characterized by behaviors that
increase approach sensitivity (promotion parenting) by empha-
sizing accomplishment and the possibility of positive or desired
outcomes, or by behaviors that increase avoidance and threat
sensitivity (prevention parenting) by emphasizing safety, rules,
and the need to avoid negative outcomes. For example, in one
study (Dennis, 2006) levels of observed promotion parenting
influenced whether child temperamental approach was asso-
ciated with frustration and persistence during an emotional
challenge.

Children showing greater emotional processing of aversive
images in particular may benefit from high levels of promo-
tion parenting because it fosters greater approach sensitivity by
explicitly encouraging accomplishment, exploration and social
participation (Higgins and Silberman, 1998). This “antidote” to
enhanced avoidance-related emotional processing may amelio-
rate tendencies toward inhibited behavior, or even promote adap-
tive behavior when approach and avoidance motivations are in
conflict (Asendorpf, 1990; Derryberry and Tucker, 2006; Hardin
et al., 2006; Helfinstein et al., 2012; Schmidt and Miskovic, 2013).
In contrast, prevention parenting, which highlights potential
danger and threat, may exacerbate threat and avoidance-related
emotional processing tendencies (Fox et al., 2007).

The notion that the effects of caregiving depend upon
the transactions between child and parent characteristic, or
goodness-of-fit, is a crucial concept here. In the current study,
we examined goodness-of-fit in terms of whether the motiva-
tional fit between child emotional processing of aversive and
appetitive stimuli (measured via the LPP) and promotion and
prevention parenting predicts child inhibited behavior. We pre-
dicted that among children showing enhanced processing of
aversive images, low levels of promotion and/or high levels of
prevention would predict more inhibited behavior during fear-
and anxiety-provoking tasks. Predictions concerning enhanced
processing of appetitive stimuli are more difficult to generate
given the lack of previous research on this topic. However, if
high approach sensitivity exacerbates approach-avoidance con-
flicts during anxiety-provoking tasks (Asendorpf, 1990), leading
to intensified inhibition, then one possibility is that if children
showing enhanced processing of appetitive images experience low
levels of promotion parenting, this reflects poor goodness-of-fit
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and engenders more approach-avoidance conflict and inhibited
behavior.

THE CURRENT STUDY

The study included typically-developing, early school-aged chil-
dren (5- to 7-year-olds). The goal of the current study was to
examine whether, in this normative group, enhanced processing
of aversive and appetitive stimuli interacts with parenting that
promotes approach or avoidance motivational tendencies to
predict the regulation of behavior during fear- and anxiety-
provoking tasks—specifically the degree to which children
showed inhibition in response to these challenges. This study is
novel in that it is among the first to use the LPP as a biomarker
for biased emotional processing in relation to inhibited behav-
ior, and the first to use an affective-motivational framework to
conceptualize the interplay, or goodness-of-fit, between a neu-
rophysiological measure of emotional processing and parenting
that may be relevant to the emergence of problems with inhibited
behavior and anxiety.

We tested the following two hypotheses: (1) Children show-
ing larger LPP amplitudes to aversive vs. neutral images will
show more inhibited behavior, but mainly when mothers show
high prevention or low promotion; and (2) Children showing
larger LPP amplitudes to appetitive vs. neutral images will show
more inhibited behavior, but mainly when mothers show low
promotion.

METHOD

PARTICIPANTS

Participants were 32 (19 males) typically developing school-
aged children between the ages of five and seven (M = 75.72
months, SD = 6.01) and their caregivers. Parent-child dyads were
recruited from in and around New York City. Our sample com-
prised of 10 Caucasian children, 13 African American children,
two Asian American children, five Hispanic children and two chil-
dren were reported as multiracial by their caregivers. Each child
and caregiver spent ~3 h in the laboratory as part of a larger study
on emotional development and was compensated $100 for their
time. Additionally, children were given certificates of completion
and astronaut ice cream at the end of their visits.

This study was derived from a larger study that yielded a pre-
vious publication examining the LPP in school-aged children
(Solomon et al., 2012). This goal of this study was to test the
neurodevelopmental question of whether, like adults, children at
this age evidence larger LPP amplitudes to emotional vs. neutral
images; this study did not examine the LPP in relation to parent-
ing to predict inhibited behavior, the goal of the current study.
Eighty-two percent of (n = 39) participants from the previous
study were included in the current analyses. The selection cri-
terion was the presence of observed parenting data, which was
missing for seven children due to task refusal (three) and data loss
due to poor or lost video recording (four).

PROCEDURES AND MATERIALS

Upon arrival to the laboratory, an experimenter played a game
with the children, while another experimenter obtained informed
consent from the parents. Immediately following, verbal assent

Emotion processing, parenting, and inhibited behavior

was obtained from the child. Children were subsequently escorted
by an experimenter to another room to begin the EEG por-
tion of the visit. While EEG was recorded from children, parents
completed various questionnaires pertaining to their child’s tem-
perament and behavior. After the EEG recording was completed
and children took a short break, children proceeded to complete
the behavioral portion of the visit with their parents, including
the black box, storytelling and wait task in addition to several
behavioral tasks not included in the current study.

PASSIVE VIEWING PROCEDURE AND STIMULI

Once EEG setup was complete, children were moved to a dimly
lit experiment booth equipped with a video camera and were
instructed not to move or talk while passively viewing 90 images
from the IAPS. Children were seated 65 cm from a 17 computer
monitor as images were presented in full screen and color using
Presentation software (Version 2, Neurobehavioral Systems, Inc.;
Albany, CA) on an IBM computer. The images were presented in
arandomized order, and each stimulus was presented for 2000 ms
with an inter-stimulus interval of 500 ms.

Images were 30 unpleasant!, 30 pleasant? and 30 neutral ®
pictures selected from the International Affective Picture System
(IAPS; Lang et al., 2005). Unpleasant images are characterized by
the IAPS developers as aversive: meaning to elicit affect related to
defensive motivation, such as fear and disgust. In contrast, pleas-
ant images are characterized as appetitive, in that they elicit affect
related to approach motivation, such as joy, excitement, desire,
or affiliation. The specific aversive images in the current study
were chosen to reflect threat or potential threat (e.g., wreckage
and war images) in a developmentally appropriate way. Aversive
images had a mean valence of 3.32 (SD = 1.74) and a mean
arousal of 5.79 (SD = 2.10). Appetitive images (e.g., food, babies,
cuddly animals) had a mean valence of 7.45 (SD = 1.50) and a
mean arousal of 4.76 (SD = 2.30). Neutral images (e.g., house-
hold and nature images) had a mean valence of 5.29 (SD = 0.74)
and a mean arousal of 2.81 (SD = 0.65)* Valence and arousal
ratings are on a 9-point scale, with lower ratings for valence
and arousal corresponding to more aversive and less arousing,
respectively.

I'The IAPS numbers for aversive images were 1050, 1120, 1201, 1300, 1321,
1930, 2120, 2130, 2688, 2780, 2810, 2900, 3022, 3230, 3280, 5970, 6190, 6300,
6370, 7380, 9050, 9250, 9421, 9470, 9480, 9490, 9582, 9594, 9600, 9611.

2The IAPS numbers for appetitive images were 1460, 1463, 1601, 1610, 1710,
1750, 1811, 1920, 1999, 2070, 2091, 2165, 2224, 2311, 2340, 2345, 2791, 4603,
5831, 7325, 7330, 7400, 7502, 8031, 8330, 8380, 8461, 8490, 8496, 8620.

3The TAPS numbers for neutral images were 5220, 5711, 5740, 5750, 5800,
5820, 7000, 7002, 7004, 7006, 7009, 7010, 7025, 7031, 7035, 7041, 7050, 7080,
7090, 7100, 7140, 7150, 7175, 7190, 7224, 7233, 7235, 7236, 7595, 7950.

40f the stimuli included in this study, 15 unpleasant, 8 pleasant, and 6 neutral
images have normative ratings obtained by the IAPS developers from children
aged seven to nine using the same rating system as adults and are as follows
for valence and arousal respectively: Unpleasant (M = 3.74, SD = 1.22; M =
6.04, SD = 1.05), Pleasant (M = 8.27, SD = 0.84; M = 6.04, SD = 0.69),
and Neutral (M = 5.90, SD = 0.18; M = 2.91, SD = 0.13). We did not select
all child-normed stimuli because the current study was part of a larger study
initiated when children were aged 5-6 (outside the norm age group) and
stimuli were selected for age- and task-appropriateness rather than norms.
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OBSERVED INHIBITED BEHAVIOR

After EEG was recorded, inhibited behavior was measured dur-
ing the black box and storytelling tasks, both adapted from
the Laboratory Temperament Assessment Battery (LabTAB;
Goldsmith et al., 1995).

The 2-min black box task was designed to elicit inhibited
behavior to a novel and fear-inducing stimulus while in the pres-
ence of an adult. After an opaque black box with a covered
opening on its side was placed on the center of the table, the
experimenter neutrally told the child, “This is my special black
box. There is something kind of scary inside. Would you like to
put your hand in this hole to feel what is inside?” The task ended
when the child reached his or her hand into the opaque box and
removed the brightly colored soft squeezable ball covered in ten-
tacles or after 2 min had passed. Inhibited behavior was measured
as the latency (in seconds) before children placed their hand in
the black box, with higher scores indicating greater inhibition.

The 7-min storytelling task was designed to elicit inhibited
behavior related to social anxiety in response to the threat of criti-
cism. Children were given a picture book and told that an assistant
who was an expert on telling stories would listen to them tell a
story and assign them a grade. After the child was finished telling
his story, the experimenter praised him and gave him an “A+4.”
Inhibited behavior was quantified as the amount of time the child
waited (latency score) before beginning storytelling, with higher
scores indicating greater inhibition. Coders were trained to record
latency using practice videotapes until reaching 80% agreement.

OBSERVED PARENTING AND BEHAVIORAL CODING

Parenting was observed during a waiting task (WT; Carmichael-
Olson et al., 1985). The WT is a parent-child task designed to both
elicit child frustration as well as enable observation of parent-
ing behaviors in response to child frustration. Parent-child dyads
were alone in a room for 10 min after the experimenter handed
the parent a clipboard of several papers to complete, gave the child
a boring plastic toy and placed an attractively wrapped surprise
on the table. The parent was previously instructed as soon as the
experimenter left the room to tell the child, “This is a surprise for
you, but you must wait until I finish my work to open it” (Cole
etal., 2003). The parent was given no further instructions on how
to interact with his or her child through the duration of the task.
After the wait task was complete, the child was permitted to open
and play with the wrapped yo-yo.

Parenting behavior focusing on reward or threat was coded
using the Promotion/Prevention Parenting Coding System
(Dennis and Cole, 2001; Dennis, 2006). Parenting behaviors and
verbalizations were coded within 10-s epochs during the waiting
task and were summed to create a total score. Parental behaviors
that fit neither category were labeled non-codable (50.01% were
coded as non-codable).

Promotion parenting focuses on the promotion of positive
child behavior and orienting children toward potential reward.
Examples include eliciting competent action (“Do you know what
that is?”), encouraging compliance for a positive reason (“If you
wait, you can open the present.”), guiding (“They’re going to
bring your snack in just a minute.”), commenting on the pos-
itive (“This won’t take long.”), giving encouragement through
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affection and appreciation (“Great job.”) and maternal with-
drawal of maternal positive reinforcement (I’'m sad that you're not
listening to me.”).

Prevention parenting focuses on child safety, the prevention
of negative outcomes, and orienting children toward poten-
tial threat. Examples include eliciting appropriate behaviors and
safety (“They asked you to wait”), rewarding conformity with
rules (“Thank you for not opening the present.”), prohibiting
and intervening (“Listen I don’t want you to...”), encourag-
ing compliance for a negative reason or rule (“ Because I said
$s0.”), commenting on the negative (“Uh oh.”), and criticizing
(“Youre being bad.”). Two coders were trained to code pro-
motion/prevention parenting by using practice videotapes until
they reached 80% agreement. Then, inter-rater reliability using
Cohen’s Kappa was conducted to determine consistency among
raters on the basis of 20% of the videos (7 videos), randomly
chosen. The Kappa coefficient was 0.73, (p < 0.001), reflecting
substantial agreement (Landis and Koch, 1977).

EEG RECORDING AND DATA REDUCTION

Using the Biosemi system (BioSemi; Amsterdam, NL), EEG activ-
ity was recorded continuously via 64 Ag/AgCl scalp electrodes
embedded in an elasticized nylon cap based on the interna-
tional 10/20 system. Eye movements were monitored by electro-
oculogram (EOG) signals from electrodes placed 1 cm above and
below the left eye (to measure vertical eye movements) and one
cm on the outer edge of each eye (to measure horizontal eye
movements). The EEG signal was preamplified at the electrode to
improve the signal-to-noise ratio. EEG was recorded at a sampling
rate of 512 Hz and amplified with a band pass of 0.16-100 Hz.
The voltage from each active electrode was referenced online with
respect to a common mode sense active electrode producing a
monopolar (non-differential) channel. All data preparation after
recording was conducted using Brain Vision Analyzer (Version
2.2, GmbH; Munich, DE). Data were re-referenced offline to an
average mastoid reference and filtered with a high pass frequency
of 0.1 Hz and a low pass frequency of 30 Hz. The EEG was seg-
mented for each trial beginning 400 ms prior to picture onset and
continuing for 2000 ms. Baseline correction was performed for
each trial, using the 400 ms prior to picture onset.

EEG was corrected for blinks using independent components
analysis. Artifacts were identified using the following criteria: any
data with voltage steps exceeding 751V, changes within a seg-
ment that were greater than 200 LV, amplitude differences greater
than £120 wV within a segment, and activity lower than 0.2 WV
per 100 ms were considered artifacts and excluded from analyses.
Trials were also visually inspected for remaining artifacts. Data
from individual channels containing artifacts were rejected on a
trial-by-trial basis.

The LPP was measured as mean amplitudes for each pic-
ture type separately, in three time windows based on visual
inspection of the data: early (300-700 ms), middle (700—1200 ms)
and late (1200-2000 ms). Examining multiple time windows is
particularly important because vigilance-avoidance patterns of
processing aversive stimuli have been shown to vary over time
(Holmes et al., 2008; Mueller et al., 2009), including studies
of the LPP showing reduced LPPs to aversive stimuli among
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anxious individuals in later time windows (Weinberg and Hajcak,
2011). The LPP was calculated as the mean amplitude sepa-
rately for each window in three broad regions. Regions were
chosen based on visual inspection of the topographical distribu-
tion of the LPP (see Figure 2) and were consistent with previous
findings regarding the diffuse scalp distribution of the LPP in
children (Dennis and Hajcak, 2009). Regions were: posterior
(PO4, POS, 02, Oz, POz, PO3, PO7, and O1), central (C4, Cé,
CP6, Cz, CPz, C3, C5, and CP5), and anterior (FC4, F4, F6,
Fpz, AFz, FC3, F3, and F5). Difference scores were generated for
each four window/region combinations in which LPP amplitudes
were maximal (e.g., posterior/early, central/middle, central/late,
and anterior/late) to quantify the degree to which aversive or
appetitive vs. neutral images generated larger LPPs (e.g., LPPs
aversive—LPP neutral images). These difference scores were used
as an index of the degree of emotional processing of aversive and
appetitive images.

ANALYTIC PLAN

Interactions between parenting behavior (promotion or pre-
vention) and each of the four LPP aversive —neutral differ-
ence and four LPP appetitive-neutral difference scores (e.g.,
early/posterior) predicting inhibitory behavior (Black Box and
Storytelling tasks) were tested using Ordinary Least Squares
multiple-regression interactions. For both dependent variables,
two predictors (e.g., promotion parenting and LPP aversive-
neutral difference scores) were entered in step one, and their
interaction term in step two. Simple models were used to max-
imize power and ensure that sample size was over 30 and more
than 10 cases per predictor were in each model>. A total of 16
regression models were estimated.

All variables in these analyses were screened first for univariate
normality. Our storytelling latency variable was positively skewed
(2.08) because of a few very inhibited children who delayed sto-
rytelling to the maximum time limit of 300 s. Kurtosis was also
high (3.81) so violations of normality led us to do a square-
root transformation (square root is taken of each score) which
brought it within normal parameters (skew = 1.25, kurtosis =
0.79). This transformation was chosen because the data had no
negative values or scores between 0 and 1. Also it produced a nor-
mal distribution without completely removing the inherent skew
in the data which reflects variation in the inhibitory behavior that
is of interest (Osborne, 2002). All other study variables were rel-
atively normal with skewness and kurtosis indices less than 4-2.
The Mahalanobis Distance statistic was used to test multivariate

>Most experts recommend a minimum sample size at least 30, and at least 8
cases per predictor in multiple regression. We did meet these minimum stan-
dards with a sample size of 32 and no more than 3 terms in each equation.
Although a larger sample size would be preferred for testing interactions. The
most obvious limitation created by a small sample size is the lack of power to
find hypothesized effects and an inflated type II error rate. Thus, the ability
to find moderator effects is attenuated. These theoretically-driven predictions
are testing joint effects of context and psychophysiology not previously tested.
We believe this is currently the largest data set available to test moderat-
ing effects of temperament, parenting and LLP, and that regression analyses
provide the best test of the predicted linear interactions between continuous
predictors.

Emotion processing, parenting, and inhibited behavior

normality and potential undue influence of outliers—cases with
an unusual combination of scores on two or more variables. No
cases were found to be significant multivariate outliers (with four
predictors the critical value for the Mahal distance = 18.467),
so follow-up analyses were not run. Predictor variables were
centered (deviated from their mean) to reduce potential mul-
ticollinearity between interaction terms and their constituent
variables. Significant interactions were probed following proce-
dures described by Jaccard et al. (1990) and figures were cre-
ated using high/low values one standard deviation above/below
the mean.

RESULTS

DESCRIPTIVE STATISTICS AND CORRELATIONS AMONG STUDY
VARIABLES

Table 1 presents descriptive statistics for observed maternal pro-
motion and prevention during the waiting task, and observed
child inhibited behavior during the black box and storytelling
tasks. Child gender and ethnicity were not significantly associ-
ated with any study variables and are thus not included in analyses
below. As can be seen in Figures 1, 2, which shows the scalp dis-
tribution of the LPP aversive—neutral and appetitive—neutral
difference scores during each time window, the scalp topography
of the LPP shifts from posterior to relatively anterior (central-
frontal) regions over the duration of the LPP (300-2000 ms).
Figure 3 shows the waveform for the LPP to aversive, appetitive,
and neutral images. Bivariate correlations were conducted among
observed maternal promotion and prevention during the waiting
task, observed child inhibited behavior during the black box and
storytelling tasks, and the LPP aversive-neutral and appetitive-
neutral difference score at the early/posterior, middle/central,
late/central, and late/anterior time-window/region.

Parenting and child inhibited behavior variables were not
significantly intercorrelated, although inhibited behavior dur-
ing each task was marginally positively correlated (p = 0.07). In
contrast, LPPs were significantly positively intercorrelated. The
multiple time-window/regions of the LPP aversive-neutral dif-
ference scores correlated with one another (significant rs ranged
from 0.47 to 0.64). The same was true of the LPP appetitive-
neutral difference scores (significant rs ranged from 0.37 to
0.89). Additionally, there were positive associations between LPP
aversive-neutral and appetitive-neutral difference scores (signifi-
cant rs ranged from 0.37 to 0.54). Given that inhibited behavior
during each task was only marginally positively correlated and
we believe that these two tasks tap into different dimensions
of inhibited behavior, with the black box task eliciting fear and
the storytelling task eliciting social anxiety, we examined each
separately in analyses below.

Table 1| Descriptive statistics.

Variable Mean SD Range
Promotion parenting 6.00 416  0.00-13.00
Prevention parenting 12.28 8.67 0.00-30.00
Inhibited behavior black box task 37.44 38.63 4.00-120.00
Inhibited behavior social storytelling task  56.13  80.61  1.00-300.00
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FIGURE 1 | Scalp topography of the LPP Aversive —Neutral difference
score in the early (300-700 ms), middle (700-1200 ms) and late
(1200-2000 ms) time windows.
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FIGURE 2 | Scalp topography of the LPP Appetitive—Neutral difference
score in the early (300—700 ms), middle (700-1200 ms) and late
(1200-2000 ms) time windows.
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EMOTION PROCESSING x PARENTING PREDICTING INHIBITED
BEHAVIOR

We tested the specific hypothesis that children showing greater
emotional processing of aversive stimuli (greater LPPs to aver-
sive vs. neutral images) will show more inhibited behavior, but
mainly when mothers show high prevention or low promotion
parenting. We also tested the exploratory hypothesis that children
showing greater emotional processing of appetitive stimuli who
also have mothers showing low promotion will also show more
inhibited behavior. Dependent variables were observed inhibited
behavior during black box task and storytelling tasks. Figures 4, 5
show the significant interactions between LPPs (anterior/late and
central/middle windows) to aversive stimuli and maternal pro-
motion parenting on inhibited behavior during the black box
task and the storytelling task, respectively (+ = —2.67, p < 0.05,
AR? =0.186 and t = —2.37, p < 0.05, AR? = 0.155). Figure 6
shows the marginally significant interaction between the LPP
(central/late window) to appetitive stimuli and maternal promo-
tion parenting on inhibited behavior during the storytelling task,
t = —1.86, p = 0.07, AR*> = 0.108 (see Table 2).

As predicted, as preferential processing of aversive stimuli
(larger LPPs) increased, observed behavior during the black box
(b = 4.44) and storytelling tasks (b = 0.67) also becomes more
inhibited, but only for children with relatively low promotion
(approach-focused) parenting (see Figures 4, 5, respectively). For
children with high promotion parenting, larger LPPs to aver-
sive vs. neutral stimuli did not predict inhibited behavior during
the black box task (b = 0.03) nor during the storytelling task
(b = —0.07). Interestingly, it was the children with smaller LPPs
to aversive stimuli and low promotion parenting that show the
least inhibited behavior. Prevention parenting did not signifi-
cantly interact with LPP measures of aversive image processing
to predict inhibited behavior.

In contrast to our predictions, as preferential processing of
appetitive vs. neutral stimuli (smaller LPPs) decreased, inhibi-
tion during the storytelling task increased (b = —0.37), but only
for children with relatively high promotion (approach-focused)
parents (see Figure 6). For children of parents showing low pro-
motion, individual differences in LPPs to appetitive vs. neutral
stimuli did not predict inhibited behavior during the storytelling
task (b = 0.23). Moreover, as seen in Figure 6, it is the children
with larger LPPs to appetitive stimuli with parents showing high
promotion that show the least inhibited behavior.

DISCUSSION

The goal of the current study was to use an affective-motivational
framework to identify measures of emotional processing and
parenting that interact to influence a child’s ability to regu-
late inhibited behavior during fear- and anxiety-provoking tasks.
We explored whether the LPP, as a highly sensitive measure of
emotional processing, could capture individual differences in
the processing of approach-related (appetitive) and avoidance-
related (aversive) stimuli that predicted the degree of inhibited
behavior during fear and anxiety-related emotional challenges in
interaction with avoidance- or approach-oriented parenting prac-
tices. Consistent with hypotheses, we found that children show-
ing larger LPPs to aversive images also showed more inhibited
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FIGURE 3 | LPP amplitudes in posterior, central and anterior regions during passively viewing aversive, appetitive, and neutral IAPS images.
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behavior during both tasks, but only when parents demonstrated
low promotion. In contrast, larger LPPs to appetitive images pre-
dicted less inhibited behavior during the social evaluative task, but
only when parents demonstrated high promotion. Interestingly,
those children of high promotion parents who also evidenced
smaller LPPs to appetitive images showed the greatest inhibi-
tion. Results suggest that emotional processing of both appetitive
and aversive stimuli should be considered when examining inhib-
ited behavior. Results also suggest that it is crucial to further
investigate how parenting that highlights approach and avoid-
ance may be important social contexts in which to examine a
child’s emotional processing sensitivities, and their role in risk
and resilience.

Findings of the current study capitalize on the use of both neu-
rophysiological and observation-based measures to examine the

interplay among intrinsic and extrinsic processes that predict the
expression of inhibited behavior during emotional challenges that
trigger fear and anxiety associated with social evaluation. To our
knowledge, this was the first study to provide evidence to sug-
gest that the LPP, when examined within the social context of
parenting, may be a useful measure of emotion processing sensi-
tivities in future studies examining the developmental trajectory
of inhibited behavior and risk for anxious pathology.

As predicted, children showing enhanced processing of aver-
sive stimuli also showed more inhibited behavior during both
tasks, but only for children whose mothers demonstrated low lev-
els of approach-focused promotion parenting. Interestingly, for
children of mothers with high levels of promotion parenting,
increasing LPP amplitudes to aversive images did not predict
change in inhibited behavior. These findings highlight that high
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FIGURE 4 | LPPs to aversive stimuli interact with promotion parenting to
predict inhibited behavior during the black box task. Note: Longer
latencies indicate more inhibited behavior. LPPs are quantified as the
difference between LPP amplitudes to aversive minus LPPs to neutral
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images in the anterior region/late window. Model with LPP (anterior/late),
Promotion Parenting, LPP x Promotion: AR? = 0.186; unstandardized
regression coefficients: High Promotion group b = 0.03, t2g) = 0.02,

p > 0.05; Low Promotion group b = 4.44, tg, = 2.63, p < 0.01.
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FIGURE 5 | LPPs to aversive stimuli interact with promotion parenting to
predict inhibited behavior during the storytelling task. Note: Longer
latencies indicate more inhibited behavior. LPPs are quantified as the
difference between LPP amplitudes to aversive minus LPPs to neutral
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images in the central/middle window. Model with LPP (central/middle),
Promotion Parenting, LPP x Promotion: AR? = 0.155; unstandardized
regression coefficients: High Promotion group b = —0.07, t28) = —0.40,
p > 0.05; Low Promotion group b = 0.67, f2gy = 3.47. p < 0.01.

promotion parenting may serve a protective role for children
who show enhanced avoidance-related processing of aversive
stimuli — these children’s behaviors are indistinguishable from
children showing less emotional processing of aversive stim-
uli. Moreover, findings suggest that reduced opportunities to
interact with caregivers in ways that could counteract avoidance-
motivated affect—rather than increased opportunities to inter-
act in ways that promote avoidance sensitivity (prevention

parenting)—influenced children’s abilities to regulate behavior
in anxiety-related contexts. If children who show greater neu-
rocognitive sensitivity to aversive stimuli have parents who do
not highlight approach-related goals, this could exacerbate pro-
cessing of aversive and threat-related stimuli, reduce ability
to detect appetitive cues or cues for safety, and alter affec-
tive neurocircuitry accordingly to promote or maintain inhi-
bition in children (Fox et al., 2007; Schmidt and Miskovic,
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Table 2 | Standardized regression coefficients for interaction terms.

DEPENDENT VARIABLE—BLACK BOX LATENCY

Step 2

Promotion parenting

Lpps to aversive stimuli (anterior/late)

Promotion parenting x Ipps to aversive stimuli (anterior/late)
DEPENDENT VARIABLE—STORYTELLING LATENCY
Step 2

Promotion parenting

Lpps to aversive stimuli (central/middle)

Promotion parenting x Ipps to aversive stimuli (central/middle)
DEPENDENT VARIABLE—STORYTELLING LATENCY
Step 2

Promotion parenting

Lpps to appetitive stimuli (central/late)

Promotion parenting x Ipps to appetitive stimuli (central/late)

Beta t p-value
Fi3. 28) = 3.14* AR? = 0.186**

0.048 -0.29 0.78
0.429 24 0.02*
—0.474 —2.64 0.01%*
Fs. 28 = 271" AR? = 0.155*

-0.08 ~0.45 0.66
0.34 2.02 0.05*
—0.4 -2.37 0.03*
Fis, 28) = 1.36 AR? = 0.108"
—0.01 ~0.05 0.96
-03 -1.47 0.15
-0.36 ~1.86 0.07t

Tn < 0.10, *p < 0.05, **p < 0.01.

2013). Taken together, these results suggest that parents who
show relatively low levels of promotion with children who
show greater emotional processing of aversive stimuli may miss
opportunities to bolster children’s abilities to effectively regu-
late behavior when confronted with fear- and anxiety-related
challenges.

Exploratory analyses also revealed that children showing
enhanced processing of appetitive stimuli also showed less inhib-
ited behavior during the storytelling task, but only for children
whose mothers demonstrated high levels of promotion. For chil-
dren of mothers with low levels of promotion, increasing LPP
amplitudes to appetitive images did not predict change in inhib-
ited behavior (the inverse was true for findings with aversive

image processing reported above). Moreover, we found, counter
to prediction, that children of high promotion parents who
showed less processing of appetitive images showed the most
inhibited behavior. This effect is puzzling, but one possibility is
that the poor fit between a child showing low approach-related
emotional processing and a parent showing high approach-
related promotion parenting leads to less effective regulation dur-
ing emotional challenges. Mirroring these results, Dennis (2006)
found that the degree to which there was poor goodness-of-fit
between high parental promotion and low child temperamen-
tal approach reactivity predicted whether a child evidenced both
increased frustration and decreased persistence during lab-based
tasks.
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In the current study, the fact that appetitive picture pro-
cessing effects only emerged in the social-evaluative story-
telling task may relate to a conflict between task demands
and motivational drive. That is, the motive to obtain posi-
tive social feedback is a strong approach-related motive, which
could be in conflict with blunted appetitive emotional pro-
cessing tendencies indicated by reduced LPPs to appetitive
images. High levels of promotion parenting attempting to moti-
vate a child’s behavior with approach cues to which a child
may be relatively insensitive may fail to appropriately scaf-
fold a child’s self-regulatory abilities. In contrast, for chil-
dren who evidenced enhanced appetitive image processing,
high promotion parenting may be an advantageous parenting
practice to socialize children to effectively tackle achievement-
oriented task demands when confronted with social-evaluative
threat.

Taken together, findings underscore the possibility that pro-
motion parenting is a social context that influences links between
child emotional processing and inhibited behavior in typically-
developing children. These results could thus set the stage for
future research on the impact of motivationally-distinct patterns
of parenting on positive outcomes in children at risk for prob-
lems with behavioral inhibition and anxiety (Belsky and Pluess,
2009). Of note, while promotion parenting interacted in distinct
ways with LPP measures of aversive and appetitive picture pro-
cessing, it did so at later stages of processing (the middle and late
windows). This hints at the possibility that later-emerging and
perhaps more effortful attentional processes are more sensitive
to both costs and benefits of the socialization context (Dennis,
2006).

In addition, we found that promotion, but not prevention
parenting, influenced whether emotional processing sensitivities
influenced children’s behavior during both the fear task (black
box) and the social evaluative task (storytelling task). It may be
that in this typically-developing group of children, the benefi-
cial presence of approach-focused promotion parenting may be
particularly important for predicting the expression of inhibition
in response to fear and anxiety (Shechner et al., 2011). Future
studies should measure sensitivities to both aversive and appet-
itive stimuli in the context of parenting when examining pre-
dictors of inhibited behavior during fear- and anxiety-inducing
tasks. It is important to note that, given the greater frequency
of observed prevention parenting, it is possible that some ele-
ments of the waiting task, such as concerns of compliance in
a lab setting, were more likely to elicit prevention-focused par-
enting (although promotion parenting is also used to promote
compliance; Higgins and Silberman, 1998). This is consistent
with a previous study documenting greater frequency of pre-
vention vs. promotion parenting in the waiting task (Dennis,
2006). If prevention parenting was preferentially elicited, this
might have reduced our ability to detect subtle individual dif-
ferences in this aspect of parenting, thus reducing predictive
power.

In interpreting findings, we must consider that the cur-
rent study differed from others in several important ways.
First, an important methodological difference is that previ-
ous studies examining emotional processing or attention to
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emotion, particularly to threat, typically generate scores based
on reaction times on a task involving attentional compe-
tition between threat and neutral stimuli, such as the dot
probe or emotional Stroop (Bar-Haim et al., 2007). In contrast,
in the current study, the LPP was generated in response to
passive viewing of individual images with no task demands,
and thus reflect performance-independent aspects of emotional
processing. Indeed, in one study using an emotional inter-
ruption task in children age 8-13, the LPP was not con-
sistently associated with behavioral responses (Kujawa et al.,
2012).

Another important methodological difference was that the
previous studies use a range of stimuli to measure emotional
processing tendencies, most notably human faces, threat-relevant
words, and, in the case of appetitive processing, rewards. In the
current study, stimuli were taken from the IAPS, which reflect
general aversive and appetitive affective dimensions, rather than
being specific to reward or threat (although a large percent-
age of the IAPS selected in this study (87%) were specifically
threat-related, such as images of threatening animals, angry
human faces, guns pointed in the direction of the viewer).
Moreover, some appetitive images in the present study (e.g.,
cute, furry animals and babies) were relatively low salience and
arousal compared to studies using reward, erotica, or other
such stimuli, many of which are not developmentally appropri-
ate. Overall, however, IAPS may be more evocative and have
more robust effects on both behavior and electrocortical activity
compared to face (Kujawa et al.,, 2012) or word stimuli typi-
cally used to measure biased attention. Thus, the relatively high
salience of the TAPS images used in the current study may have
strengthened measurement of individual differences in emotional
processing.

Limitations of this current research study include a rela-
tively small sample size, which restrict the statistical power of
our analysis, although we did meet sample size requirements
to test for interactions. Additionally, we did not include any
self-report data on the children’s subjective ratings of both the
valence and the arousal level of the IAPS images, given that
in previous studies in our lab, children were unable to reli-
ably rate the images (Derryberry and Rothbart, 1997). Thus,
we are unable to determine the degree to which the children
found the aversive images to be threatening, although previ-
ous research using these images shows that like adults, children
perceive these images as aversive and arousing (Sharp et al,
2006). Since this is a normative group of children, results are
inconclusive in terms of the utility of the LPP for measuring
emotional processing sensitivities in clinically anxious and inhib-
ited children. This is a crucial direction for future research, but
the current study is an important first step in pursuit of this
goal.

The current study is the first study how the LPP as a
measure of attention to aversive and appetitive stimuli
interacts with the socialization context to predict inhib-
ited behavior. This question is particularly important for
the target age group, school-aged children, which is a
developmental period during which behavioral inhibition
may trigger a cascade of biopsychosocial processes that
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create risk for later anxious psychopathology (Fox et al,
2005). Taken together, results suggest that the LPP holds
promise as a biomarker for biased emotional processing of
aversive and appetitive stimuli which may shape the devel-
opmental trajectory of inhibition, and that parenting that
is motivationally-relevant is an important social context in
which to examine this development. Future research should
test this model in the context of pediatric anxiety, track-
ing whether individual differences in the LPP in response
to aversive and appetitive stimuli and parental focus on
approach and avoidance predict change and continuity in
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Individual differences in inhibition-related functions have been implicated as risk factors
for a broad range of psychopathology, including anxiety and depression. Delineating
neural mechanisms of distinct inhibition-related functions may clarify their role in
the development and maintenance of psychopathology. The present study tested the
hypothesis that activity in common and distinct brain regions would be associated with
an ecologically sensitive, self-report measure of inhibition and a laboratory performance
measure of prepotent response inhibition. Results indicated that sub-regions of DLPFC
distinguished measures of inhibition, whereas left inferior frontal gyrus and bilateral inferior
parietal cortex were associated with both types of inhibition. Additionally, co-occurring
anxiety and depression modulated neural activity in select brain regions associated with
response inhibition. Results imply that specific combinations of anxiety and depression
dimensions are associated with failure to implement top-down attentional control as
reflected in inefficient recruitment of posterior DLPFC and increased activation in regions
associated with threat (MTG) and worry (BA10). Present findings elucidate possible
neural mechanisms of interference that could help explain executive control deficits in

psychopathology.

Keywords: inhibition, anxiety, depression, DLPFC, attentional control

INTRODUCTION

Despite a lack of consensus on how best to define executive func-
tion (EF), neuropsychological and neuroimaging (Collette et al.,
2005) research indicates that EF may be usefully characterized
as a collection of correlated yet dissociable processes: inhibition,
set shifting, and working memory updating (e.g., Miyake et al.,
2000). Inhibition-related processes in particular are considered
to be critical for top-down cognitive control and its translation
to real-word, everyday behavior, including self-regulation and
emotion regulation (Zelazo and Cunningham, 2007). Further,
inhibition-related functions are essential for efficient working
memory function, limiting access to and removing informa-
tion that is no longer necessary (Friedman and Miyake, 2004).
Cognitive disruptions in these processes are a prominent source
of distress and impairment and have been implicated in anxiety
and depression (Eysenck et al., 2007; Levin et al., 2007; Joormann
and Gotlib, 2010; Snyder, 2013; Warren et al., under review).
To the degree that the experience of negative mood states and
negative life events activates mood-congruent representations in
working memory (Siemer, 2005), identifying specific inhibition-
related dysfunctions associated with anxiety and depression could
lead to relatively specific targets for intervention.

Not only do inhibition-related processes contribute to aspects
of daily life, they play a critical role in psychopathology, as deficits
in these processes have been implicated in the affective and cogni-
tive symptoms of anxiety and depression. In particular, intrusive
thoughts such as worry and rumination are hallmark characteris-
tics of anxiety and depression, respectively, and several researchers
have suggested that these symptoms are a result of impaired inhi-
bition (Hertel, 1997; Eysenck et al., 2007; Joormann, 2010; see
Anticevic et al., 2012, and Fox et al., 2012, for potential contribu-
tions of neural networks to psychopathology symptoms). Anxiety
has been associated with broad impairments in attentional con-
trol, including increased distractibility and impaired processing
efficiency (e.g., resource utilization) as opposed to performance
effectiveness (e.g., percentage of correct responses; Eysenck et al.,
2007; Eysenck and Derakshan, 2011). Research in depression has
repeatedly demonstrated problems with attention, memory, and
problem-solving abilities (Yee and Miller, 1994; Weiland-Fiedler
et al., 2004; Levin et al., 2007; Warren et al., 2008), and impaired
inhibition is hypothesized to facilitate these cognitive disrup-
tions via effects on working memory (e.g., Joormann and Gotlib,
2010). Thus, making an explicit link among individual differ-
ences in specific inhibition-related functions and dimensions
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of anxiety and depression is important for understanding the
intricate relationship between affective experiences and cognitive
control.

Colloquially, the term inhibition is used with respect to con-
trol of behaviors in everyday life (e.g., distraction, impulsivity),
although the contribution of specific inhibition-related functions
is not well understood. Notably, most formal tests of EF were
developed and administered in understandably artificial envi-
ronments (e.g., laboratory or controlled testing environment).
Although research is advancing in determining the cognitive pro-
cesses that these formal tests of EF actually measure (e.g., Miyake
et al., 2000), the degree to which activities of daily life require
these same processes is unclear (Burgess et al., 2009). The present
study sought to identify empirically specific neural mechanisms
implementing the type of inhibition that has been demonstrated
clearly in a laboratory setting, (e.g., prepotent response inhibi-
tion) as well as behavioral inhibition measured in everyday life.
Given that impaired inhibition-related functions have been impli-
cated as risk factors for a broad range of psychopathology, it
is important that the nature of inhibition-related processes be
specified.

Individual differences in specific inhibition-related functions
at the level of neural mechanisms might be more strongly tied to
the development and maintenance of psychopathology than the
broader construct of inhibition as a whole. Neuroimaging studies
exploring inhibition have demonstrated the involvement of var-
ious regions, including dorsolateral prefrontal cortex (DLPFC),
inferior frontal gyrus (IFG), and anterior cingulate cortex (ACC),
although lesion studies implicate right IFG in particular (see
Aron et al., 2004, for a review). DLPFC, ACC, and IFG appear
to facilitate task performance in inhibition paradigms. However,
it is likely that inhibition co-exists with other cognitive func-
tions required by these tasks (e.g., updating, shifting), making
it difficult to determine which brain regions are involved in the
implementation of specific inhibition processes. DLFPC is asso-
ciated with top-down attentional control (e.g., Dosenbach et al.,
2008), maintaining goals, and updating information (e.g., Wager
and Smith, 2003), whereas ACC is involved in detecting response
conflict and monitoring performance (Nelson et al., 2003; Banich
et al., 2009). IFG is activated when an individual needs to resolve
interference among potentially conflicting attributes of stimuli
(Nelson et al., 2003; for review of left IFG, see Jonides and Nee,
2006) and may function to inhibit incorrect responses (Aron
et al., 2004). Further, IFG appears to play a more general role in
responding to salient, task-related cues as part of an EF network
(Hampshire et al., 2010).

Although there is some support for inhibitory dysfunction
in both anxiety and depression, the literature to date is mixed
(Derakshan and Eysenck, 2009; Snyder, 2013; Snyder et al., under
review). Several methodological and conceptual issues could
account for discrepant results. Cognitive tasks that are com-
monly employed often each rely on multiple aspects of EF that
might be impaired in psychopathology, making it difficult to
draw firm conclusions about the presence of inhibition-related
deficits specifically (Henry and Crawford, 2005). In addition, the
concept of “inhibition” is broad, and tasks that are assumed to
measure inhibition vary in their definition and implementation,

making it difficult to ascertain the nature of the function mea-
sured. Finally, evidence suggests that co-occurring disorders may
have both additive and interactive effects on brain activity and EF
(Keller et al., 2000; Moritz et al., 2001; Basso et al., 2007; Engels
et al., 2010; Herrington et al., 2010) as well as on clinical out-
comes (e.g., Emmanuel et al., 1998). Yet many studies fail to assess
or control comorbidity, making it difficult to parse the effects
of specific dimensions of anxiety and depression on inhibition
impairments and related brain activity.

Depression is distinguishable from two types of anxiety, anx-
ious apprehension and anxious arousal (Heller et al., 1997;
Nitschke et al., 1999, 2001). Anxious apprehension is character-
ized by worry and verbal rumination (Andrews and Borkovec,
1988; Barlow, 1991, 2002), whereas anxious arousal is character-
ized by somatic tension and sympathetic hyperarousal (Watson
et al, 1995a,b). In contrast, depression is characterized by
decreased responsivity to pleasurable stimuli (i.e., anhedonia;
APA, 2000) and low positive affect (Watson et al., 1995a).

Hemodynamic neuroimaging studies of anxiety and depres-
sion have identified abnormal function in regions associated with
inhibition-related processes, including prefrontal cortex (partic-
ularly DLPFC and IFG), ACC, and areas within parietal cor-
tex (Mayberg, 1997; Mayberg et al., 1999; Rogers et al., 2004;
Pizzagalli et al., 2006; Engels et al., 2007, 2010; Herrington et al.,
2010). Further, when distinctions between depression and types
of anxiety are taken into account, distinct patterns of neural
activity emerge. For example, Engels et al. (2007, 2010) demon-
strated that anxious apprehension is associated with increased
left IFG (Broca’s area) activity, whereas anxious arousal is associ-
ated with increased right inferior temporal gyrus (ITG) activity.
Herrington et al. (2010; see also Miller et al., 2013) demon-
strated that depression is associated with rightward lateralization
of DLPFC activity. Given that individual differences in inhibition-
related functions have been implicated as risk factors for anxiety
and depression, a second goal of the present study is to examine
how these dimensions of psychopathology (anxious apprehen-
sion, anxious arousal, and anhedonic depression) modulate neu-
ral mechanisms supporting specific inhibition-related functions.
Understanding these relationships could contribute to an account
of psychological or neural mechanisms involved in the develop-
ment and maintenance of symptoms of psychopathology, as well
as inform current and potential methods of treatment targeting
the cognitive biases and impairments associated with anxiety and
depression.

Based on the review above, it was hypothesized that regions
involved in a frontal-parietal network supporting inhibition-
related processes will be associated with both self-reported
behavioral inhibition in everyday life and prepotent response
inhibition. In addition, it was anticipated that distinct neural
mechanisms would be associated with the two aspects of inhibi-
tion under investigation. It was hypothesized that Stroop reac-
tion time (RT) interference, a measure of prepotent response
inhibition that likely reflects greater active suppression than self-
reported inhibition in everyday life, would be associated with
DLPFC, ACC, and IFG activity. These regions have been impli-
cated in implementing cognitive control, as well as response
inhibition (Banich et al., 2000; Milham and Banich, 2005; Banich,
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2009). In particular, it was anticipated that RT interference would
be associated with posterior DLPFC activity, as this region is con-
sidered to be critically involved in performance on the Stroop
task, in part by biasing other brain regions toward processing
task-relevant information (e.g., color of the ink) and away from
task-irrelevant information (e.g., reading the color word). Thus,
posterior DLPFC is thought to be particularly involved in imple-
menting resistance to a dominant response. In contrast, it was
hypothesized that self-reported behavioral inhibition would be
associated with mid-DLPFC activity, as this region is implicated
in multitasking functions and responding to context (Crocker
et al.,, 2012), as well as maintaining task-relevant information
(Kane and Engle, 2002; Banich, 2009). Thus, mid-DLPFC is asso-
ciated with resisting distraction. Further, given mid-DLPFC’s role
in maintaining task-relevant information and resisting distrac-
tion, it was anticipated that worse self-reported inhibition (e.g.,
impulsivity, distractibility) would be associated with increased
activity in this area. Given that response-inhibition paradigms
have dominated much of the inhibition neuroimaging literature,
it is unknown whether self-reported inhibition as measured in
everyday life will elicit IFG and ACC activity. To the degree that
self-reported inhibition relies on stopping behavioral responses,
it is likely to be associated with IFG activation. A correlation with
ACC may be less likely, as this region is recruited during tasks that
generate conflicting, response-related representations, such as the
incongruent condition of a Stroop task (“RED” printed in blue
ink; Banich, 2009).

Further, given empirical support from hemodynamic neu-
roimaging studies that have properly accounted for comorbidity
between depression and anxiety or comorbidity among anxi-
ety types (Engels et al., 2007, 2010; Herrington et al., 2010), it
was hypothesized that depression and anxiety would be associ-
ated with opposing effects on inhibition-related brain activity.
For both prepotent response inhibition and self-reported inhi-
bition in everyday life, it was anticipated that depression would
be associated with decreased left DLPFC and ACC activity. It
was also hypothesized that depression would be associated with
decreased posterior DLPFC response inhibition activity, as previ-
ous work has shown hypoactivation in this area (e.g., Herrington
et al., 2010). In contrast, anxiety should be accompanied by
greater activation in brain areas associated with attentional con-
trol in distracting conditions (see Eysenck and Derakshan, 2011,
for review). It was expected that anxiety of either type (anx-
ious apprehension and anxious arousal) would increase activity
in mid-DLPFC associated with self-reported inhibition, activ-
ity in posterior DLPFC associated with response inhibition, and
ACC activity associated with both measures of inhibition, as these
regions have been shown to play prominent roles in attentional
control (e.g., Engels et al., 2007, 2010; Banich, 2009). It was also
anticipated that anxious apprehension would increase left IFG
activity associated with response inhibition, as previous work has
shown hyperactivation in this area (Engels et al., 2007).

MATERIALS AND METHODS

PARTICIPANTS

Eighty-five paid undergraduate participants (52 females, age M =
19.08, SD = 1.04) with varying levels of anxiety and depression

were recruited from a larger study examining personality, affec-
tive, and cognitive risk factors for psychopathology (N = 1123;
Warren et al., under review; analyses reported here are novel
and are orthogonal to Warren et al., under review). From this
larger study, participants were selected to be at risk for psy-
chopathology according to their scores on dimensional measures
of anxiety and depression (see Psychopathology questionnaires
section under Measures). Specifically, participants were selected if
they (1) scored at or above the 80th percentile on one of the three
psychopathology dimensions and at or below the 50th percentile
on the other two dimensions, (2) or if they scored at or above
the 80th percentile on all three psychopathology dimensions, or
(3) if they scored at or below the 50th percentile on all three
psychopathology dimensions. All participants were right-handed,
native speakers of English with self-reported normal color vision
and hearing, with no neurological disorders or impairments.
The Structured Clinical Interview for Axis I Disorders, Non-
Patient Edition (First et al., 1997) was administered to all partic-
ipants. Although participants were not specifically selected based
on DSM-IV-TR anxiety or mood disorder diagnosis, approxi-
mately 22% met criteria for anxiety disorder only (Anxiety NOS,
Generalized Anxiety Disorder, Obsessive Compulsive Disorder,
Post Traumatic Stress Disorder, Social Phobia), 9% met cri-
teria for mood disorder only (Major Depressive Disorder or
Dysthymia), and 18% met criteria for an anxiety and mood dis-
order. Participants were given a laboratory tour, informed of
the procedures of the study, and screened for claustrophobia
and other contraindications for MRI participation. The study
was approved by the University of Illinois at Urbana-Champaign
Institutional Review Board. Participants were excluded if they
had ever experienced loss of consciousness >10 min or exhib-
ited current substance abuse or dependence, mania, or psychosis.
Additional exclusion criteria included excessive motion or scan-
ner artifact (n = 8), signal loss due to substantial uncorrected
magnetic susceptibility in areas of interest (n = 1), or Stroop
reaction time errors greater than 3 standard deviations from the
sample mean (n = 1).

MEASURES

Inhibition in everyday life

The Behavior Rating Inventory of Executive Function (BRIEF;
self-report version; Guy et al., 2004) is an ecologically sensi-
tive, self-report questionnaire that measures several aspects of EF
in an individual’s everyday life, including inhibition. Through
a series of item-level factor analyses using the BRIEF Warren
et al. (under review), identified inhibition, shifting, and updat-
ing latent factors consistent with Miyake et al’s (2000) EF
framework. For the present study, the inhibition-item weights
(hs; N = 1123) identified in Warren et al. (under review) were
used to compute participants’ behavioral inhibition in every-
day life scores. The BRIEF inhibition factor score indexes an
individual’s ability to resist impulsive responses by pre-empting
or stopping one’s behavior at the appropriate time and the
tendency to act prematurely without foresight in social con-
texts (Guy et al, 2004). Elevated scores represent impaired
cognitive control, manifesting behaviorally as disinhibition and
impulsivity.
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Inhibition in the laboratory

The color-word Stroop task was used as a measure of prepo-
tent response inhibition. Participants completed the color-word
Stroop task (Stroop, 1935) during fMRI data acquisition (see
below) in which they were asked to press a button indicating
the color of the ink in which color words and neutral words
were printed, ignoring the dominant tendency to read the words.
During the incongruent condition of the Stroop task, cognitive
interference is created by the actual meaning of the presented
word relative to the ink color in which it is presented (e.g., “RED”
in blue ink).

Average RT for correct-response trials was computed for
incongruent (e.g., “RED” in blue ink) and neutral trials (e.g.,
“LOT” in red ink). RT interference scores were computed by sub-
tracting each participant’s average neutral RT from their average
incongruent RT, divided by their sum ([incongruent RT minus
neutral RT]/[incongruent RT plus neutral RT]), and converted to
z scores across all subjects. Higher interference scores indicated
that participants took longer to respond to the ink color of incon-
gruent than of neutral words. No-response trials were excluded
from behavioral analyses.

Psychopathology questionnaires

Dimensional measures of anxiety and depression, the Penn State
Worry Questionnaire (PSWQ; Molina and Borkovec, 1994) and
the Anxious Arousal and Anhedonic Depression scales of the
Mood and Anxiety Symptom Questionnaire (MASQ; Watson
et al.,, 1995b), were administered during the participant’s first
visit to the laboratory (see Table 1). Anxious apprehension was
measured using the 16-item PSWQ (e.g., “My worries over-
whelm me”). Anxious arousal was measured using the relevant
17-item subscale of the MASQ (MASQAA; e.g., “startled easily”).
Anhedonic depression was measured using an 8-item subscale
from the MASQ (MASQADS; e.g., “Felt like nothing was very
enjoyable”), as it has been shown to predict current and lifetime
depressive disorders (Bredemeier et al., 2010). Past research has
shown that these measures have good test-retest reliability and
good convergent and discriminant validity in undergraduate and
clinical samples (Watson et al., 1995a,b; Nitschke et al., 2001).

Table 1 | Descriptive statistics.

Min Max

QUESTIONNAIRE

1. PSWQ (Anxious apprehension) 49.08 18.03 17 80

2. MASQAA (Anxious arousal) 2756 758 17 48

3. MASQADS (Anhedonic depression)  16.89 5.77 8 33
INHIBITION MEASURE

1. BRIEF factor score 9.18 2.09 6.32 15.82
2. RT interference 0.1 0.60 —-0.30 0.23

N = 85. PSWQ, Penn State Worry Questionnaire. MASQAA, Mood and
Anxiety Symptom Questionnaire Anxious Arousal scale. MASQADS8, Mood and
Anxiety Symptom Questionnaire Anhedonic Depression 8-item subscale. RT
Interference computed by (lincongruent RT minus neutral RT]/lincongruent RT
plus neutral RT]).

EXPERIMENTAL TASK AND STIMULI

Color-word Stroop task

Participants completed color-word and emotion-word Stroop
tasks during an fMRI session, and also completed an EEG pro-
cedure and a diagnostic interview in other sessions. Only findings
from the color-word Stroop task during fMRI are presented here.
Hemodynamic data from this same task for an overlapping set of
participants was used in a separate study addressing an entirely
different research question (Spielberg et al., 2011). The order
of presentation of the two tasks within the fMRI session was
counterbalanced. The color-word Stroop task consisted of blocks
of color-congruent or color-incongruent words alternating with
blocks of neutral words. Half of the trials in the congruent and
incongruent blocks were neutral to prevent the development of
word-reading strategies. This type of blocked-design color-word
Stroop task has been shown to effectively elicit Stroop interference
(Banich et al., 2000; Milham and Banich, 2005). There were eight
orders of stimulus presentation blocks that were counterbalanced
across subjects (each participant received one out of eight possible
orders). In addition to the word blocks, there were four fixation
blocks (one at the beginning, one at the end, and two in the mid-
dle of the session) and five rest blocks (one at the beginning, one
at the end, and one between each word block). In the fixation con-
dition, a fixation cross intensified in place of word presentation,
and in the rest condition the subject was instructed to rest and
keep their eyes open while the screen was blank.

Each trial consisted of one word presented in one of four ink
colors (red, yellow, green, blue) on a black background, with each
color occurring equally often with each word type. The task con-
sisted of congruent trials in which the word named the ink color
in which it was printed (e.g., the word “RED” printed in red ink),
incongruent trials in which the word named a color incongruent
with the ink color in which it was printed (e.g., “GREEN” printed
in red ink), and neutral trials in which the word was unrelated
to color (e.g., “LOT” in red ink). Neutral words were matched
with color words on word frequency and length. Participants
responded to the color of the ink with their middle and index
fingers using left- and right-hand response boxes.

Participants received 256 trials presented in 16 blocks (four
congruent, four incongruent, and eight neutral) of 16 trials each,
with a variable ITI (£225ms) averaging 2000 ms between trial
onsets. A trial began with the presentation of a word for 1500 ms,
followed by a fixation cross for an average of 500 ms. There was a
brief rest period after every fourth block. Additionally, there were
four fixation blocks (one at the beginning, one at the end, and two
in the middle) in which a brighter fixation cross was presented
for 1500 ms. Participants completed 32 practice trials during a
low-resolution anatomical scan. No participants failed to under-
stand the task instructions or the mapping between colors and
buttons after completing practice trials. Stimuli, word presenta-
tion, and reaction-time measurement were controlled by STIM
software (James Long Company, Caroga Lake, NY).

Image acquisition

A series of 370 fMRI images (16 images per block of 16 stimuli
plus rest and fixation periods) were acquired using a gradient-
echo echo-planar pulse sequence (TR 2000 ms, TE 25 ms, flip
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