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Near-Infrared Spectroscopy (NIRS) is a novel and increasingly popular optical imaging 
technique that has revolutionarized brain research in the youngest developmental 
populations. After nearly a decade of technological development, NIRS has become a reliable, 
easy-to-use and efficient tool to explore the linguistic and cognitive abilities of neonates and 
young infants, opening new vistas for the investigation of language acquisition and cognitive 
development. This Research Topic covers the latest advances in these areas brought about by 
NIRS imaging. The main focus is to highlight innovative and foundational studies that go 
beyond methodological issues and advance our theoretical understanding of infant and child 
development. Contributions from the pioneers of this method are selected, illustrating how 
NIRS has allowed developmental researchers to ask theoretically relevant questions that more 
traditional methods couldn't address. These works further our understanding of language 
and cognitive development and bring us closer to bridging the gap between brain, mind and 
behavior at the very beginning of life.
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Near-Infrared Spectroscopy (NIRS) is a relatively novel and
increasingly popular optical imaging technique that has rev-
olutionized brain research in the developmental populations
(Villringer and Chance, 1997; Lloyd-Fox et al., 2009; Gervain
et al., 2011). After more than a decade of technological devel-
opment, NIRS has become a reliable, easy-to-use and efficient
tool to explore the linguistic and cognitive abilities of neonates
and young infants, opening new vistas for the investigation of
language acquisition and cognitive development. This Research
Topic covers the latest advances in these areas brought about
by NIRS imaging. The main focus is to highlight innovative
and foundational studies that go beyond methodological issues
and advance our theoretical understanding of infant and child
development. Contributions from the pioneers of this method
are selected, illustrating how NIRS has allowed developmen-
tal researchers to ask theoretically relevant questions that more
traditional methods couldn’t address.

The first two contributions, by Fava et al. (2011) and
Benavides-Varela et al. (2011), cover general theoretical issues
and methodological principles. They provide a critical, but con-
structive overview of theoretical questions about linguistic and
cognitive development that have been asked, outline challenges
that the NIRS community still needs to face and offer recommen-
dations for optimal experimental designs and data interpretations
practices.

These general contributions are followed by a series of empir-
ical papers exploring a key issue in the study of the neural
correlates of language learning and development, the nature and
origins of the brain specialization for speech and language. While
it is well established that in the majority of right-handed adults,
language is preferentially processed in the left hemisphere (e.g.,
Friederici, 2005), the reasons for and the ontogenetic origins of
this left lateralization have so far been less well understood, partly
because the field lacked a safe, fully non-invasive, participant-
friendly brain imaging method with which to probe the infant
brain. NIRS has filled this gap, opening up the way for exciting
new discoveries about the brain specialization for speech and lan-
guage in young babies (e.g., Pena et al., 2003; Sato et al., 2012).
Five experimental articles in the current volume contribute to
this exciting inquiry. May et al. (2011) compare newborn infants’
brain responses to the native language, spoken by the mother
during pregnancy, and to an unknown language, in an attempt

to investigate how prenatal experience with speech might shape
the brain specialization for language. Telkemeyer et al. (2011),
Arimitsu et al. (2011) as well as Minagawa-Kawai et al. (2011)
take a different approach, seeking to identify the acoustic, spectro-
temporal properties of the speech signal might underlie brain
specialization. In adults, it has been shown that fast-changing
sounds or sounds modulated in time preferentially recruit areas
in the left hemisphere that are part of the language network, while
slowly changing sounds or sounds modulated spectrally tend to
engage the right hemisphere (Zatorre et al., 2002; Hickok and
Poeppel, 2007). This offers a potential explanation for why most
language stimuli, with their fast phoneme and syllable transitions,
activate the left hemisphere, with prosody being the only aspect
of language that is processed in the right hemisphere. However,
adults have extensive experience with language, leaving open the
issue of causation. Telkemeyer et al. (2011), Arimitsu et al. (2011),
and Minagawa-Kawai et al. (2011) now test these hypotheses
on newborns and young infants using different temporally and
spectrally modulated tone stimuli, asking whether the observed
hemispheric specializations are the causes or the results of lat-
eralized language processing. As an innovative extension of the
research on early brain specialization for speech, Sato et al. (2011)
investigate whether, and if yes, how this specialization might be
different in an atypical population, stuttering children and adults.

The last three contributions inquire into more advanced or
higher level mechanisms of language processing and compre-
hension. Homae et al. (2011) used a new method of NIRS
data analysis to explore functional connectivity and networks in
3-month-old infants at rest and while they listen to speech stim-
uli, identifying a large-scale brain network engaged in language
processing. Wagner et al. (2011) explore the neural correlates
of learning abstract linguistic rules at 7 and at 9 months of
life and show important developmental changes signaling infants
increased specialization for and attunement to language struc-
ture. Tabea Brink et al. (2011) study the brain mechanisms
underlying the understanding of empathy in verbal and picture-
based stories in pre-school children, an age which is believed to be
crucial for the development of emotional and cognitive empathy.

It is my hope that these NIRS studies further our understand-
ing of language and cognitive development and bring us closer to
bridging the gap between brain, mind and behavior at the very
beginning of life.
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data collected using neurophysiological methodologies can add to 
what is currently known about the processes of infant perceptual 
tuning, in general, and language development, in particular. Based 
on our synthesis of these diverse sources of data, we conclude with 
the introduction of a new manner in which to conceptualize lan-
guage tuning: the relative speed of tuning hypothesis.

Early ExpEriEncE and its influEncE on nEural and 
BEhavioral corrElatEs of languagE tuning
Strict interpretations of language development as completely bio-
logically endowed or completely experience-based have loosened in 
recent years. Although researchers accept that the biological basis 
for learning language is in place and at work at birth, there is also 
substantial appreciation for the fact that changes in environment 
have profound effects on language outcome. Indeed, there is con-
siderable evidence that critical interactions between neural biases 
and environmental shaping are at work in utero.

For example, external sound stimuli are “heard” through tissue 
and liquid barriers of the womb, which excludes frequencies greater 
than 5000 Hz (Jardri et al., 2008). In spite of sound filtration by the 
womb, numerous researchers have used behavioral and physiologi-
cal measures – such as heart rate and movement – to extrapolate 
information about when auditory processing begins in utero and 
what sorts of distinctions the developing fetus can make at various 
points in gestational time. Lecanuet et al. (1995) provided some of 

introduction
Infants tune to the specific language(s) in their environment very 
quickly. Much evidence suggests that an individual infant’s early 
language exposure is critical to this tuning process, but we know 
relatively little about the underlying neural mechanisms that facili-
tate it. For example, do neural pathways that support tuning to a 
single language differ from those that support tuning to two (or 
more) languages? If the timing of language exposure matters, does 
early tuning to a single native language limit the neural mechanisms 
available for later acquisition of languages? This review examines 
data from behavioral and neurophysiological research, following 
the developmental timeline, to examine how biological matura-
tion interacts with language experience/exposure to influence the 
underlying neural mechanisms that support language tuning.

In what follows, we consider when experience with language 
truly begins, and how that experience impacts the development of 
neural pathways in support of language learning. We then review 
classic and more recent research on neonates, young infants, and 
older infants to better understand what is known (and unknown) 
about the different stages of postnatal language learning. And, since 
substantial evidence indicates that language learning is influenced 
by an infant’s particular language profile (i.e., single versus multiple 
language experience), we also explore how perceptual tuning spe-
cifically to language (i.e., “language tuning”) fits into the oft debated 
concept of critical (or sensitive) periods. Finally, we explore how 
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Little is known about the neural mechanisms that underlie tuning to the native language(s) in 
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of the unique time course of the tuning process, given the different components (e.g., phonology, 
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the first physiological (heart rate) data suggesting that fetal hear-
ing occurs before 28 gestational weeks. In fact, the fetus responds 
to sound at 22 gestational weeks (Hepper and Shabidullah, 1994) 
and habituates to repeated sound stimuli at 32 gestational weeks 
(Morokuma et al., 2004). Moreover, as babies near term, their sensi-
tivity to more complex auditory stimuli improves, allowing them to 
perceive variations in music (Kisilevsky et al., 2004) and differenti-
ate between prosodic cues in familiar and novel rhymes (Decasper 
et al., 1994). Although these studies illustrate a suprasegmental level 
of language exposure and processing, our concept of true language 
“experience” should not begin only at birth, as other aspects of 
language are likewise capable of passing through the uterine wall. 
This implies a currently unknown threshold in prenatal auditory 
processing. To better understand the true nature of the intrauterine 
experience of speech, further research is needed.

The domain of fetal development highlights how biology and 
environment have already combined prenatally to set the process 
of language learning in motion. Our position is that the develop-
ment of neural pathways supporting language begins in utero, and is 
shaped by the interaction of biology and language experience even 
then. Understanding the extent and implication of that interaction 
will require data, both behavioral and neurophysiological, from 
multiple sources. However, in order to begin to examine language 
tuning, we must first understand to which aspects of language 
infants are initially sensitive. Fortunately, we have a wealth of data 
that can inform us about the neural mechanisms already available 
to support language development once a baby is born.

BEhavioral and nEurophysiological EvidEncE of 
nativE/non-nativE spEEch pErcEption in nEonatEs
The most compelling initial evidence about the precocity of infants’ 
language abilities came from a series of behavioral studies showing 
that neonates are capable of performing various cross-language 
discriminations (Mehler et al., 1978, 1988; Moon et al., 1993; Nazzi 
et al., 1998; Ramus et al., 2000). Specifically, these studies revealed 
that neonates prefer their native language over another language 
with a dissimilar rhythmic structure. Furthermore, this prefer-
ence – for the prosodic pattern of the native tongue – has been 
shown to stem from prenatal experience with native speech (Moon 
et al., 1993). The preference remains constant as well, including 
when babies are exposed to two languages (English and Tagalog) 
in utero. In the case of two languages, infants display equal pref-
erence for each when tested as newborns (Byers-Heinlein et al., 
2010). Moreover, the data show that Chinese–English bilingually 
exposed neonates showed intermediate patterns of preference for 
English compared with Tagalog, but importantly, these newborns 
are able to discriminate English from Tagalog. Thus, given prenatal 
experience with more than one language, neonates appear capable 
of discriminating between the two.

Neonatal near-infrared spectroscopy (NIRS) studies have 
added support to these behavioral findings, demonstrating dis-
tinct hemodynamic response patterns given different syntactic 
structures (Gervain et al., 2008). Specifically, Gervain et al. (2008) 
observed increased hemodynamic activity to a repeated syllable 
sequence in both temporal and left frontal regions in contrast 
to an unchanging hemodynamic response to control sequences. 
Differences between the two auditory conditions were observed in 

the first few trials of the study, as well as across the course of the 
experiment. The increased hemodynamic response to the repeti-
tion sequence in comparison with the control sequences suggests 
that neonates possess a (perhaps automated) neural mechanism 
responsible for detecting repetitions. Furthermore, a familiarity 
effect was inferred by the researchers from the increased hemody-
namic response observed during later trials in response to repetition 
and not to control sequences. As the authors concluded, these data 
may demonstrate an early neural sensitivity to configurations of 
auditory stimuli that are often heard in speech.

Near-infrared spectroscopy has also been used to test neonates 
between 2 and 5 days of age as they listened to recorded speech 
samples in their native language. Peña et al. (2003) found that native 
language processing elicited focal regions of activation, including 
in the dorsolateral prefrontal cortex, the primary and auditory 
association cortices, and the supramarginal gyrus (a portion of 
Wernicke’s area). Results from this study demonstrated that mono-
lingual neonates already show increased left relative to right tem-
poral activation in response to forward relative to reversed speech. 
More recently, Saito et al. (2007) used NIRS to demonstrate that 
neonates discriminate between infant- and adult-directed speech, 
attending more to and showing greater hemodynamic responses to 
the former than to the latter in bilateral frontal regions.

Exciting recent findings (May et al., under review), in which 
NIRS was used to record monolingual neonates’ neural responses 
during exposure to auditory-only, low-pass filtered sentences in 
forward and backward native (or familiar) English, and non-native 
(or unfamiliar) Tagalog, showed that similar channels are activated 
for forward but not to backward speech in these infants. Moreover, 
there was no difference in lateralization observed for the two lan-
guages, with both eliciting bilateral hemodynamic functions. These 
findings suggest that similar regions are used to process native and 
non-native speech in monolingual neonates. However, infants in 
this study also showed no significant difference in response to for-
ward and backward English conditions, a finding that contrasts with 
previous results obtained using unfiltered speech (Peña et al., 2003). 
The authors posit that the focused prosodic cues available in the 
low-pass filtered speech may have been driving the bilateral patterns 
of activation observed, as well as the atypical results concerning 
forward and backward English. Notably, the same stimuli were uti-
lized in a previous study, which showed that bilingual exposure in 
utero resulted in bilingual neonates distinguishing between English 
and Tagalog (Byers-Heinlein et al., 2010).

Overall, these results add support to the view that left-lateralized 
language processing mechanisms are in place at birth. Of course, 
further research is needed to clarify the somewhat mixed neuro-
physiological evidence for differences in sensitivity to native com-
pared with non-native speech processing in this age group (for a 
theoretical review of the NIRS left-lateralized speech literature see 
Minagawa-Kawai et al., 2011b). In particular, and in light of the 
comparison between speech and non-speech auditory stimuli with 
comparable complexity, the increased hemodynamic activity dem-
onstrated to be specific to speech is compelling. Nonetheless, these 
data have not simplified theoretical debates about the degree to 
which nature and nurture come into play differentially in early lan-
guage development. Rather, they have served to push the focal age 
for this debate ever earlier in development. Because of the  paucity 
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mechanisms that support this tuning process. We will briefly discuss 
behavioral evidence for language-specific perceptual tuning, and 
follow up with a more detailed discussion of those neurophysiologi-
cal data that can inform us about the neural sensitivities present 
during infancy that may underlie this.

Language tuning is the narrowing of perception of speech 
sounds over the first year of life, from an initially broad ability to 
distinguish many minimally contrastive phonemes to an increas-
ingly specialized capacity to distinguish (for the most part) only 
those phonemes relevant to one’s ambient language (Eimas et al., 
1971; Jusczyk et al., 1977; Werker and Tees, 1983, 1999; Werker 
and Lalonde, 1988; Polka and Werker, 1994; Jusczyk, 1997). For 
the purpose of this discussion, the term “perceptual tuning” will 
be used synonymously with “perceptual narrowing” and “percep-
tual reorganization” (Best, 1994). As we have already seen, infants 
demonstrate tremendous skill in processing the speech stream from 
an early age, and a substantial behavioral literature has demon-
strated that perceptual tuning to native speech occurs relatively 
early in development. Specifically, between 10 and 12 months of 
age infants with monolingual language profiles become more adept 
at discriminating native compared with non-native phonemic 
contrasts (Werker and Tees, 1984). In addition, Kuhl et al. (2006) 
demonstrated that monolingual English-exposed and monolingual 
Japanese-exposed 6- to 8-month-old infants were able to make the 
English/r/and/l/distinction, but by 10–12 months of age, only the 
monolingual English-exposed infants continued to differentiate 
these phonemes.

These data are further supported by event-related potential 
(ERP) data from 4- to 5-month-olds demonstrating different mis-
match negativity signatures during exposure to pseudowords with 
a stress pattern common to the native language versus one uncom-
mon to that language (Friederici et al., 2007). Moreover, another 
ERP study found infant responses indicative of both native and 
non-native consonant contrast discrimination in 7-month-olds, 
whereas 11-month-olds did not demonstrate such sensitivity con-
trasts (Rivera-Gaxiola et al., 2005). However, when analyses were 
based on a different parsing of ERP components, 11-month-old 
infants appeared to still be sensitive to both types of contrast. These 
conflicting results (though given differing methods of data analysis) 
suggest that differences in native compared with non-native conso-
nant contrasts may not be as robust as once thought, thus requiring 
further investigation, particularly using ERP methods. In addition 
to conflicting results on consonant contrasts, behavioral findings 
have suggested a somewhat earlier timeline (e.g., 6–8 months) for 
vowel discrimination (Kuhl et al., 1992; Polka and Werker, 1994). 
Thus, one way to conceptualize perceptual narrowing is to view 
experience with a native language as sharpening the boundaries 
between native contrasts (Aslin and Pisoni, 1980; Kuhl et al., 2001; 
Polka et al., 2001).

Furthermore, recent work by Narayan et al. (2010) has uncov-
ered evidence that some phoneme contrasts are not available 
“pre-tuning,”1 while others (even non-native) remain available 
after tuning should (arguably) have ended (i.e., after 8 months). 
Specifically, these researchers found that the non-native/na/-/ηa/

of neonatal (much less prenatal) data, we instead will focus on a 
well established postnatal phenomenon – categorical perception 
of speech sounds – to highlight how behavioral evidence has dem-
onstrated that environment shapes biology strongly and quickly 
in the first year of life.

BEhavioral and nEurophysiological EvidEncE of 
nativE languagE sEnsitivity in nEonatEs
Given short exposure to the unfiltered speech signal, newborns 
demonstrate an impressive ability to process their native language. 
In spite of this limited experience, neonates can distinguish native 
speech from other complex, non-speech auditory stimuli when these 
are controlled for spectral and temporal factors (Vouloumanos and 
Werker, 2007). Recent research using NIRS has uncovered evidence 
of the neural mechanisms underlying these behavioral findings. 
Specifically, NIRS data demonstrate that the cortical areas utilized 
during speech processing are distinct compared with other audi-
tory stimuli (for a review see Lloyd-Fox et al., 2010). For example, 
Kotilahti et al. (2010) compared music and speech processing in 
neonates. Overall, although no significant activation over base-
line was observed in the right hemisphere for music or for speech, 
the auditory stimuli elicited bilateral activation, with increased 
responses in left relative to right temporal cortex during speech 
relative to music.

Apart from speech/non-speech distinctions, in utero experience 
with speech appears to be sufficient for newborns to differenti-
ate between familiar speakers and stories in the context of native 
speech. For example, behavioral evidence clearly demonstrates that, 
within the first day of life, infants prefer their mother’s voice over 
that of another woman (Decasper and Fifer, 1980). In addition, 
newborns can discriminate between a familiar (i.e., familiarized 
given prenatal exposure) and a novel story in their native language 
(Garnicka, 1977; Stern et al., 1983; Albin and Echols, 1996). They 
also discriminate between their own and another language from 
a different language family at birth. This recognition of familiar, 
native speech also extends to neurophysiological responses elic-
ited from a single participant using electroencephalography (EEG). 
Radicevic et al. (2008) tested a single infant at 24 and 75 days of age. 
The child was read a story by the mother in her native tongue before 
and after birth (from 27 gestational weeks to 1 week before birth, 
then after birth for 7 days). Following birth, the infant was tested 
on several conditions: familiar (mother’s) voice/familiar content, 
unfamiliar voice/familiar content, unfamiliar voice/familiar content 
in a non-native language. At 24 days, the familiar voice and content 
elicited a different delta rhythm from the non-native content in an 
unfamiliar voice, which resembled the resting state. In addition, 
at both ages, the unfamiliar language and voice elicited a response 
similar to rest. Moreover, 75-day measurements revealed similar 
delta and theta rhythms for both familiar and unfamiliar content 
regardless of language type or speaker familiarity.

BEhavioral EvidEncE of pErcEptual tuning and 
implications for nEural corrElatEs
Perceptual tuning is a complex developmental phenomenon that 
has been the sole topic of substantial review papers (Sebastian-
Galles, 2002; Werker and Tees, 2005). Here we focus specifically 
on the interplay between language environment and the neural 

1The pre-tuning label is reflective of the traditional behavioral literature’s timeline 
for language tuning in monolingual infants (i.e., before 6 months of age).
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environment on neural development during infancy. The first, the 
genetically mediated account, posits that neural substrates’ capacity 
to change and adapt in response to environmental inputs (such as 
those that that drive language tuning), is solely dependent upon 
maturation. Thus, infants would be expected to lose neural plastic-
ity by a certain age regardless of environment, a position congruent 
with a “critical period” account of language tuning. Trainor’s (2005) 
second explanation, the experientially mediated account, holds that 
experience facilitates brain organization by reducing neural plastic-
ity as connections become more functionally specified. This theory 
is very similar to the neural commitment hypothesis (Kuhl et al., 
2005b; Kuhl and Rivera-Gaxiola, 2008), which asserts that language 
environment shapes the creation of infants’ neural connections (i.e., 
neural commitment). In particular, a language profile is thought 
to define the parameters of a “mental filter.” Input that does not 
get through this filter is less effectively processed. Both of these 
theories are congruent with a sensitive, rather than critical, period 
perspective on language tuning, because experience (rather than 
time-based maturation) controls the reduction in neural plasticity.

   Thomas and Johnson (2008) have reviewed several theories of 
the mechanisms underlying such period, and at least two of these 
may have direct relevance to understanding the neural basis for 
language tuning. First, their mechanism of termination of plasticity 
regulates the rate of synaptic pruning, such that pruning increases 
with the biological maturation of brain regions and as they become 
specialized to perform specific functions, such as sensory, motor, 
or cognitive processing. As with the genetically mediated account 
discussed by Trainor (2005), this perspective implies a biologically 
programmed (rather than experience-based) process, and therefore 
would support a critical period view of language tuning. One could 
argue that the initially robust ability of neonates to discriminate 
speech-sound contrasts from a variety of different specific lan-
guages, followed by the marked reduction in this ability months 
later, could be explained by a termination of plasticity or genetically 
mediated account. However, as some non-native contrasts remain 
available after the language tuning period ends (e.g., Narayan et al., 
2010), and given that bilingually exposed infants have shown a 
relatively extended period of sensitivity to contrasts (Werker and 
Byers-Heinlein, 2008), it is difficult to completely reconcile the lan-
guage tuning process with these strictly maturation-based accounts.

Thomas and Johnson (2008) self-termination of learning account 
relies instead on a mechanism in which learning itself is thought 
to create neural changes that reduce plasticity. Similar to the previ-
ously discussed experientially mediated account (see Trainor, 2005) 
and the neural commitment hypothesis (Kuhl et al., 2005b), this 
view holds that responses of particular brain regions emerge largely 
from their functional and anatomical connections with other areas; 
in other words, their specialization is ultimately activity-dependent. 
As such, these experience-based explanations are consistent with 
a sensitive period view, in which the narrowing of categorical per-
ception of phonemes that occurs during language tuning could be 
explained as a function of the infant’s exposure (or lack thereof) 
to those phonemes.

Experience-based explanations also complement an “acous-
tic salience” account of language tuning (Narayan et al., 2010), 
in which differential mastery for phoneme contrasts (with more 
salient ones being mastered first) begins to equalize as an infant 

contrast was not perceived by English 4- to 12-month-olds, nor 
was it perceived by Filipino 6- to 8-month-olds, for whom it was 
a native contrast. However, older Filipino 10- to 12-month-olds 
were able to make the distinction. This perceptual pattern is unu-
sual, as non-native contrasts are typically perceived by pre-tuned 
infants of any language background (Trehub, 1976; Werker and 
Tees, 1984; Polka et al., 2001). This account highlights the intuitively 
appealing point that the perceptual tuning process is mediated by 
the relative difficulty or ease of speech signal processing (termed 
“acoustic salience” by Narayan et al. (2010). Given the behavioral 
evidence for perceptual tuning to speech over the first year of life, 
it is reasonable to assume that the neural mechanism(s) responsible 
for this process may be undergoing a concurrent and pronounced 
period of development. This could be considered the key critical, 
or sensitive, period.

possiBlE nEural mEchanisms for languagE tuning 
in infancy
   Needless to say, language development researchers have long 
debated the timing and degree of any so-called critical period 
(Johnson, 2001, 2005; Werker and Tees, 2005; Armstrong et al., 
2006; Thomas and Johnson, 2008). The following summary of the 
critical/sensitive/optimal outcome period literature highlights how 
different perspectives on the issue may inform our understanding 
of the possible neural mechanisms underlying language tuning.

   A critical period has been described as a fixed time range dur-
ing which an organism’s neural processing and behavior can be 
influenced by external environmental input (e.g., Werker and Tees, 
2005). In contrast, a sensitive or optimal period (we will use the 
term sensitive period) is conceptualized as having a variable offset 
that depends on the organism’s experience and learning (Knudsen, 
1999), making the system adaptable to changing environmental 
inputs for a more flexible length of time. Importantly, Werker and 
Tees (2005) have reviewed evidence suggesting that different aspects 
of language (e.g., syntax, phonology, morphology, semantics) may 
each have their own critical period, or at least develop in a(n) “inter-
related” or “nested” set of critical periods. Specifically, as infants 
gain more experience with language, they become (incrementally) 
more aware of progressively complex components and of variability 
in the speech signal.

   Behavioral evidence of sequential mastery of different aspects 
of language has generated several theories about the plasticity of 
neural mechanisms in early development. Neural plasticity is a 
state of functional changes within the dynamic, iterative process of 
neural development. Although the current literature has yet to tease 
apart the functional significance of the increase in synaptogenesis 
and subsequent pruning of those synapses during infancy, some 
have suggested a link between peaks and subsequent elimination 
of synapses co-occurring with more mature function (Webb et al., 
2001). While there are certainly dynamic and plastic aspects to 
the normally developing brain, the definition of plasticity we will 
use here focuses on the connections that are selectively retained 
post-pruning because they are used to process input (Stiles, 2000).

   Theories applicable to language learning must therefore address 
plasticity and at least somewhat account for the influence of early 
language experience on the process. Trainor (2005) has proposed 
two possible explanations for the particularly strong influence of 
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superior temporal regions, whereas the same study showed bilat-
eral responses in other regions (e.g., right dorsolateral prefrontal 
cortex; left angular gyrus) in otherwise matched 2- to 3-month-
olds (Dehaene-Lambertz et al., 2002). This lateralized response to 
forward, but not backward, speech was also observed in a NIRS 
study with sleeping neonates (Taga et al., 2007).

More recently, several NIRS studies have focused on testing 
awake and attentive infants to address the role of attentional state 
in infant language processing (Lloyd-Fox et al., 2010). For exam-
ple, Taga and Asakawa (2007) exposed monolingual Japanese 2- 
to 4-month-olds to unfamiliar native words and found bilateral 
temporal activation. Notably, the majority of stimulus presenta-
tion in this case was audiovisual, as the three-word stimuli were 
presented at different alternating and overlapping intervals with 
flashing (4 Hz) checkerboard. In contrast, Minagawa-Kawai et al. 
(2011a) exposed monolingual Japanese 4-month-olds to short sen-
tences from auditory-only film dialogs or a speech database deliv-
ered by a male or female speaker. Analyses revealed left-lateralized 
hemodynamic activity for native compared with non-native speech 
conditions. Further evidence in support of the left-lateralization of 
native speech processing during infancy includes a series of NIRS 
studies from our own lab, demonstrating increased activation in 
the left relative to the right temporal regions in response to native 
language stimuli in older monolingual 6- to 9-month-old infants 
(Bortfeld et al., 2007, 2009).

Interestingly, a cross-sectional NIRS study using 3- to 28-month-
olds reported outcomes consistent with the idea of a reduction in 
plasticity for language tuning (Minagawa-Kawai et al., 2007). Awake 
monolingual infants were exposed to a set of four pseudowords 
that varied in terms of the duration of the last vowel. Specifically, 
two of the stimuli matched native language characteristics while 
the remaining two matched non-native characteristics. Total (i.e., a 
sum of oxygenated and deoxygenated) hemoglobin2 results showed 
significant left-lateralization in response to the native as compared 
to the non-native contrast in most of the older infants, whereas all 
of the youngest infants showed bilateral activation. Moreover, only 
older infants showed significant left-lateralization for the native 
contrasts. These results suggest that the emergence of lateralization 
to the left corresponds to the neural tuning to a specific language 
and corresponding reduction in plasticity, at least for monolin-
gually exposed infants.

Discrepancies in the current literature may be at least par-
tially explained by differences across experiments in method-
ologies, specific cortical measurement locations, details of the 
speech stimuli used (e.g., words, syllables, or sentences), atten-
tional states (i.e., awake versus asleep), and whether the stimuli 
are auditory or audiovisual in nature (or mixed). For example, 
studies in which infants cycle in and out of sleep (e.g., Dehaene-
Lambertz et al., 2002) appear to demonstrate different patterns 
of hemodynamic activity given these two different states of alert-
ness. It would make sense that an infant’s attentional state would 
impact their processing of speech and understanding the role that 
attention plays in neurophysiological measures will require addi-

gains experience with the less salient ones over time. These could 
also explain why sensitivity to some rarely encountered non-native 
phonemes, or native language non-speech sounds used to commu-
nicate expressions (e.g., clicks used to convey exasperation or pity by 
an English-speaker), remain when others are lost (Best et al., 1988). 
Finally, experience-based accounts could reveal why neonates with 
bilingual language profiles in utero show equal preference for both 
languages (Byers-Heinlein et al., 2010), whereas their monolin-
gually exposed counterparts show preference only for their single 
native language (Mehler et al., 1988; Moon et al., 1993; Nazzi et al., 
1998; Ramus et al., 2000).

Although the exact mechanisms underlying language tun-
ing – whether critical or sensitive in nature – are still debated, 
the general concept of such a period has important practical 
implications, as studies have time and again demonstrated that 
the timing of infants’ language exposure (and thus tuning) may 
predict future language abilities. For example, early perceptual 
sensitivity to simple non-native syllable contrasts at ages 6, 14, 
15, and 24 months has been shown to be correlated with sub-
sequent language achievement, as established by the MacArthur 
Communicative Developmental Inventory performance on items 
such as phrases understood, words understood, and words pro-
duced (Tsao et al., 2004).

Kuhl et al. (2005b) have also reported that skilled early percep-
tion of native language phonemes can be a reliable predictor of 
later success in monolingual language development; in contrast, 
relatively sustained sensitivity to non-native language phoneme 
discrimination predicted a slower rate of language development. 
Kuhl et al. (2005b) argued that many markers of language develop-
ment, including number of words produced, sentence complexity, 
and mean length of utterance, may be predicted based on an infant’s 
early skill – or lack thereof – in discriminating native language 
phonemes. However, it is not clear from these behavioral data what 
might be driving the differences in the timing of language tuning 
and language development and its relation to subsequent language 
learning. We turn now to outcomes from neuroimaging and ERP 
studies that have attempted to identify possible neural mechanisms 
for this process.

nEurophysiological EvidEncE of languagE tuning in 
infancy
Thus far, neurophysiological research on language learning in 
infants has revealed evidence of functional processing differences 
that may speak to the behavioral differences outlined in the pre-
vious section. In general, neurophysiological data demonstrate 
left-lateralized processing for language stimuli across the first 
18 months of life. Notably, we will use the term lateralization to 
denote bilateral activity with significantly greater activity in the 
left compared with the right hemisphere. Most data on language 
processing fall into the category of lateralized, with bilateral acti-
vation being observed, though with one hemisphere (usually the 
left in the case of speech processing) showing significantly more 
activity than the other.

For example, fMRI data from typically developing, sleeping 
2- to 3-month-olds demonstrated a significant left asymmetry 
(lateralization) for forward (but not backward) native speech (the 
infants were monolingually exposed), particularly in posterior 

2Total hemoglobin is an accepted but less utilized measure of hemodynamic activity 
because oxygenated hemoglobin generally provides the strongest signal to noise 
ratio (see Lloyd-Fox et al., 2010).
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Thus, at least early in development, the pace of language tuning 
appears similar between infants with monolingual and bilingual 
language profiles.

Historically, results on bilingual language processing in infancy 
have appeared conflicted because bilingual infants have demon-
strated language tuning at times on pace with, and at others lagging 
behind, their monolingual peers. Three studies in particular illus-
trate how monolingual and bilingual infants can retain similar lan-
guage tuning timelines. First, using a habituation procedure, Burns 
et al. (2007) demonstrated that monolingual English and bilingual 
French–English 6- to 8-month-olds discriminated both English 
(i.e., /ba/and/pa/) and French voice onset time (VOT) contrasts 
(i.e., /ba/and/pha/) equally well. After 10 months, however, mono-
linguals only discriminated their native language contrast, while 
bilinguals remained able to make both distinctions. The authors 
note that these phonemic contrasts were high in frequency in both 
languages, and were likely unambiguous across languages, making 
this task relatively easy.

These results are congruent with findings using the head-turn 
preference paradigm to test monolingual English infants, mono-
lingual Welsh infants, and English–Welsh bilingual infants, who 
demonstrated significantly longer looking times for familiar com-
pared with unfamiliar VOTs (i.e., /ball/and/tall/) in their native 
language(s) at approximately 11 months of age (Vihman et al., 
2007). Furthermore, Sundara et al. (2008) utilized an infant-con-
trolled visual habituation procedure and exposed English mono-
linguals, French monolinguals, and French–English bilinguals to 
a contrast of the syllable/dae/, as the initial/d/phoneme differed in 
place of articulation for English and French (dental versus alveolar) 
and thus contrasted allophonically. Six- to 8-month-old infants 
from all three groups distinguished between these contrasts, while 
only the monolingual English and bilingual 10- to 12-month-olds 
were able to distinguish this contrast. These data suggest that, 
given highly frequent, similar phonemes with overlapping dis-
tributions across languages, bilingual infants remain on par with 
their monolingual counterparts. Thus, when overlap is coupled 
with high frequency in similar phonemes, overlap is unlikely to 
be a source of confusion or to cause delay in language tuning in 
bilingual infants.

However, other studies suggest language tuning may be delayed 
in bilingual infants compared with their monolingual counterparts. 
For example, Bosch and Sebastian-Galles (2003) used a familiariza-
tion/preference testing procedure to highlight differences in lan-
guage tuning between monolingual and bilingual infants in the 
second half of the first year. Infants listened to disyllabic pseudow-
ords with a stress pattern common to both languages, where the 
first vowel contrast was phonemic in Catalan, but not in Spanish 
(i.e., /e/versus/ε/). Following exposure to the variable tokens of one 
pseudoword, they were then tested on their ability to discriminate 
between either two new tokens of the familiarized pseudoword 
or two new tokens of the alternate (novel) pseudoword. Analyses 
revealed that monolingual infants responded to the familiarized 
stimuli by 8 months of age, whereas bilingual infants demonstrated 
reliable familiarization–preference at 4 months of age and again at 
12 months, but not at 8 months. The authors attributed the transi-
tory failure in phonemic discrimination at 8 months to bilinguals’ 
denser distribution of phonetic space than monolinguals, which 

tional research. It is also possible that different aspects of dynamic 
stimuli become more or less salient when presentation changes 
from uni- to multi-modal (Taga and Asakawa, 2007) and thus 
what is being measured may be different from studies in which 
stimulus presentation is consistently auditory or consistently 
audiovisual (Bortfeld et al., 2007, 2009; Minagawa-Kawai et al., 
2011a). By the same token, studies that use auditory-only stimuli 
may differ from those that use audiovisual stimuli. Differences 
such as these across studies could be the source of variability in the 
degree of laterality observed. Nonetheless, at least for monolin-
gually exposed infants, there seems to be converging evidence for 
relatively more involvement of the left than the right hemisphere 
during speech processing. However, this left-lateralized neuro-
physiological pattern of language processing may be influenced 
by experience with only language. Thus, we will next review the 
bilingual literature to examine the effect of additional language 
experience on the behavioral and neurophysiological aspects of 
language tuning in infancy.

languagE tuning in Bilingually ExposEd infants
Theoretical accounts of the neural mechanisms involved in lan-
guage tuning necessarily grapple with the interactive nature of 
biological and experiential factors. This dynamic relationship lies 
at the heart of data showing the fundamental impact of language 
environment on the language tuning process. Specifically studying 
the process of language tuning in bilingual infants, as compared 
to that in monolingual infants, is an important way to understand 
language tuning in light of a more diverse language profile (i.e., 
more complex experience). This holds the biological aspect of lan-
guage constant between populations – in particular, when socioeco-
nomic and other factors are likewise controlled, while contrasting 
the influence of language experience.

Of course, the degree to which bilingual language tuning differs 
from monolingual language tuning may depend upon the languages 
involved. The extant data suggest that comparison of bilingual and 
monolingual tuning timelines should be considered in the context 
of several factors, including the total number of contrastive pho-
nemes within each language, the relative frequency of contrasts, the 
level of overlap between different categories across the languages, 
and, finally, the amount of exposure to each language profile (Burns 
et al., 2007; Sebastian-Galles and Bosch, 2009). These factors, in 
addition to choice of experimental paradigm, may account for the 
varied results currently available on the timing of language tuning 
in studies of monolingual versus bilingual infants (Curtin et al., 
2011).

Current evidence suggests that early bilingual infants’ lan-
guage processing is similar to that of monolingual infants. 
Specifically in terms of differentiating native languages from 
one another, newborns with prenatal bilingual experience can 
discriminate (i.e., demonstrate equal preference for) their two 
rhythmically distinct languages at birth (Byers-Heinlein et al., 
2010). Moreover, and relatively on par with the monolingual 
processing timeline, 4-month-old bilingual infants can dis-
criminate either of two rhythmically similar languages from an 
unfamiliar language (with a different orientation response than 
monolinguals that is perhaps due to identifying the languages 
spoken before orienting; Bosch and Sebastian-Galles, 1997). 
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2004). Albareda-Castellot et al. (2011) employed this approach 
in a categorization study that began with an attention-getting, 
visual reinforce. When the infant attended to the reinforcer, it 
moved behind a T-shaped occluder and a disyllabic word from 
one of two vowel categories was played three times (Albareda-
Castellot et al., 2011). Following initial occlusion, the reinforcer 
reemerged from the left or the right of the occluder, with the 
location predicted by the auditory stimulus. The reinforcer then 
reoriented the infants in preparation for the next trial. Based on 
the assumption that if they have already tuned to the auditory 
stimulus, infants will look in the direction predicted by that 
stimulus, the researchers analyzed the proportion of correctly 
anticipated place-of-emergence trials. They found that Catalan–
Spanish bilingual infants were appropriately tuned to a contrast 
common to both languages by the age of 8 months. They further 
observed that the bilingual infants kept pace with their mono-
lingual peers for contrasts found in only one of the bilingual 
infants’ languages (i.e., by 8 months). Thus, these results contrast 
with those from the habituation study by Bosch and Sebastian-
Galles (2003). Given that the same contrasts were utilized in 
both studies, the conflict suggests that experimental design and 
choice of paradigm influenced an infants’ demonstration of tun-
ing. The possibility that the type of performance required in an 
experimental paradigm (rather than competence or ability) may 
account for the differential timing of monolingual and bilingual 
language tuning observed in previous studies highlights the need 
for replication with and across paradigms.

Furthermore, although Albareda-Castellot et al. (2011) results 
suggest that monolingually and bilingually exposed infants may 
experience a similar onset of native language tuning, it is not 
clear whether the degree of attainment (that is, competence) of 
language tuning is similar. It is also unclear precisely which dif-
ferences in task demand may be driving the different outcomes 
between the familiarization–preference procedure and the visual 
choice method. One possibility lies in the “testing” portion of 
these two paradigms. For example, the familiarization– preference 
procedure can demonstrate discrimination between a single famil-
iarized token (F) and a novel token (N) at test (F versus N; Quinn, 
2002). Thus, using the familiarization–preference procedure, only 
one of the two stimuli at test (F and not N) are presented in a con-
text or enriched manner (i.e., as a single repetition); this enrich-
ment facilitates processing and has been termed intersensory 
facilitation, (Bahrick and Lickliter, 2000, 2002). In contrast, the 
visual choice method (or anticipatory eye movement paradigm) 
pairs each auditory stimulus with an associated spatial location. 
Given that intersensory facilitation is more apparent in tasks with 
redundant multi-modal information (i.e., information highlight-
ing differences between stimuli), which could include perception 
of speech stimuli (Bahrick et al., 2010), it is thus possible that 
the visual choice paradigm allows infants to demonstrate more 
mature language tuning behavior due to its use of intersensory 
facilitation. This is in contrast to the  familiarization–preference 
procedure, which uses an enriched presentation for only one 
of the two stimuli being tested, thereby limiting the observable 
results. Regardless, the discrepancies between these paradigms 
make it clear that future studies are needed to examine whether 
the timeline of bilingual language tuning may actually be shifted, 

could render recognition of salient distinctions while ignoring 
unimportant ones more difficult. Indeed, comparable behavioral 
delays in language tuning were observed in monolingual 8-month-
old infants exposed to a crowded distribution of vowels (Sabourin 
et al., 2003) and stops (Conboy and Mills, 2006; Sundara et al., 2006, 
2008; Fennell et al., 2007). As previously noted (Burns et al., 2007; 
Sundara et al., 2008), in addition to dense phonemic space, the 
frequency of the language contrasts used in the ambient language 
may also contribute to the relative timing of bilingual language 
tuning. Thus, it appears that both monolingual and bilingual infant 
populations cope with dense phonetic space by extending flexibility 
about this aspect of their language in the tuning process.

In order to further examine the roles of frequency and dis-
tribution of sounds on language tuning, Sebastian-Galles and 
Bosch (2009) tested 4-, 8-, and 12-month-old Spanish/Catalan 
bilingual infants with two vowel contrasts (i.e., /o-u/and/e-u/). 
As noted by the authors, the vowels chosen here were contrastive 
in both languages and were found in sparse phonemic space. 
Furthermore, the Spanish/u/is more infrequent than/o/, with the 
opposite distribution pattern found in Catalan. Using the/o-u/
contrast, a U-shaped pattern of discrimination was observed, 
where 4- and 12-month-olds were able to distinguish between 
the contrasts, while 8-month-olds were unable to perform this 
discrimination task, which was consistent with past data (Bosch 
and Sebastian-Galles, 2003). To further eliminate sources of 
ambiguity that may impact performance, Sebastian-Galles and 
Bosch (2009) tested 8-month-old bilingual infants using tokens 
uttered by fewer speakers, as well as tokens from a single speaker 
(i.e., reducing speaker-induced variability in the stimulus set). 
The data demonstrated that infants remained unable to per-
ceive the/o-u/contrast, suggesting that variability introduced by 
multiple speakers does not affect performance. Given the more 
acoustically distinct/e-u/contrast, bilingual 8-month-olds (in 
addition to their monolingual peers) were able to discriminate 
the contrast. Thus, based on the properties of the/o-u/contrast, 
it seems unlikely that the statistical properties of phonemic 
contrasts were the only factors influencing language tuning. 
The authors concluded that other factors, such as the degree of 
lexical similarity of the languages within the profile, the type 
of contrast studied (i.e., vowel or consonant), the density of 
the phonemic environment, and “socio-indexical” factors (e.g., 
language-switching) are more likely to explain differences in 
performance for the/o-u/compared with the/e-u/contrasts. 
Clearly, the issue will require additional data before any con-
crete conclusions can be drawn. Taken together, results from 
these behavioral studies tell us that bilingual language tuning 
is a complex process likely impacted by many factors, some of 
which also affect monolingual infants, and others that are unique 
to this population (Curtin et al., 2011).

In addition to all this, the choice of experimental paradigm 
may also affect the outcomes of bilingual tuning studies. For 
example, a categorization task administered through a visual 
choice paradigm revealed a somewhat different developmen-
tal timeline for the tuning process than more traditional test-
ing methods. The visual choice method is an adaptation of the 
anticipatory eye movement paradigm previously used as a change 
detection measure with speech stimuli (McMurray and Aslin, 
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distribution of the input, all likely play a role in bilingual language 
tuning. Therefore, the take-home message about the time course 
of bilingual language tuning is, at present, unclear. However, the 
extant data certainly indicate that there are differences between 
bilingual and monolingual language profiles in the respective rates 
of behavioral evidence of tuning, patterns of related hemodynamic 
activity, and ultimate outcomes in language proficiency.

languagE tuning in Bilingually ExposEd adults
Although data from bilingually exposed infants are sparse and not 
always consistent, substantial evidence from bilingual adults has 
shown that age of second language (L2) acquisition and L2 pro-
ficiency may dramatically influence language organization in the 
brain as well (Vingerhoets et al., 2003; Wartenbuger et al., 2003; 
Briellmann et al., 2004; Indefrey, 2006; Hull and Vaid, 2007). A 
structural MRI study involving monolinguals and early and late 
bilinguals found relatively increased gray matter density in the 
bilinguals in the inferior parietal lobe near the temporo-parietal 
junction, and significantly more so for early than late bilinguals 
(Mechelli et al., 2004). This suggests that the onset age of bilin-
gualism and/or the length of L2 experience may alter the brain’s 
actual structure.

In addition to anatomical differences in structure, numer-
ous behavioral, and functional imaging studies have indicated 
differential language organization for early bilinguals relative to 
late bilinguals and monolinguals. For example, an fMRI study 
of multilingual adults with varying ages of L2 acquisition and 
different levels of L2 proficiency has demonstrated that late mul-
tilingual speakers consistently show left-lateralization for pro-
cessing all languages, regardless of proficiency (Briellmann et al., 
2004). However, the lone early multilingual in this study appeared 
to show bilateral activation patterns for all languages, includ-
ing the (non-proficient) language the participant had acquired 
in adulthood (i.e., well outside the language tuning period in 
infancy). These outcomes would suggest that the neural substrates 
for language are different for bilinguals who acquired one (late 
bilinguals) versus multiple (early bilinguals) languages during 
early development.

Findings for differential neural bases for language processing 
in early and late bilinguals have also been demonstrated in lan-
guages that are not audiovisual in nature. For example, an fMRI 
study involving deaf and hearing sign language users showed that 
both hearing and deaf early American Sign Language (ASL)–
English bilinguals demonstrated bilateral activation during sign 
language processing (Neville et al., 1998). In contrast, late ASL–
English bilinguals and ASL or English monolinguals displayed 
primarily left-lateralization of processing. These studies suggest 
that early exposure to multiple languages may result in recruit-
ment of bilateral neural substrates – regardless of whether one 
of the languages is audiovisual and the other is not. Conversely, 
early exposure to a single language, again regardless of whether 
it is audiovisual or signed, may result in a left-lateralization for 
language. Finally, these outcomes suggest that the end result 
of language tuning may not only affect the languages present 
during that tuning process, but also any subsequently acquired 
languages.

or whether infant cognition may capitalize on different measure-
ment procedures differently (Yoshida et al., 2009; Mattock et al., 
2010; Albareda-Castellot et al., 2011).

In addition to the behavioral studies of bilingual language 
tuning in infancy, a handful of studies utilizing the ERP tech-
nique have examined neurophysiological correlates of language 
processing in bilingual infant populations. While these stud-
ies do not speak directly to differences in phonetic perception 
between monolinguals and bilinguals, they do provide insight 
into potential neurophysiological indicators of bilingualism 
in infancy. For example, a seminal study by Conboy and Mills 
(2006) examined 19- to 22-month-old English–Spanish bilin-
guals’ neurophysiological responses to familiar and unfamiliar 
words in the children’s dominant and non-dominant languages 
in the context of vocabulary size. These researchers found that 
the organization of the responses to words varied according to 
both individual and total vocabulary size, with higher producers 
producing a significant left-lateralized (P100) response in their 
dominant language. No such lateralization effect was observed 
in low producers. Furthermore, the researchers observed sig-
nificantly different latencies (N200 versus N400 responses) for 
known compared with unknown words. Specifically, unknown 
words elicited a right lateralized response in the dominant 
language, while the non-dominant language demonstrated no 
such lateralization. Thus, these results demonstrate that lan-
guage ability, as measured by vocabulary size, influences speed 
of processing and lateralization for processing the dominant 
and non-dominant languages.

Finally, Vihman et al. (2007) tested English monolingual and 
Welsh monolingual infants, as well as English–Welsh bilingual 
infants, all between 9 and 12 months of age, with ERP. Using familiar 
and unfamiliar word stimuli, these researchers observed the first 
neurophysiological indicator (i.e., in the form of an N2 response) of 
word form recognition at 10 months of age in English monolinguals, 
where behavioral data has shown such an effect only at 11 months 
of age. Furthermore, the ERP familiarity effect for English monolin-
guals vanished at 12 months in both paradigms, possibly indicating 
that the neurophysiological indicator of word form recognition is 
fundamentally different from the behavioral measure. Importantly, 
these authors noted that the Welsh monolingual infants showed no 
neurophysiological differences for the stimulus types, which may 
be due to unique qualities of the Welsh language (including muta-
tion, reliance on later parts of words, and sociolinguistic factors). 
In contrast, 11-month-old English-Welsh bilingual infants showed 
the effect of familiarity in both languages and in both procedures, 
which may be due to the influence of English language learning on 
the Welsh language profile or to some of the other factors already 
mentioned. As with previously reviewed studies, elucidation of these 
findings will require additional research.

Ultimately, these data demonstrate that a bilingual language 
profile in infancy may result in different behavioral and neural 
consequences for language tuning in these (bilingual) infants com-
pared with their monolingual peers. Numerous factors, including 
the languages involved in the bilingual language profile, the socio-
linguistic environment, the level of overlap between the two lan-
guages, the total number of contrastive elements, and the  frequency 
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At present, the bulk of existing evidence on language organiza-
tion in bilingual infants and adults suggests that the end result of 
language tuning not only affects the neural organization of lan-
guages acquired during tuning but also any that may be acquired 
later in life. Thus, it seems clear that language tuning may be 
different for bilinguals and monolinguals, and this warrants a 
revisiting of the theories that characterize the neural mechanisms 
thought to underlie plasticity and neural specificity for language 
function.

The experientially mediated hypothesis (Trainor, 2005) and the 
neural commitment hypothesis (Kuhl et al., 2005b; Kuhl and Rivera-
Gaxiola, 2008) could explain differences in the timing of language 
tuning, as some behavioral evidence with bilingual infants suggests 
a delay in the completion of language tuning, presumably to accom-
modate additional language organization to ensure the integrity 
of processing for multiple language systems. This position would 
be consistent with behavioral and neurophysiological evidence for 
reliable differences in adult bilingual laterality depending on age 
of L2 acquisition. However, if bilingual infants complete tuning 
for both languages at the same pace as their monolingual peers 
complete tuning for a single language (as some behavioral studies 
have suggested), the diversity of bilingual input may not complicate 
organization after all. Although it remains for future studies with 
bilingual infants to resolve this debate, it is clearly difficult to rec-
oncile the latter position with existing adult bilingual evidence or 
with the experientially mediated and neural commitment accounts 
of language tuning.

The self-termination of learning account would also suggest 
that different neural connections are being forged for bilingual 
compared to monolingual infants because of the differences in 
their language experiences. This theory would account for the 
differential language laterality observed in adult early bilinguals 
compared with monolingual late bilinguals. In addition, this expla-
nation could account for differences in connection formation as 
a function of differences in age of L2 acquisition. However, the 
self-termination of learning could also be consistent with the idea 
of a similar tuning timeline for bilingual and monolingual popu-
lations, in which case the generation of neural connections for 
language tuning would be similar for single and multiple languages 
(although this would be at odds with the adult neurophysiological 
data). Therefore, in the context of the evidence presented here, 
a sensitive period account of language tuning appears to better 
explain the current data in the infant and adult bilingual litera-
tures, with the caveat that a reexamination of the sensitive period 
explanation would be warranted if future research demonstrates 
that bilinguals and monolinguals have comparably timed sched-
ules of language tuning.

sEnsory dEprivation (dEafnEss) in infants and 
childrEn
While the infant bilingual literature can be useful in addressing 
how multiple language inputs may affect language tuning and 
its neural bases, the language profile of deaf children who have 
received cochlear implants (CI) may offer useful information 
about how the absence of early auditory language input impacts 
language tuning in the developing brain. That is,  congenital 

In terms of behavioral evidence for differences in brain organ-
ization for language between monolinguals and early and late 
bilinguals, two meta-analyses of the language laterality literature 
have provided support for this view. One meta-analysis specifi-
cally compared behavioral outcomes from monolinguals and early 
and late bilinguals; bilinguals were individually coded for age of 
L2 acquisition (early, late), and level of L2 proficiency (proficient, 
non-proficient), and only the first language of bilinguals that 
matched the language of the monolinguals was assessed (Hull and 
Vaid, 2006). The authors observed that late bilinguals and mono-
linguals showed left hemisphere language dominance, regard-
less of proficiency level, whereas early bilinguals demonstrated 
bilateral involvement for language. Hull and Vaid suggested that 
increased involvement of the right hemisphere in early bilinguals 
could be a consequence of a relatively early need to recruit right 
hemisphere pragmatic strategies, such as to facilitate understand-
ing of when and with whom to use one language versus the other 
(Obler, 1981; Beeman and Chiarello, 1998; Boatman, 2004).

A second meta-analysis by Hull and Vaid (2007) focused spe-
cifically on disentangling laterality differences among early and 
late bilinguals for both their languages. The outcomes replicated 
Hull and Vaid (2007) by demonstrating reliable bilateral organiza-
tion in early bilinguals and left-lateralization in late bilinguals for 
their first languages. In addition, lateralization within a particular 
bilingual subgroup overlapped across first and second languages; 
that is, both the L1 and L2 of early bilinguals were organized 
bilaterally, and both the L1 and L2 of late bilinguals were left 
hemisphere lateralized. Taken together, outcomes from these 
meta-analyses point to differences in brain organization associ-
ated with differences in the number of languages experienced 
during early development.

Based on these data, Hull and Vaid (2007) posited the anchor-
ing hypothesis, which argues that early exposure to two (or more) 
languages necessitates recruitment of neural support bilaterally, 
whereas single language exposure requires only left hemisphere pri-
ority. Moreover, the early establishment of the functional language 
pattern “anchors” later-learned languages so that they display that 
same pattern (presumably because they rely on the same neural sub-
strates that were specialized for early learned languages). As such, the 
anchoring hypothesis concerning bilingual language organization is 
consistent with experience-based accounts of perceptual tuning [e.g., 
the experientially mediated (Trainor, 2005) and neural commitment 
(Kuhl et al., 2005b; Kuhl and Rivera-Gaxiola, 2008) hypotheses].

Several PET and fMRI studies have demonstrated converging 
evidence for overlapping neural substrates supporting L1 and L2 
in bilinguals, both at the single word (Chee et al., 1999; Illes et al., 
1999; Klein et al., 1999; Hernandez et al., 2000) and continuous 
speech levels (Perani et al., 1996; Chee et al., 1999; Vingerhoets 
et al., 2003; Briellmann et al., 2004). Because the lateralization of 
languages has been shown to differ for early and late bilinguals, 
but the patterns of L1 and L2 processing are nonetheless overlap-
ping within each bilingual subtype, these outcomes are consistent 
with the notion that the functional specificity of the neural bases 
of language remains static once they are established. Presumably, 
such functional specificity is set up during the sensitive (or criti-
cal) period for language tuning.
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Although the data from behavioral, PET, and EEG studies 
are helpful in providing evidence that the target period for nor-
mal language development via a CI following auditory depriva-
tion ends by 4 years of age (Gordon et al., 2005; Dorman et al., 
2007), it is generally quite difficult to obtain  neurophysiological 
measurements from very young children using these techniques. 
Moreover, fMRI cannot be used in CI patients because the devices 
are incompatible with the scanner’s magnetic field. However, 
the NIRS technique allows measurement of blood-oxygen level 
dependent changes in cortical activity, similar to fMRI, without 
interference with the implant. Indeed, NIRS evidence regarding 
language development has already been used to study the bilat-
eral temporal responses of pediatric CI recipients to language.

Sevy et al. (2010) tested CI children (mean age 7.8 years, n = 7) 
on the same day they received their implants, providing a unique 
opportunity to observe how the untrained auditory cortex responds 
to its first exposure to sound. The results revealed significant 
hemodynamic responses to speech stimuli in the majority of deaf 
children, and the volume of hemodynamic response was not signifi-
cantly different from that of hearing controls (mean age 10.2 years, 
n = 9). However, the majority of deaf children with a new CI showed 
a unilateral hemodynamic response to the auditory stimuli, and 
that response was most often ipsilateral to the location of the CI 
(typically in the right hemisphere). Once the children had at least 
6 months of experience with their CI, responses to the auditory 
stimuli were predominantly bilateral and the unilateral responses 
that remained were most likely to be contralateral to the CI. These 
findings provide an initial glimpse into the boundaries for plastic-
ity in congenitally deaf children whose deafness is subsequently 
ameliorated with a CI.

While this is the first study to use NIRS with this population, the 
Sevy et al. (2010) results demonstrate that NIRS can safely measure 
cortical responses in pediatric implant users, thereby establish-
ing NIRS as a valuable tool for investigating the neural bases of 
language tuning and development in this special population. This 
application of NIRS promises to expand our understanding of the 
boundary conditions for development of normal auditory process-
ing and of the likely neural mechanisms involved in perceptual 
tuning in general, and language tuning in particular. Thus, NIRS 
and other converging neurophysiological paradigms may further 
elucidate how sensory deprivation impacts auditory brain devel-
opment in children (Neville and Bavelier, 2002; Kang et al., 2004; 
Giley et al., 2008).

conclusion and synthEsis
Traditionally, researchers have discussed language tuning in terms 
of a critical, or sensitive, period (Werker and Tees, 2005). These 
terms identify language tuning as a phenomenon that is either 
constrained by biological maturation of systems important to 
language learning or as a period that capitalizes on the respon-
siveness of neural plasticity to language experience. In the context 
of language tuning, the present review highlights the importance 
of the differential role of experience (i.e., a child’s language pro-
file) in actively shaping the biological foundation for language 
best characterize the extant data. Three theories that characterize 
this aspect of the data particularly well are the self-termination of 

deafness is a form of early sensory deprivation that can be later 
reversed by cochlear implantation surgery. What cannot be 
reversed, however, is the loss of early exposure, and this varies 
depending on the age of implantation. Given that tuning to native 
language phonemes in hearing infants requires auditory input 
and appears to develop during a period of high brain plasticity 
during infancy, the process of language tuning in children with 
CIs provides a unique opportunity to examine the boundary con-
ditions for auditory plasticity and what, if any, language tuning 
takes place as a result.

Cochlear implants allow the recipient to experience auditory 
language for the first time, and this new sensory input ultimately 
results in neural reorganization to accommodate the perception 
of sound. Specifically, nearby brain areas are recruited to accom-
modate the new function of hearing (e.g., Lee et al., 2001; see also 
Desmond and Fiez, 1998; Recanzone, 2000, for related evidence 
from animal models). Importantly, CI research has demonstrated 
that cortical reorganization of the auditory cortex permits this 
region to adapt to the relatively limited frequency range pro-
duced by the CI, allowing for successful perception of even highly 
complex auditory stimuli (Shepherd et al., 1997). However, we 
are currently unaware whether the cortical reorganization during 
childhood cochlear implantation mimics that of infant language 
tuning.

The current literature focused on child CI users has identi-
fied several factors that influence the development of speech 
and language skills in a deaf child who is hearing through an 
implant. Unsurprisingly, evidence is accumulating that it is criti-
cal for the implantation to take place as early in development 
as possible (i.e., before 4 years of age). This allows the child to 
capitalize on the greater brain plasticity of that developmental 
period, thereby setting up the best conditions for normal audi-
tory neural networks to emerge (Lee et al., 2001, 2007; Kang 
et al., 2004). Lee et al. (2001) used PET to show that by 7 years 
of age, cortical organization was significantly different from 
that of younger children, and this finding was corroborated 
by a converging paradigm (cortical auditory evoked potentials; 
Sharma et al., 2002). Later, Lee et al. (2007) and Kang et al. 
(2004) further narrowed the optimal window by establishing 
that post-implantation speech perception scores improved when 
implantation occurred before 4 years of age. More specifically, 
children who received a CI before the age of four performed best 
on sentence recognition tasks, whereas those implanted between 
4 and 7 years of age showed a wide range of performance on 
this task; after age seven, implant recipients generally achieved 
low scores (Sharma et al., 2009).

However, as CI surgeries are performed on younger and younger 
patients we will be able to comment on how different durations of 
sensory deprivation affect language learning, and tuning. At least 
one recent behavioral study indicated that when testing infants 
with 1–2 months of initial CI use, infants that ranged between 4 
and 10 months of age preferred their native language (Hebrew) 
compared with English (Kishon-Rabin et al., 2010). This timeline 
mirrors that seen for normal-hearing infants and corroborates the 
view that, with very early intervention, tuning may not be impacted 
(at least at the behavioral level).
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space in which discrimination is better for phonemes from sparsely 
populated phonemic space relative to those from dense phonemic 
space (Burns et al., 2007; Sumner et al., 2008).

Some cues may be more robust than others given different lan-
guage profiles. For example, ambiguity due to changes in speaker 
appears to be less influential to language tuning in bilingually 
exposed infant than do the relative frequency of phonetic con-
trasts across the ambient languages (Sebastian-Galles and Bosch, 
2009). Since the relative speed of tuning hypothesis predicts that 
linguistic elements that are more robust and transparent will elicit 
earlier tuning than will weaker or more complex elements, different 
predictions emerge for bilingual relative to monolingual profiles. 
For example, where May et al. (under review) utilized speech stimuli 
that were essentially only prosodic in nature (i.e., low-pass filtered) 
and failed to obtain neural indicators of discrimination between 
native and non-native forms in monolingual neonates, bilingual 
neonates were able to distinguish between these same stimuli in 
a behavioral task (Byers-Heinlein et al., 2010). The relative speed 
of tuning hypothesis would predict such a difference given the 
different language profiles of the two groups of infants. Although 
unavailable from these studies, one can imagine that the full com-
plement of data (e.g., monolingual and bilingual infants tested with 
the same stimuli using both behavioral and neurophysiological 
measures) would further support this outcome. The influence of 
these and other factors require further investigation to determine 
their relative impact on rate of language tuning.

Finally, the relative speed of tuning hypothesis can also account 
for data from populations deprived of sensory information, such as 
cochlear implant users. For these individuals, some of whom receive 
auditory input only after their system has undergone language tun-
ing without it, we predict that tuning would occur more quickly for 
more robust aspects of the auditory signal that can be integrated 
with the greatest ease (e.g., phonemes that are clearly mapped to 
the visual signal, such as bilabial stops, or prosodic contours that 
easily map to, for example, vocal aperture or facial prosody). Again, 
such research will further inform the field.

In sum, given different language profiles, the relative speed of 
language tuning hypothesis provides a flexible way of framing the 
complex and sometimes contradictory behavioral and neurophysi-
ological literature. Of course, this hypothesis is only one of several 
trying to account for the diverse data on language tuning. This 
review highlights the need for converging evidence from a variety 
of experimental designs, linguistic stimuli, and imaging modalities 
and neurophysiological methods to demonstrate reliable evidence 
of language tuning and to resolve some of the current inconsist-
encies across studies and language profiles. It is possible that evi-
dence (both neural and behavioral) of language tuning will emerge 
from increased use of ecologically valid, sentence-level stimuli (as 
opposed to single syllable and pseudoword stimuli). Because the 
majority of neurophysiological data on early language development 
have been obtained from monolingually exposed infants, it will 
also be important for future studies to investigate the influences of 
different language profiles on the neural mechanisms that support 
language tuning. Nonetheless, the present review makes clear that 
the extant literature offers an important guide for future explora-
tion of the basis of the language tuning process.

learning account (Thomas and Johnson, 2008), the experientially 
mediated account (Trainor, 2005), and the neural commitment 
hypothesis (Kuhl et al., 2005a).

Although these theoretical constructs offer valuable explanations 
of the processes that drive perceptual tuning in general, they are 
somewhat limited in terms of their ability to explain the range of 
behavioral and neurophysiological data on language tuning. Based 
on the synthesis of data presented here, it appears that language 
tuning may be comprised of staggered, nested components that may 
tune at different times (Werker and Tees, 2005). Thus, a more specific 
means of reconciling these data can be encompassed with a supple-
mentary explanation, namely, the relative speed of tuning hypothesis. 
Specifically, the relative speed of tuning hypothesis predicts that, 
within the maturational window that clearly exists for native-like 
language learning, the more transparent, obvious elements of lan-
guage may tune faster than more opaque, ambiguous elements of 
language. We anticipate that this hypothesis will be especially useful 
in accounting for conflicting data within the literature, as it allows 
researchers to break the tuning process down based on the specific 
factors that influence tuning rate as measured using behavioral and 
neurophysiological paradigms. In particular, this approach has the 
potential to account for the impact of the in utero language profile, 
the characteristics of both heterogeneous and homogenous language 
profiles during infancy and childhood, and the roles of age and 
sensory deprivation on language tuning. Our hypothesis gives rise 
to several predictions, some of which are supported by the current 
data and others that will require further investigation.

First, the relative speed of tuning hypothesis predicts that behav-
ioral testing with transparent, relatively easy tasks should demon-
strate evidence of tuning in younger populations than those with 
more complicated, opaque tasks. For example, use of a categoriza-
tion paradigm may demonstrate behavioral evidence of tuning ear-
lier than a discrimination paradigm, due to the relative difficulties 
of these tasks (Bosch and Sebastian-Galles, 2003; Albareda-Castellot 
et al., 2011). And this should also be the case for neurophysiological 
paradigms, where evidence of language tuning should be observed 
earlier given tasks that tap into elements of language that tune 
early themselves. For example, an experimental design contrast-
ing native and non-native languages of a different rhythmic class 
should demonstrate neural indicators of language tuning earlier 
than a task contrasting native and non-native languages within the 
same rhythmic class.

A further prediction is that “robust,” or cue-filled, sentence-level 
speech stimuli will elicit indicators of language tuning sooner than, 
for example, filtered speech (in which phonetic cues are removed) 
or contrast-level stimuli (in which only a fraction of the original 
speech stimulus is retained). This is borne out by recent neuro-
physiological data, in which infants showed initial neural evidence 
of tuning to word-level contrasts at 11 months (Minagawa-Kawai 
et al., 2007), while showing evidence of tuning to sentence-level 
stimuli at 4 months (Minagawa-Kawai et al., 2011a). Thus, evidence 
of language tuning – that is, a more left-lateralized hemodynamic 
response for native compared to non-native speech – was elicited in 
a younger group of infants given more robust stimuli. Our hypoth-
esis also accounts for data from studies comparing infants’ ability 
to discriminate phonemes from more or less populated phonemic 
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rate may reach beyond 50%. In our fNIRS studies, the number of 
infants that are excluded from the analysis ranges between 20 and 
25%. One reason for this is that, in fNIRS studies regarding auditory 
perception, participants need not be excluded because of behaviors 
like falling asleep1 or refusing the pacifier, very common in neonates. 
However, infants must be relatively quiet because head movements 
can easily displace the fNIRS probes.

In what follows, we describe some studies carried out with new-
borns in our laboratory using fNIRS, with particular focus on the 
technical and methodological aspects.

EquipmEnt and ExpErimEntal sEtup
Functional near-infrared spectroscopy works by measuring changes 
in cerebral blood flow volume and oxygen saturation using opti-
cal means. It is based on the emission of near-infrared laser light 
on the subject’s scalp. Lloyd-Fox et al. (2010) and Gervain et al. 
(2011) provide excellent reviews about the workings of fNIRS and 
its applications to infant research.

Our laboratory is located in the Hospital Azienda Ospedaliera 
Santa Maria della Misericordia in Udine, in the same building as 
the Obstetrics and Neonatology Department. We use the ETG-4000 
machine (Hitachi Medical Corporation, Tokyo, Japan), which emits 
continuous near-infrared light at two wavelengths-695 nm and 830 
nm-through optical fibers. The sampling rate is 10 Hz, and the total 
laser power output per fiber we use is 0.75 mW.

A silicon holder usually called “probe” keeps the optical fibers 
at a fixed distance from one another. In each probe, five fibers act 
as emitters and four as detectors, allowing simultaneous  recording 

introduction
Neonates represent an ideal population for the investigation of the 
biological dispositions that guide humans to acquire their native 
language. Neonate studies reveal how we begin processing speech, 
and inform us about the cognitive faculties that we possess before 
the accumulation of significant linguistic experience.

However, working with this population is a great challenge. 
Newborns stay awake only for short periods of time; and when 
they are awake they eat, interact with caretakers, cry, or are in a quiet 
state of drowsiness. These changes of state make it difficult to obtain 
behavioral measures useful for research. In addition, most of the 
current neuroimaging techniques are impractical for testing healthy 
young participants because these techniques a) use machines that 
produce high levels of acoustic noise, b) require the application of 
liquids or gel in the newborn’s head, or c) have very low tolerance 
to facial and body movement. Functional near-infrared spectros-
copy (fNIRS) is an imaging technique that has been employed for 
clinical purposes (Wolf et al., 2007) and more recently in cognitive 
research as well. It is regarded as one of the most appropriate to 
study language faculties and cognitive capacities in the newborn’s 
brain (see Aslin and Mehler, 2005; Minagawa-Kawai et al., 2008; 
Lloyd-Fox et al., 2010; Obrig et al., 2010, for reviews on fNIRS 
developmental studies, but see also Dehaene-Lambertz and Peña, 
2001; Kushnerenko et al., 2001; Cheour et al., 2002, 2004; Imada 
et al., 2006, for examples of language studies in newborns using 
magnetoencephalography and electroencephalography). fNIRS is 
non-invasive, and there is no need to use any substance, not even to 
keep the device in place on the infant’s head. It is ideal to study how 
neonates process auditory stimuli because the device makes hardly 
any noise. Moreover, we have observed that the number of partici-
pants providing useful fNIRS data is very high compared to many 
behavioral methods used to investigate neonatal cognition: in typical 
behavioral paradigms used to study auditory capacities, rejection 

Studying neonates’ language and memory capacities with 
functional near-infrared spectroscopy

Silvia Benavides-Varela1, David M. Gómez1,2 and Jacques Mehler1*
1 Cognitive Neuroscience Sector, International School for Advanced Studies, Trieste, Italy
2 Center for Advanced Research in Education, University of Chile, Santiago, Chile

The measurement of newborns’ brain hemodynamic activity has improved our understanding 
of early cognitive processes, in particular of language acquisition. In this paper, we describe 
two experimental protocols adapted to study neonates’ speech-processing capacities using 
functional near-infrared spectroscopy (fNIRS): the block design and the familiarization-recognition 
design. We review some of their benefits and disadvantages, and refer to research issues that 
can be explored by means of these protocols. We also illustrate the use of the two experimental 
designs through representative fNIRS studies that reveal specific patterns of activation of the 
newborn brain during speech perception, learning of repetition structures, and word recognition.

Keywords: cognitive development, language acquisition, newborns’ memory, fNIRS

Edited by:
Judit Gervain, Université Paris 
Descartes, France

Reviewed by:
Isabell Wartenburger, University of 
Potsdam, Germany
Ramon Mariano Guevara, Basque 
Center for Brain, Language and 
Cognition, Spain

*Correspondence:
Jacques Mehler, Cognitive 
Neuroscience Sector, International 
School for Advanced Studies, Via 
Bonomea 265, 34136 Trieste, Italy. 
e-mail: mehler@sissa.it

1For studies with auditory stimulation, it is not considered as an issue that infants 
sleep during the experimental session. Indeed, sleeping newborns can discrimi-
nate and learn speech sounds (Cheour et al., 2002), and sleeping 3-month-olds 
show brain responses associated with memory for previously heard sentences 
( Dehaene-Lambertz et al., 2002).

www.frontiersin.org April 2011 | Volume 2 | Article 64 | 

Methods Article
published: 18 April 2011

doi: 10.3389/fpsyg.2011.00064

21

http://www.frontiersin.org/Psychology/
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/language_sciences/10.3389/fpsyg.2011.00064/abstract
http://www.frontiersin.org/language_sciences/10.3389/fpsyg.2011.00064/abstract
http://www.frontiersin.org/people/silviabenavides_varela/26851
http://www.frontiersin.org/people/davidgomez/31237
http://www.frontiersin.org/
http://www.frontiersin.org/language_sciences/10.3389/fpsyg.2011.00064/archive
http://www.frontiersin.org/Psychology/editorialboard


from 12 points per probe. The separation between each emitter–
detector couple is 3 cm. Two probes are used, one for each of the cer-
ebral hemispheres (Figure 1), providing a total of 24 recording sites.

Because we are interested in normal development and language 
acquisition, we focus our studies on healthy hearing newborns. 
Infants are considered eligible to participate in our studies if their 
gestational age is between 38 and 42 weeks, their Apgar score is at 
least eight in the first minute of life, no problems were observed 
in the hearing test, and do not present hematomes. Moreover, to 
maximize the likelihood of monitoring the same areas of the brain 
across different infants, we recruit only those whose head diameter 
ranges between 33.5 and 36.0 cm. Personnel of the Hospital carry 
out the whole recruitment process.

Each infant is tested individually inside a dimly lit sound-atten-
uated booth (Figure 2). The placement of the probes on the infant’s 
head takes a few minutes. The use of pacifier is usually not necessary 
in this stage. Newborns come to the test session when they are in 
a quiet state of rest, either awake or sleeping. They remain in their 
own nursery crib and are tested lying in it, without receiving any 
reinforcement. A nurse or a pediatrician assists the neonates. 

Because of our focus on language-related processes, we have 
mostly worked with auditory stimuli. These are presented at an 
appropriate intensity via two loudspeakers inside the experi-
mental booth. The fNIRS machine and the control computer are 
placed outside the booth, to avoid undesired noise and heating in 

the  testing room. An infrared videocamera is used to monitor the 
infant’s behavior. It is common that one or both parents attend 
the testing session. They choose whether to be inside the testing 
booth (provided that they will remain still and silent throughout 
the session) or outside, observing the infant’s behavior through 
the online video recording. Parents are informed of how fNIRS 
functions, and they sign a consent form after they have under-
stood how the experiment works and all their questions have 
been answered.

rEliability of thE mEthod
A long tradition in developmental research has used behavioral 
methods such as the high-amplitude sucking paradigm for tackling 
many infant speech perception questions. Thus, during our first 
experiences with fNIRS, we aimed to determine whether previous 
results obtained with these behavioral methods could be repro-
duced. While replicating previous findings, the fNIRS studies aimed 
to provide a link between behavioral observations and their under-
lying brain mechanisms.

Our very first study assessed the specialization of the brain 
to process speech stimuli at birth. In healthy adult participants, 
the left-hemisphere dominance for speech is a well-known fact 
supported by a wealth of clinical, behavioral, and brain imaging 
studies. The question that arose among developmental cogni-
tive scientists was whether the left and right hemispheres are 
equal in function at birth and then specialized through experi-
ence, or whether at birth both hemispheres are already predis-
posed to process distinct types of stimuli. Subsequent research 
with young infants suggested that the second alternative was 
the most probable (Segalowitz and Chapman, 1980; Best, 1988; 

FIguRe 1 | Probes containing the emitters (red marks) and detectors (blue 

marks) of near-infrared light, and their positioning on the neonate’s head. 

Bottom picture by F. Giraldi.

FIguRe 2 | Scheme of the experimental setup. The neonate rests in his o her 
crib, assisted by a nurse or pediatrician. Sounds are presented by two 
loudspeakers located about 70 cm in front of the neonate’s head. One of the 
parents may be present during the experimental session, sitting on an armchair.
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each study. For example, Peña et al. (2003) presented neonates 
with continuous stimuli: backward or forward infant-directed 
utterances in blocks of 15 s of duration. Instead, in the Gervain 
et al. (2008) studies, blocks were composed of 10 discrete items 
separated by pauses of varying length (0.5–1.5 s), yielding blocks of 
about 18 s. There were two kinds of blocks, which were presented 
in an interleaved fashion, avoiding the presentation of more than 
two consecutive blocks of the same condition (Figure 3A). From 
the first published study, our group used and continued using 
a variable separation of blocks (25–35 s) to avoid the effects of 
spontaneous oscillations frequently detected in fNIRS recordings 
(Diehl et al., 1998). For the statistical analyses we usually consider 
oxyhemoglobin or total hemoglobin concentration changes dur-
ing the time window spanning from 10 to 20 s after the onset 
of stimulation, which roughly coincides with the plateau of the 
hemodynamic response. In each experimental block a given chan-
nel is rejected either because of movement artifact–that is, if the 
hemodynamic signal shows a variation per unit of time above a 
given threshold level–or saturation of the optical channel due to 
displacement of the probes. Only infants with a minimum amount 
of accepted block-channel pairs are further considered.

Block designs are useful to contrast brain responses to two or 
more experimental conditions (e.g., backward speech, forward 
speech, silence). One advantage is that one can compare conditions 
without the need of additional ad hoc control groups. However, a 
trade-off between number of contrasts and length of the experi-
mental session should be considered, because the longer the ses-
sion, the higher is the probability of the infant becoming fussy, and 
therefore of rejection.

It is important to highlight that experiments using this 
design have proven sensible not only for the study of prosodic 
or acoustic properties, but also for assessing learnability of spe-
cific structures in the first days of life: Gervain et al. (2008) 
examined newborns’ ability to learn and detect repetition pat-
terns (e.g., words like “mubaba,” “penana”), showing that these 
sequences evoke greater activation in specific areas of the new-
born brain as compared to non-repeating sequences (e.g., words 
like “mubage,” “penaku”).

familiarization-rEcognition dEsign
Behavioral methods have delivered very useful data that increased 
our understanding of cognitive development and language acqui-
sition. The habituation-dishabituation method was the most fre-
quently used to test neonates, yielding important findings that 
advanced our knowledge of how infants acquire language3. Among 
many other colleagues that applied this paradigm, we highlight 
the work by Eimas et al. (1971), the cardinal study who first dis-
covered that 1- and 4-month-olds distinguish phonemes that 
differ by one feature, for example [b] from [p] or [b] from [d]. 
Furthermore, some years later Kuhl (1983) explored how infants 
categorize syllables despite the variability of the speech stimuli, 
and Mehler et al. (1978) discovered that newborns  recognize 

Bertoncini et al., 1989; Holowka and Petitto, 2002). Many 
researchers used indirect behavioral measures to assess a diver-
sity of questions: for instance, Bertoncini et al. (1989) tested 
2-weeks-old infants with a dichotic listening technique during 
a high-amplitude sucking experimental session. Two stimuli, a 
syllable and a musical stimulus, were presented simultaneously 
to the infant, one in each ear. When infants listened to repeated 
syllables with their right ear, they displayed a change in behavior 
when a different syllable was presented, which was interpreted as 
a discrimination response. Instead, no discrimination occurred if 
infants listened to the linguistic material with their left ear. The 
converse was observed when the musical stimulus was changed.

Peña et al. (2003) used fNIRS to investigate the patterns of brain 
activation in response to auditory stimulation in full-term neonates. 
Their study thus provided a direct measure to assess hemispheric 
specialization while participants listened to normal speech, back-
ward speech, or silence. Peña et al. (2003) found that the newborn 
left-hemisphere shows greater hemodynamic activity in response 
to normal speech than to backward speech2 or silence. In addition, 
no area of the right hemisphere showed differential activation when 
contrasting forward and backward speech.

Peña et al.’s (2003) findings have yielded important theoreti-
cal and methodological implications. First, their study supported 
the notion of an early left-hemisphere specialization for speech, a 
fact intrinsically related to the emergence of the language faculty. 
Second, it validated fNIRS as a technique capable of both replicat-
ing previous behavioral results and enriching them by providing 
direct measurements of the activity in left and right perisylvian 
areas when processing speech.

Being a relatively young technique (see Wolf et al., 2007, for a 
history of near-infrared spectroscopy techniques), fNIRS must be 
evaluated also in terms of the reliability of the provided measures. 
In this respect, researchers have showed promising results for cer-
tain procedures based on fNIRS. For instance, Plichta et al. (2006) 
reported a high reproducibility at the group level, but not when 
re-testing single participants. Our studies do not address the issue 
of re-testing yet. However, the results of Peña et al. (2003) have 
been successfully reproduced in our laboratory in several occasions 
after the original work.

ExpErimEntal protocols
Below we present in detail the two main testing protocols that we 
use in our research with neonates.

block dEsign
We started our exploration of cognitive core language acquisition 
mechanisms by borrowing block designs from the fMRI tradition. 
We have used them in the aforementioned study by Peña et al. 
(2003), and also in Gervain et al. (2008).

Newborns are presented with sets of stimuli (blocks) corre-
sponding to the different experimental conditions. The duration 
of the blocks and their content vary according to the purposes of 

2Backward speech is widely considered a very good control to compare whether 
infants specifically react to language stimuli and not to some physical features such 
as intensity, duration, or pitch. Indeed, a snippet of language played backward has 
the same energy of the corresponding stimuli played forward, but all the phonetic, 
phonological, syntactical, and prosodic transitions are lost.

3We refer to the vast majority of studies concerning language acquisition and in-
fants’ general auditory capacities. In this field, the most common behavioral proce-
dure was high-amplitude sucking.
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relative concentrations of oxyhemoglobin in the first block of 
the test phase, as compared to neonates who heard again the 
familiar word. fNIRS revealed these differences in a bilaterally 
distributed network, involving temporo-parietal and anterior 
areas. These results open a field of possibilities for  studying 
and better understanding the development of early memory 
capacities, and represent a promising step forward with respect 
to behavioral approaches.

The use of fNIRS has the advantage that the experimental session 
can be shortened or lengthened to study important variables such 
as amount of exposure or long-lasting retention. This represented 
a problem in behavioral studies, because infants often fall asleep 
during long silent pauses, or because the behavioral responses of 
the control groups may become noisy (see Jusczyk et al., 1995). 
Furthermore, the findings of Benavides-Varela and Colleagues sug-
gest that 6 min of familiarization(see footnote 4) are enough for 
newborns to form a lasting representation of the presented word. 
This exposure time is considerably shorter than the ones used in 
comparable behavioral studies.

The usual implementation of the habituation-dishabituation 
procedure requires the adoption of a criterion for shifting from 
habituation phase to test phase, depending on each infant’s behav-
ior. The amount of exposure required to achieve this criterion dif-
fers considerably across infants. We point out that the fNIRS version 
of this method allowed us to equate the amount of exposure each 
infant received in the familiarization phase. This is particularly 
important in memory studies, in which the amount of exposure 
partly determines the robustness of the memory trace, and therefore 
of the recognition response. Finally, we stress the fact that the fNIRS 
technique not only provides a yes/no answer to the experimental 
question at hand, but also informs us of the activation of several 
cortical areas.

We believe that this type of design will prove useful for studies 
aiming beyond infants’ discrimination abilities and preferences, 
representing an opportunity to track the time course of learn-
ing, and the encoding and recognition processes in newborns and 
infants at different stages of development.

their own mother’s voice (see also Jusczyk, 1997, for an extended 
review on infant’s speech-processing studies based on behavioral 
methods).

Notwithstanding the important findings obtained with the 
habituation-dishabituation paradigm, the studies using it suffered 
from the aforementioned problems of behavioral methods such 
as high rejection rate. Moreover, using only behavioral paradigms 
restricted investigations to discrimination capacities mostly, 
leaving practically unattended other cognitive functions equally 
important for language acquisition. For instance, very little is 
known about the memory capacities of neonates, in spite of the 
great progress that cognitive scientists and neuroscientists have 
made in identifying brain regions underlying memory processes 
in adults (e.g., Nyberg and Cabeza, 2000; Baddeley et al., 2009).

One of the most important challenges of fNIRS is to address 
questions that are difficult to assess behaviorally. Benavides-
Varela, Gómez, Bion, Macagno, Peretz and Mehler (in prepara-
tion) adapted a habituation-deshabituation paradigm for testing 
newborn’s memory for speech sounds with fNIRS, which could 
also provide indications of neural activity associated with encoding 
and recognition at birth.

Benavides-Varela and Colleagues tested neonates between 
2 and 5 days old in a recognition memory task. Newborns lis-
tened to a single CVCV word repeated for 10 blocks (each block 
contained six identical words) for a total of 6 min of expo-
sure4 (see Figure 3B). A 2-min-long silent pause separated the 
familiarization and test phases, providing a means of tapping 
infants’ memory. After the pause, the same word of the famil-
iarization phase was presented to half of the infants, whereas 
the other half listened to a novel word. The test consisted 
of five blocks (3 min). Differential responses in hemoglobin 
concentration between the two groups of newborns would 
indicate that the familiar stimulus is remembered. Results were 
auspicious: participants hearing a novel word showed higher 

FIguRe 3 | Scheme depicting the experimental protocols used in our 

laboratory. Each rectangle represents a block, consisting in either continuous 
auditory stimulation or a series of discrete sounds separated by short pauses of 
about 1 s. Consecutive blocks are separated by silent intervals of varying duration. 
(A) The block design consists in the intermixed presentation of N blocks belonging to 

each of the conditions X and Y. (B) The familiarization-recognition design consists in a 
Familiarization phase (F) in which all neonates listen to N blocks of stimulation. After a 
silent retention interval–Pause–that can last for some minutes, a Test phase follows. 
Here, half of the group of infants listens to M stimuli blocks of the same kind (S) of 
the familiarization, whereas the other half listens to a different kind of stimuli (D).

4Of this total duration, however, the fraction corresponding to effective acoustic 
stimulation was about 1 min.
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concluding rEmarks
Developmental scientists face the challenge of devising reliable 
methodologies to assess cognitive capacities in neonates. The 
incorporation of the fNIRS imaging technique promotes our 
understanding of early language acquisition and memory capaci-
ties. We hope that the successful experiences with fNIRS in several 
laboratories (e.g., Peña et al., 2003; Bortfeld et al., 2007; Gervain 
et al., 2008; Nakano et al., 2009; Lloyd-Fox et al., 2010; Obrig et al., 
2010) will encourage further exploitation of this valuable tool for 
studying early human development.

An important line of methodological progress is focusing on 
designs that combine different paradigms (behavioral and neu-
roimaging) or techniques (e.g., fNIRS and electroencephalography), 
either across different experimental sessions or in simultaneous 
recordings. The use of two or more techniques has the potential to 
provide complementary information about the functioning of the 
newborn’s brain. A pioneer study by Telkemeyer et al. (2009) has 
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Previous research has shown that by the time of birth, the neonate brain responds specially
to the native language when compared to acoustically similar non-language stimuli. In the
current study, we use near-infrared spectroscopy to ask how prenatal language experience
might shape the brain response to language in newborn infants.To do so, we examine the
neural response of neonates when listening to familiar versus unfamiliar language, as well
as to non language stimuli. Twenty monolingual English-exposed neonates aged 0–3 days
were tested. Each infant heard low-pass filtered sentences of forward English (familiar
language), forward Tagalog (unfamiliar language), and backward English and Tagalog (non-
language). During exposure, neural activation was measured across 12 channels on each
hemisphere. Our results indicate a bilateral effect of language familiarity on neonates’
brain response to language. Differential brain activation was seen when neonates listened
to forward Tagalog (unfamiliar language) as compared to other types of language stimuli.
We interpret these results as evidence that the prenatal experience with the native lan-
guage gained in utero influences how the newborn brain responds to language across
brain regions sensitive to speech processing.

Keywords: language, near-infrared spectroscopy, neonates

INTRODUCTION
It is well known that the adult brain is specialized in its response to
native language (Perani et al., 1996; Dehaene et al., 1997). Recent
evidence has suggested that the human brain is tuned to lan-
guage from the earliest stages of development. Only a few days
after birth, neonates respond differently to language than to non-
linguistic sounds. Very young infants demonstrate a preference for
listening to speech over non-speech (Vouloumanos and Werker,
2007), and are capable of discriminating languages from different
rhythmical classes (Mehler et al., 1988; Nazzi et al., 1998; Ramus
et al., 2000). However, what is unknown from past research is
the extent to which early prenatal experience with language may
play a role in determining the organization of neonates’ neural
tuning for language. In particular, no one has yet investigated
whether the experience that neonates have with the native lan-
guage while in utero influences the pattern and location of brain
activity to familiar versus unfamiliar language. In the current study,
we use near-infrared spectroscopy (NIRS) to take the first steps in
exploring this question.

Research to date examining the neonate brain response to lan-
guage versus non-language has shown that brain responses to
familiar language are both stronger and more specialized when
compared to the response to non-language (Dehaene-Lambertz
et al., 2002, 2010; Pena et al., 2003). Using behavioral meth-
ods, a left hemisphere advantage for language has been inferred
through dichotic listening to individual syllables as measured by
high-amplitude sucking in newborns (Bertoncini et al., 1989),
as well as through mouth asymmetries during babbling in 5 to

12-month-olds (Holowka and Petitto, 2002). In neuroimaging
research, optical imaging studies with newborns have shown a
greater left hemisphere response to audio recordings of forward
versus backward speech (Pena et al., 2003), as well as evidence
that the left hemisphere plays an important role in processing
repetition structures in language (e.g., ABB versus ABC sylla-
ble sequences; Gervain et al., 2008). Similarly, fMRI studies with
infants 2–3 months of age indicate differential responses in the
left hemisphere to continuous forward versus backward speech
(Dehaene-Lambertz et al., 2002), and to speech versus music
(Dehaene-Lambertz et al., 2010). These functional studies are sup-
ported by structural MRI analyses indicating asymmetries at birth
in the left hemisphere language areas of the brain (Dubois et al.,
2010). All of the above studies, however, have focused on young
infants’ neural response to familiar language, leaving open the
question of how much responses may have been driven by language
experience.

At birth, neonates are experiencing extra-uterine language for
the first time. However, in utero they have had the opportunity to
learn about at least some of the properties of language. The periph-
eral auditory system is mature by 26 weeks gestation (Eisenberg,
1976), and the properties of the womb are such that the major-
ity of low-frequency sounds (less than 300 Hz) are transmitted
to the fetal inner ear (Gerhardt et al., 1992). The low-frequency
components of language that are transmitted through the uterus
include pitch, some aspects of rhythm, and some phonetic infor-
mation (Querleu et al., 1988; Lecaneut and Granier-Deferre, 1993).
Moreover, the fetus has access to the mother’s speech via bone
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conduction (Petitjean, 1989). There is evidence that the fetus can
hear and remember language sounds even before birth. Fetuses
respond to and discriminate speech sounds (Lecanuet et al., 1987;
Zimmer et al., 1993; Kisilevsky et al., 2003). Moreover, new-
born infants show a preference for their mother’s voice at birth
(DeCasper and Fifer, 1980) and show behavioral recognition of
language samples of children’s stories heard only during the preg-
nancy (DeCasper and Spence, 1986). Finally, and of particular
interest to our work, newborn infants born to monolingual moth-
ers prefer to listen to their native language over an unfamiliar
language from a different rhythmical class (Mehler et al., 1988;
Moon et al., 1993). These studies suggest that infants may have
learned about the properties of the native language while still in
the womb.

In a recent extension of the work showing a preference for the
native language at birth, Byers-Heinlein et al. (2010) investigated
how prenatal bilingual experience influences language preference
at birth. Infants from 0 to 5 days of age born to either mono-
lingual English or bilingual English–Tagalog mothers were tested
in a high-amplitude sucking procedure. Infants were played sen-
tences in both English (a stress-timed language) and Tagalog (a
Filipino language that is syllable-timed). Sentences from both lan-
guages were low-pass filtered (to a 400-Hz cut-off), to maintain the
rhythmical information of each language while eliminating most
surface segmental cues that may be different across languages.
Byers-Heinlein et al. (2010) found that while all infants could dis-
criminate English and Tagalog, the monolingual-exposed infants
showed a preference for only English and the bilingual-exposed
infants had a similar preference for both English and Tagalog.
These results provide strong evidence that language preference
at birth is influenced by the language heard in utero, even when
infants have had prenatal experience with multiple languages.
The neural correlates of this behavioral preference for familiar
language(s) at birth are however, unknown.

A recent neuroimaging study of infants’ processing of speech
and non-speech has provided some support for the hypothesis
that language experience may impact early neural specialization
for processing some aspects of language (Minagawa-Kawai et al.,
2011). Using NIRS, 4-month-old Japanese infants’ brain response
was assessed while listening to a familiar language (Japanese), to an
unfamiliar language (English), and to different non-speech sounds
(emotional voices, monkey calls, and scrambled speech). Greater
left hemisphere activation was reported for both familiar and unfa-
miliar language when compared to the non-speech conditions.
Critically, activation was also significantly greater to the familiar
language when compared to the unfamiliar language. This latter
finding implies that by 4 months of age, the young brain responds
differently to familiar versus unfamiliar language and is thus influ-
enced by language experience. However, the infants studied by
Minagawa-Kawai et al. (2011) were 4 months of age – meaning that
these infants have dramatically more experience with their native
language than newborn infants. It is unknown whether infants
with only a few hours of post-natal experience will show a similar
difference in neural activation to a familiar versus an unfamiliar
language.

In contrast to the above studies demonstrating the impact of
language experience on newborn infants’ language processing,

other areas of research have uncovered aspects of language percep-
tion that appear unaffected by specific language experience early
in development. For example, neonates’ rhythm-based language
discrimination has been shown to be based on language-general
abilities. Phonologists have traditionally classified the world’s lan-
guages into three main rhythmic categories: stress-timed (e.g.,
English, Dutch), syllable-timed (e.g., Spanish, French), and mora-
timed (e.g., Japanese). This distinction is critically important to
language learning as rhythmicity is associated with word order
in a language (Nespor et al., 2008), rendering it one of the
most potentially informative perceptual cues for bootstrapping
language acquisition. Recent cross-linguistic investigations have
more finely quantified the distinction between rhythmical classes,
finding that languages fall into rhythmical class on the basis of
two parameters: percent vowel duration within a sequence and
the standard deviation of the duration of consonantal intervals
(Ramus et al., 1999; see also Grabe and Low, 2002 for a different
measurement scheme).

In a long series of studies, it has been demonstrated that young
infants are able to discriminate languages from different rhyth-
mical classes (Mehler et al., 1988; Nazzi et al., 1998; Ramus et al.,
2000). This ability does not depend on familiarity with one or
both of the languages being tested. Infants with prenatal experi-
ence with a single language can discriminate the native language
from a rhythmically dissimilar unfamiliar language (Mehler et al.,
1988),as well as discriminate two unfamiliar rhythmically different
languages (Nazzi et al., 1998). Further, infants with prenatal bilin-
gual exposure are able to discriminate their two native languages
when those languages are from different rhythmical classes, even
though both languages are familiar (Byers-Heinlein et al., 2010).
These findings show that rhythm-based language discrimination
in newborns is not based on experience with the native language,
but instead on initial universal biases. It therefore may be the case
that the early neural response to language in neonates also reflects
similar language-universal processing.

CURRENT STUDY
The goal of the present study was to test whether neonates’ early
brain specialization for language is driven exclusively by a univer-
sal preparation for language, or whether there is influence from
prenatal language experience. To test these competing hypotheses,
we measured the patterns and location of neonates’ brain response
to a familiar (the primary language heard in utero) versus an unfa-
miliar language. Building on previous research, we compared the
pattern and location of neural responses to forward speech versus
backward speech in both a familiar and an unfamiliar language.
We tested newborn infants, an age group that has not previously
been tested for the influence of listening experience on neural
organization.

We employed NIRS to measure neural activity in neonates when
listening to familiar and unfamiliar language. Participants in the
current study were born to monolingual English-speaking moth-
ers, and each infant was tested in four language conditions. In
two forward-language conditions, neonates were played sentences
of adult-directed English and Tagalog. In two backward-language
control conditions, infants were played the same English and Taga-
log sentences reversed. Backward speech has often been used
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in neuroimaging studies exploring the brain response to lan-
guage versus no-language, including both studies with adults
(Perani et al., 1996; Carreiras et al., 2005) and infants (Dehaene-
Lambertz et al., 2002; Pena et al., 2003). Backward-language is
believed to be a useful non-linguistic control because it matches
the forward-language in both intensity and pitch, but is distinctly
non-linguistic, as humans are unable to produce some of the sound
sequences created (such as backward aspirated stops), because
words in backward speech do not have a proper syllable form,
and because the prosodic structure of sentences is disturbed.
As a consequence, infants fail to discriminate a pair of reversed
languages despite succeeding in differentiating the same pair of
forward-played languages (Mehler et al., 1988). This suggests that
backward spoken language does not carry the same linguistic
relevance as forward speech (Mehler et al., 1988; Ramus et al.,
2000).

The language stimuli used in the current study were the iden-
tical low-pass filtered sentences used in the previously described
behavioral study investigating language preference and discrim-
ination in neonates conducted by Byers-Heinlein et al. (2010).
Low-pass filtered speech has been used by many cross-linguistic
preference and discrimination studies (Mehler et al., 1988; Nazzi
et al., 1998; Byers-Heinlein et al., 2010), as the filtering is believed to
eliminate surface acoustic and phonetic cue differences between
languages that may lead to irrelevant preferences. The filtering
allows much of the rhythmical structure of the language to remain
intact, and infants’ ability to use rhythmical information to dis-
criminate between languages is thought to remain the same across
unfiltered and filtered language (Mehler et al., 1988). Filtered
speech was used in the present study as it likely mimics the
properties of language perceived in utero (Lecaneut and Granier-
Deferre, 1993). As such, we expected that the neonate response
to filtered speech should reflect how initial prenatal experience
might shape the neural response to speech. It should be noted,
however, that while there is considerable behavioral work on lan-
guage preference and discrimination using filtered speech, ours
is the first study to use filtered speech in a neural imaging study
addressing these questions. Given that some of the features of
speech important to neural localization may be removed in filter-
ing the stimulus (i.e., the fast phonetic change dynamics; Zatorre
and Belin, 2001; Poeppel, 2003; Zatorre and Gandour, 2007),
we anticipated that the neural response to filtered speech might
differ from patterns of results found previously with unfiltered
speech.

MATERIALS AND METHODS
PARTICIPANTS
Twenty full-term, healthy neonates (ranging in age from 0 to
3 days, mean age = 1.6 days) born to English-speaking mothers
were included in the analyses. All mothers reported speaking at
least 90% English during their pregnancy, and no Tagalog (19
mothers reported speaking 100% English, and one mother 90%
English and 10% Romanian). An additional 10 infants were tested,
but were excluded due to the infant becoming awake or fussy and
failing to complete the procedure (5), equipment failure (2), insuf-
ficient analyzable data (2), or parental interference (1). All infants
were tested while asleep or during a quiet state of wakefulness. All

parents of infants gave informed consent prior to beginning the
experiment.

STIMULUS MATERIALS
The language samples used in the current study we taken from
those used by Byers-Heinlein et al. (2010). Stimuli consisted of
six English sentences and six Tagalog sentences recorded by native
speakers of each language and spoken in an adult-directed man-
ner. All sentences were matched in pitch, duration, and number
of syllables, and were produced by adult native language speakers.
Sentences were low-pass filtered to 400 Hz, to remove surface seg-
mental cues while maintaining rhythmical structure and prosody.
Backward-language sentences were formed by reversing the Eng-
lish and Tagalog sentences using Praat (Boersma and Weenink,
2011). Sentence lengths in English ranged from 3.28 to 4.09 s, with
a mean of 3.55 s. Sentence lengths in Tagalog ranged from 3.07 to
4.19 s, with a mean of 3.61 s.

Each infant was tested in all four language conditions: forward
English, forward Tagalog, backward English, and backward Taga-
log. The conditions were randomly ordered across infants and
presented consecutively. The blocked design was chosen as it has
been used by many infant NIRS studies (e.g., Pena et al., 2003; for
a review see Gervain et al., 2011). Each condition lasted 5.6 min.
Within each condition, stimuli were organized within seven blocks
that each lasted 18–20 s. Each block consisted of five sentences.
There were six sentences in total for each language, and for each
block five different sentences were randomly selected. Within a
block, the five sentences were separated by brief pauses of variable
length (0.5–1.5 s), following Gervain et al. (2008). Blocks were sep-
arated from each other by 25–35 s of silence. The total testing time
for each infant was 22.4 min. The block design used is presented
in Figure 1.

PROCEDURE
Neonates were tested in a local maternity hospital, while asleep or
at rest in a bassinet. Testing occurred in a silent, private experi-
mental room. A Hitachi ETG-4000 NIRS machine with a source
detector separation of 3 cm and two continuous wavelengths of
695 and 830 nm was used to record the NIRS signal, using a sam-
pling rate of 10 Hz. For further technical details regarding the
machine, see Gervain et al. (2011).

Two chevron-shaped probes were used, each consisting of nine
1 mm optical fibers. Of these nine fibers, five were emitters and
four detectors. As such, there were 12 recording channels in each
probe. One probe set was placed over the perisylvian area of the
neonate’s scalp of the left hemisphere, with the second probe set
over the symmetrical area of the right hemisphere. The chevron
shape of the probes was situated to nestle above the infant’s ears
(see Figure 2 for image of the probes, and probes placed on infant;
see Figure 3 for probe configuration). A stretchy cap was used to
keep the probes in place. The NIRS machine used a laser power of
0.75 mW.

A MacBook laptop or a Mac Mini desktop computer running
Psyscope × (Build 36) controlled the experiment, playing the lan-
guage stimuli and sending markers to the NIRS machine. The
language stimuli were played through two speakers approximately
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FIGURE 1 |The block design used in the current study. Each infant was exposed to all four language conditions (FW, BW English; FW, BW Tagalog). Within
each language condition, infants heard seven language blocks of five sentences. Each sentence was 3–4 s in length.

FIGURE 2 | (A) Picture of chevron-shaped probes used. (B) Picture of a neonate with probes placed upon the head.

1.5 m from the infants’ head. The intensity of the stimuli was set
to 70–75 dB.

DATA ANALYSIS
Analyses were initially conducted on oxyHb and deoxyHb in a time
window between 0 and 35 s after stimulus onset to capture the full
time course of the hemodynamic response in each block (Gervain
et al., 2008). Data were averaged across blocks within the same
condition. Data were band-pass filtered between 0.01 and 0.7 Hz,
as to remove low-frequency noise (i.e., slow drifts in Hb concentra-
tions) as well as high frequency noise (i.e., heartbeat). Movement

artifacts were removed by isolating blocks in which a change in
concentration greater than 0.1 mmol × mm over a period of 0.2 s,
i.e., two samples, occurred, and rejecting the block. On average,
3.69 blocks were retained for data analysis in the English FW, 3.17
in the English BW, 3.46 in the Tagalog FW, and 3.61 in the Tagalog
BW condition. For all retained blocks, a baseline was established by
linearly fitting the 5-s preceding the onset of the block and the 5-s
beginning 15 s after the end of the block. This timeline is used to
allow the hemodynamic response function that occurs in response
to the experimental stimuli to return to the original steady state
(Pena et al., 2003; Gervain et al., 2008).
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FIGURE 3 | Configuration of probe sets overlaid on a schematic infant

head. Red circles indicate emitter fibers, while blue circles indicate detectors.
Separation in all emitter–detector channels was 3 cm. The probes were placed
on the participants’ heads using surface landmarks, such as the ears or the

vertex. Channels 1–12 were placed over the left hemisphere, while channels
13–24 were placed over the right. Probes were placed so that the
bottom-most channels (11, 12 in LH; 23, 24 in RH) ideally nestled above the
infant’s ear.

The region of interest (ROI) was defined following Pena et al.
(2003). Channels 7–12 and 19–24 were chosen as the ROI in each
hemisphere. These ROIs correspond to the lower ROIs in Pena
et al. (2003), which is the area where significant activation was
found in that study. These ROIs comprise the temporal (auditory
processing) brain areas, where one can expect to find the strongest
speech-related response.

RESULTS
The grand average results of the experiment are presented in
Figures 4 and 5. The figures show the averages of oxyHb and
deoxyHb concentration change in all blocks for each condition
across all infants. A table of the oxyHb results is presented in
Figure 6. We conducted a repeated measures analysis of variance
(ANOVA) within the target ROI (lower channels, as used by Pena
et al., 2003) with factors Language (English/Tagalog) × Direction
(BW/FW) × Hemisphere (LH/RH) separately for oxyHb and
deoxyHb, similar to Pena et al.’s (2003) analysis. The ANOVA
for oxyHb yielded a significant main effect for Direction
[F(1,19) = 5.342, p = 0.032], as BW speech gave rise to a
larger response than FW speech. The interaction between Lan-
guage × Direction was marginally significant [F(1,19) = 3.882,
p = 0.064], as FW Tagalog gave rise to a decrease in oxyHb
(inverted response), whereas FW and BW English as well as BW
Tagalog resulted in an increase in oxyHb (canonical response; sig-
nificant and marginal Bonferroni post hoc tests: FW Tagalog versus
BW Tagalog p = 0.002; FW Tagalog versus FW English p = 0.054;
FW Tagalog versus BW English p = 0.077; Figure 7). A similar
ANOVA with deoxyHb yielded no significant results.

DISCUSSION
Our findings demonstrate that the neural processing of language
is influenced by language experience even by the first few days
of life. When newborn infants listened to English (familiar) and
Tagalog (unfamiliar) language stimuli, we observed a difference

in brain response. When processing forward-played sentences of
English, neonates showed an increase in overall oxygenated hemo-
globin across both hemispheres. In contrast, when infants listened
to sentences of unfamiliar forward Tagalog, we observed a decrease
in oxygenated hemoglobin. No language familiarity effects were
found in the brain response to backward speech, as neonates had a
similar neural response to backward English and backward Taga-
log. While we observed different patterns of brain activation to
forward English versus forward Tagalog, we did not find a con-
sistent difference in the localization of brain activity between
language conditions. For both English and Tagalog, similar pat-
terns of activation were found in the temporal regions across the
left and right hemispheres. Our results therefore suggest that pre-
natal language experience does shape how the brain responds to
familiar and unfamiliar language. These results echo behavioral
findings using the same stimuli (Byers-Heinlein et al., 2010), where
neonates were shown to both prefer and discriminate a familiar
language from an unfamiliar language. However, at least with the
filtered language stimuli used in our study, we find no evidence that
the neonate brain uses distinct brain regions to process different
languages.

Our data also produced several unexpected findings. First, the
lack of any observed hemisphere differences in neonates’ response
to familiar or unfamiliar language contrasts with previous stud-
ies showing left hemisphere dominance for language processing
in young infants in the area of the planum temporale (Dehaene-
Lambertz et al., 2002; Pena et al., 2003). This is surprising given
the left lateralization of neonate brain response to language found
by Pena et al. (2003) which used very similar methodology to
our study. We propose two hypotheses to explain the difference
in hemispheric findings between the current study and Pena et al.
(2003). One possibility is that the subtle differences in procedure
led to the differential findings. While we attempted to place the
probes in similar temporal areas to Pena et al. (2003) it is impos-
sible to know if the placement was completely comparable across
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FIGURE 4 | Grand average results of the experiment. Numbers and
location of channels correspond to the placement shown in Figure 3. (A) The
oxyHb and deoxyHb response to the English FW and BW conditions. (B) The
oxyHb and deoxyHb response to the Tagalog FW and BW conditions. The
arrows indicate significant changes in concentrations in channel-by-channel
t -tests (p < 0.05, uncorrected) as compared to a zero baseline: the red

upward arrow indicates significant increase in oxyHb (canonical response),
the red downward significant decrease in oxyHb (inverted response), the blue
asterisk a significant decrease in deoxyHb (canonical response). After
correction for multiple comparisons, using the False Discovery Rate as
defined by Benjamini and Hochberg (1995), none of these comparisons
reached significance. The channel-wise results are therefore only suggestive.

studies. It may be that slightly different brain regions are being
measured, and that our study did not pick up on areas that are
lateralized to language at birth (such as the planum temporale).

However, we believe that the difference in lateralization in our
study and by Pena et al. (2003) is more likely based on the stimuli
used. While the current study used low-pass filtered samples of
speech, Pena et al. (2003) used unfiltered speech. When low-pass
filtering speech to 400 Hz, much of the segmental information,
such as consonant formant transitions, is removed, while most of
the prosodic information is retained. We believe that this alter-
ation of the speech stimuli may cause neural activation that is
more bilateral rather than left hemisphere dominant. Several lines
of research have demonstrated that different aspects of speech
are processed in different brain areas (Zatorre and Belin, 2001;
Poeppel, 2003; Zatorre and Gandour, 2007). While rapid changes
in speech (such as formant transitions in consonants) result in a
left hemisphere bias in processing, slower changes in speech (such
as prosody) result in a right hemisphere bias. This sensitivity in

brain processing has recently been evidenced in very young infants,
including neonates (Homae et al., 2006; Telkemeyer et al., 2009;
Minagawa-Kawai et al., 2011). We therefore suggest that filtered
speech, as compared to unfiltered speech, would likely empha-
size slower prosodic changes and de-emphasize faster consonant
formant transitions in the speech, therefore resulting in bilateral
activation. However, further research is needed to investigate this
hypothesis, by directly comparing the neural response to filtered
versus unfiltered speech.

A second unexpected finding in the current study was the
lack of a differential brain response to forward and backward
English. This finding also contrasts with the results from Pena
et al. (2003) where greater left hemisphere activation was found
for forward versus backward native language stimuli. Again, we
propose that this result may be affected by the nature of the
filtered speech used. As noted above, reversed speech is made
non-linguistic in nature due to two factors: First, many of the con-
sonants in backward speech cannot be produced by the human
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FIGURE 5 | Averaged oxy- and deoxyHb response for each condition, across hemisphere and channel.

FIGURE 6 | Mean oxyHb activation for the target ROI across language,

direction, and hemisphere.

vocal tract. Second, the prosodic structure of speech is disturbed
when reversed. While the filtering likely reduces the first cue to
unnaturalness, the second cue still remains in filtered backward
speech. One possible post hoc explanation for our pattern of results
is that as the filtering does maintain rhythm, neonates may be
able to detect a familiar rhythmical structure in both the for-
ward and backward English, leading to similar neural processing
of both types of English language stimuli. In contrast, the rhythm
of Tagalog is unfamiliar in both forward and backward forms,
meaning that no familiarity might lead to similar processing of
both Tagalog conditions. As infants might not be able to detect
that FW and BW Tagalog are the normal and reversed versions
of the same stimuli or come from the same language, there is no
reason to expect a similar response to these two conditions. How-
ever, this hypothetical possibility requires further refinement and
testing.

FIGURE 7 |The Language by Direction interaction in oxyHb activation

obtained in the experiment. Error bars represent SE of the mean.

Thirdly, the statistical analyses revealed a negative oxyHb
response to forward Tagalog. This hemodynamic response shape
to forward Tagalog requires further investigation. However, what is
important to note is that the size and shape of the brain response to
forward Tagalog is clearly different from the shape of the response
we obtained in the English conditions, further underscoring the
difference between the processing of the native and a non-native
language.

Regardless of the basis of the differential brain response to Eng-
lish and Tagalog, our main finding remains that neonates showed
a dissimilar pattern how the brain responds to familiar versus
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familiar language. We cannot make definitive claims as to the exact
nature of this processing difference on the basis of the results from
the current study. Nonetheless, the results do highlight this as an
area prime for future research.

Our results raise several additional questions for future study.
How much prenatal language experience is sufficient to shape the
neural response to language? Do premature infants show an equiv-
alent different response to familiar and unfamiliar languages as
found in the current study with full-term infants? Furthermore,
if infants are raised post-natally in surroundings where prenatal
and post-natal language experience differs, how might the initial
brain response to language shift during development? How much
post-natal experience with an unfamiliar language is needed to

alter neural activation? Finally, our evidence that prenatal language
experience impacts neonates’ initial neural response to language
raises the question of whether and how this early neural activation
might impact later language processing and learning of familiar
versus unfamiliar language.

CONCLUSION
In the current study, we provide the first exploration of whether
the newborn infant’s neural processing of language is influenced
by early language experience. We find a clear difference in how the
neonate brain responds to familiar versus unfamiliar language.
These results indicate that even prior to birth, the human brain is
tuning to the language environment.
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how this efficient network develops from birth and which “inborn” 
foundations endow the human brain with the unique ability to 
reach language competence. In newborns and 3 month old infants 
seminal work using functional magnetic resonance imaging (fMRI) 
and near-infrared spectroscopy (NIRS) demonstrated asymmetri-
cal responses to forward compared to backward speech especially in 
the left angular gyrus (Dehaene-Lambertz et al., 2002, 2006; Pena 
et al., 2003). Additionally, a larger sensitivity of right hemispheric 
fronto-temporal regions in response to prosodic features has been 
demonstrated already in 3 month old infants (Homae et al., 2006). 
The dominance of the right hemispheric auditory cortex for music 
processing, which relies on melodic and concise pitch information 
(Zatorre and Belin, 2001), has been recently shown to be present 
from birth: A NIRS study in newborns revealed right-lateralized 
activation during the presentation of music excerpts (Perani et al., 
2010). Taken together there is converging evidence that basic aspects 
of lateralization in the network in response to complex auditory 

IntroductIon
The analysis of acoustic features in the continuous auditory speech 
stream is a prerequisite for language acquisition in infancy. Among 
other functions it serves the segmentation of the speech stream into 
smaller units, like words and phrases (Mehler et al., 2004; Gervain 
and Mehler, 2010). This very early step of speech perception neces-
sitates temporal and spectral differentiation of the acoustic input. In 
the context of speech the differentiation of the temporal structure 
of the acoustic input is critical, as illustrated by the clinical finding 
that infants with a deficit in differentiating rapidly varying auditory 
stimuli are more likely to develop a specific language impairment 
(Benasich and Tallal, 2002; Choudhury et al., 2007). The relevance 
of categorical acoustic feature analysis during early language acqui-
sition is uncontroversial. However, knowledge on the underlying 
neuronal network and its maturation during early development is 
sparse. While in adults the brain clearly relies on functionally spe-
cialized areas to process speech (and language) little is known on 
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stimuli, necessary for speech and music  comprehension, evolve very 
early. However, because very young infants clearly lack linguistic 
and musical knowledge, an intriguing question is how acoustic 
features may “guide” the lateralized processing. With regard to 
language, psychoacoustic models propose lateralized auditory 
processing as a more general basis of the lateralization in the lan-
guage network. Supported by lesion and functional imaging data in 
adults, these models highlight that hemispheric specialization for 
different aspects of language processing may partially be driven by 
the auditory analysis. In this vein different psychoacoustic models 
proposed functional asymmetries based on spectral and/or tem-
poral feature analysis (Zatorre and Belin, 2001; Poeppel, 2003; 
Zaehle et al., 2004; Schönwiesner et al., 2005). Though they stress 
different aspects of the functional anatomy of processing complex 
auditory stimuli they partly converge because they posit differen-
tial specializations for features of such stimuli. As an example, the 
multi-time resolution model (Hickok and Poeppel, 2007; Poeppel 
et al., 2008) postulates at least two temporal integration windows 
for the processing of the auditory speech input, which operate in 
parallel. According to the model, the integration of rapidly varying 
acoustic features (20–50 ms window) fundamental for the per-
ception of phonetic contrasts, recruits areas in the left and right 
auditory cortices. Conversely, modulations of the acoustic signal 
at slower rates (150–300 ms) – more relevant for suprasegmental 
feature analysis (e.g., prosody) – are predominantly processed in the 
right hemisphere. Using noise stimuli that were modulated at dif-
ferent temporal rates within the predicted windows, Boemio et al. 
(2005) confirmed these predictions in an fMRI study in adults. In 
newborns a NIRS study used the same stimuli to explore whether 
similar lateralization can be found during a very early stage of brain 
development (Telkemeyer et al., 2009). The results indicate that 
already the newborn’s auditory cortex is sensitive to the different 
temporal features of the acoustic input. In particular we could show 
a right hemispheric lateralization for slow acoustic modulations 
to be present at birth. These results support the notion that basic 
acoustic features within the speech signal drive the hemispheric 
lateralization from the earliest stages of language acquisition.

Lateralization of speech perception based on its auditory fea-
tures and the acquisition of linguistic competence may interact. 
During human development the lateralization of linguistic process-
ing increases and consolidates (Holland et al., 2001). Experimental 
evidence for a successive lateralization of linguistic contrasts during 
early development has been supplied by longitudinal studies inves-
tigating how an initially bilateral processing of a phonemic contrast 
is progressively lateralized with increasing age (Minagawa-Kawai 
et al., 2007). Since the infant passes crucial milestones of native 
language acquisition in the first 6 months (Kuhl et al., 1992; Kuhl, 
2004; Friederici, 2005) and changes in the underlying neuronal 
mechanisms have been demonstrated (Kuhl and Rivera-Gaxiola, 
2008), we focused on the development of auditory feature analysis 
of non-linguistic stimuli in this age group.

The rationale was that processing of non-linguistic contrasts, 
potentially supporting the evolving lateralization of speech per-
ception can be investigated during the maturation of the network 
by temporally modulated noise stimuli (Boemio et al., 2005; 
Telkemeyer et al., 2009). In 6 and 3 month old infants we meas-
ured the hemodynamic and electrophysiological brain responses 

using simultaneous NIRS and EEG. With regard to lateralization 
we expected to find a pattern in both, the 3 and 6-months age-
group, similar to that reported in our previous study in newborns 
(Telkemeyer et al., 2009). Oxygenation changes as measured by 
NIRS should lateralize to the right hemisphere for the slowly modu-
lated stimuli in both age groups.

In our study in newborns we did not find differences in the elec-
trophysiological signals simultaneously assessed (Telkemeyer et al., 
2009). The transient event-related potentials (ERP) elicited by the 
onset of the auditory stimulus reliably showed that infants proc-
ess the auditory input. It did, however, not show sensitivity for the 
different modulation frequencies. Also a time-frequency analysis 
(TFA) of the electrophysiological data did not yield a reliable effect 
in response to the auditory stimulus. In newborns this may be due 
to a discontinuous EEG (Lippe et al., 2009) which does not allow for 
analyses as used in data from adults (e.g., Hoogenboom et al., 2006; 
Koch et al., 2009). However, a recent study by Pena et al. (2010) 
showed that gamma-band response and ERPs evidence differential 
processing of linguistic input in infants. They used stimuli in the 
infants’ native language and stimuli in languages of rhythmically 
similar or grossly different classes and compared 3 and 6 month old 
full-term infants to 6 and 9 month old preterm infants. The results 
are that increased gamma-band power in response to the native 
language is present at 6 months in full-term but only at 9 months in 
preterm infants. These results elegantly corroborate the hypothesis 
that neuronal maturation plays a pivotal role in the earliest steps 
of language acquisition, most likely due to acoustic features such 
as rhythmic class. In the present study we report on the results of 
ERPs and oscillatory EEG response which nicely extend these find-
ings to the processing of non-linguistic complex auditory material. 
This may be of great relevance to better understand the interaction 
between language acquisition and auditory feature analysis in the 
auditory cortex in the first 6 months of life.

With regard to the EEG data we therefore analyzed two param-
eters and their dependence on neuronal maturation:

(i) We analyzed the AEP to find out how the latency and ampli-
tude of two major components (N1, P2) change with age 
(Kushnerenko et al., 2002; Choudhury and Benasich, 2010). 
Here we expected differences in latency and amplitude of the 
early AEP components between 3 and 6 month old infants 
and were interested in whether AEPs would differ between the 
different modulation frequencies. Studies in adult subjects 
demonstrated that auditory non-speech stimuli with diffe-
rent grades of temporal variations modulate the evoked elec-
trophysiological response (Zaehle et al., 2007, 2009). Unless 
in newborns we did not find effects of temporal modulation 
frequency on the AEP, the above findings (Pena et al., 2010) 
suggest that this may evolve between 3 and 6 months.

(ii) We analyzed the oscillatory activity of neural assemblies, 
which are more sensitive to the sustained activity in response 
to the stimuli (Shahin et al., 2010). Brain oscillatory systems 
act as neural communication mechanisms, dynamically inte-
grating signals from different brain regions and are a potential 
neuronal correlate of feature binding. They are also known 
to play a crucial role in attentional processes (Lopes da Silva, 
1991; Singer, 1993, 1999). Information on the  synchronization 

Telkemeyer et al. Temporal acoustic processing in infants

Frontiers in Psychology | Language Sciences  April 2011 | Volume 2 | Article 62 | 36

http://www.frontiersin.org/language_sciences
http://www.frontiersin.org/language_sciences/archive


impairment (e.g., articulation/reading problems) during child-
hood. In 5% (n = 2) both parents reported some kind of language 
impairment during childhood.

Five subjects were excluded from further analysis because the 
experiment was ended when the infant showed signs of discom-
fort. Another three infants were excluded from the NIRS analysis 
as a result of technical problems during data acquisition. Thus, 36 
infants entered the NIRS analysis.

For the EEG analysis we included all subjects in whom at least 
50% of the segments survived the artifact correction procedure (see 
section Data Analysis). Twenty-three subjects fulfilled this criteria 
and were included in the final EEG analysis.

Three month old infants
In this group 40 healthy infants (mean age = 94 days, ± 10.3 days; 22 
boys) were measured. They had a mean gestational age of 40 weeks 
(±1.4 weeks), and their average birth weight was 3564 g (±529 g). 
Information on familial language development and handedness 
revealed that in 80% (n = 32) of the subjects both parents were 
right-handed, and in 20% (n = 8) one parent was left-handed. In 
7.5% (n = 3) one parent reported some kind of language impair-
ment during childhood, in one case language impairments were 
reported by both parents.

Two infants showed signs of discomfort leading to a discon-
tinuation of the experiment. Thus, data of 38 subjects entered the 
NIRS analysis. After artifact correction of the EEG data, the data 
of 22 infants survived our criteria (more than 50% segments after 
artifact correction) and entered the final EEG analysis.

StImulI
In analogy to our previous study in newborns (Telkemeyer et al., 
2009) we selected four different auditory stimuli from a larger 
stimulus-set published by Boemio et al. (2005). The tonal stim-
uli with a total duration of 9 s each are formed by concatenated 
noise-segments. Each noise-segment has a center frequency in the 
spectral range relevant for the discrimination of speech formants 
(1000–1500 Hz). While this spectral information is largely kept 
constant over the stimulus conditions, the temporal modulation 
of the segments was manipulated. This was achieved by modulat-
ing each noise-segment with a bandwidth of 125 Hz around its 
central frequency thereby yielding segments of varying length. In 
the present study and our previous study in newborns, segment 
lengths of 12, 25, 160, or 300 ms were assembled, thus forming 
four stimulus conditions differing in their temporal modulation. 
Because experimental time is limited in infants, we did not use the 
whole range of stimulus conditions used by Boemio et al. (2005), 
but selected two specific “time-windows” of temporal modulation 
frequencies: (1) fast (12 and 25 ms) acoustic modulations that cor-
respond to fast such as phonetic modulations within the speech 
stream; (2) slow (160 and 300 ms) acoustic modulations which are 
associated with slow (e.g., syllabic) variations within the speech 
signal (Stevens, 1998). While the two fast acoustic modulations 
correspond to modulation frequencies of 83 and 40 Hz, the two 
slowly modulated stimulation patterns correspond to modulation 
frequencies of 6 and 3 Hz. We presented 23 stimuli per condition 
with variable inter-stimulus intervals (ISI) ranging from 1 to 12 s 
(mean 4.1 s) in a pseudo-randomized order. Please note, that the 

and desynchronization between local and distant neuronal 
ensembles may hence inform our understanding of whe-
ther and how sustained auditory features are processed by 
the infant’s brain. Comparing signal power of cortical oscil-
lations in specific frequency bands after stimulus onset to a 
pre-stimulus (baseline) interval enables quantification of 
oscillatory EEG responses to the stimulus. Event-related de-/
synchronization of neuronal ensembles results in decreased/
increased oscillatory activity, respectively (Pfurtscheller and 
Lopes da Silva, 1999). This is the more relevant because the 
electrophysiological de/synchronization can be tonic, that is, 
it provides us with a measure of neuronal activity over the full 
duration of a stimulus. In the present study we therefore also 
ask whether the temporal acoustic modulations are reflected 
in the oscillatory electrophysiological response. In adults a 
simultaneous EEG and fMRI study showed that the sponta-
neous gamma power (28–40 Hz) correlates with activation in 
the left auditory cortex, while the fluctuations in the theta-
range (3–6 Hz) correlate with BOLD-contrast changes in the 
right hemisphere (Giraud et al., 2007). These data nicely fit 
into the theory of parallel lateralized processing of slow and 
fast modulation frequencies (Poeppel et al., 2008). In infants 
the recent study on rhythmic classes in early language percep-
tion suggest that the analysis of oscillatory brain responses 
to auditory stimulation in young infants may be a promising 
tool to understand maturational processes (Pena et al., 2010). 
This approach has only rarely been used (e.g., Stefanics et al., 
2007; Lippe et al., 2009) and we are aware of the explorative 
nature of such an analysis potentially complementing our 
ERP and NIRS results.

In sum, our study investigates the perception of basic auditory 
precursors relevant to the decoding of speech in infancy. The novel 
approach to combine EEG and NIRS measurements allows us to 
monitor the temporal and topographic aspects of neuronal process-
ing. Using the same set-up and experimental procedure as our 
previous study in newborns and sharing the stimuli with an fMRI 
study in adults may be of relevance for a better longitudinal under-
standing of how auditory feature analysis of linguistic material is 
shaped by more basic principles of auditory perception.

materIalS and methodS
SubjectS
We examined two groups of infants: 6 and 3 month olds. Generally 
the protocol was similar to a previous study we conducted in new-
borns (Telkemeyer et al., 2009). We acquired informed consent from 
both parents. The study protocol was approved by the local ethics 
committee of the Charité University Medicine Berlin.

Six month old infants
In this group we measured 44 healthy infants (mean age = 185 days, 
±9.5 days; 17 boys). Their mean gestational age was 40 weeks 
(±1.4 weeks), and their average birth weight was 3367 g (±487 g). 
Information on familial language development and handedness was 
obtained from the parents. In 82% (n = 36) of the subjects both 
parents were right-handed, in 18% (n = 8) one parent was left-
handed. In 9% (n = 4) one parent reported some kind of language 

Telkemeyer et al. Temporal acoustic processing in infants

www.frontiersin.org April 2011 | Volume 2 | Article 62 | 37

http://www.frontiersin.org/
http://www.frontiersin.org/language_sciences/archive


Technically light of two different wavelengths is guided to and 
from the subject’s head by fiber-optic bundles. Detector probes are 
placed pairwise some 2–3 cm from the emitting probes to collect 
the reflected light. Each source-detector pair defines a sampling 
volume. Focal changes in oxy- and deoxy-Hb are derived from the 
changes in attenuation measured at two wavelengths, based on 
the modified Beer–Lambert law (Cope and Delpy, 1988). Event-
related decreases in deoxy-Hb correlate well with BOLD-contrast 
increases, termed “activation” in the fMRI literature (Kleinschmidt 
et al., 1996; Obrig and Villringer, 2003).

We used a NIRS system (Omniat Tissue Oxymeter, ISS, USA) 
consisting of four light detectors and eight light emitters. The 
instrument works with modulated light sources at 690 and 830 nm. 
Raw data were sampled at a rate of 10 Hz. All optical probes and 
the EEG electrodes were integrated into an EEG cap (EASYCAP, 
Germany). Emitter and detector probes for the NIRS measurement 
were separated by an interprobe distance of 2.5 cm. The NIRS 
array resulted in 6 measurement volumes over each hemisphere 
(see Figure 1): (1) inferior frontal, (2) superior frontal, (3) inferior 
temporal, (4) superior temporal, (5) posterior temporal, and (6) 
temporo-parietal. The probe placement paralleled the EEG elec-
trode placement and partially corresponded to positions of the 
10–20 system (Sharbrough et al., 1991).

Electroencephalography
Electroencephalography was recorded with 17 Ag/AgCl electrodes 
(Brainproducts, Germany) also mounted with the elastic EEG cap 
(EASYCAP, Germany). Electrodes were located according to the 
10–20 system (Sharbrough et al., 1991) at the following positions: 
F3, F4, C3, C4, P3, P4, F7, F8, T7, T8, F9, F10, Fp1, Fp2, Fz, Cz, Pz, 
online-referenced against the left mastoid, with the AFz as ground 
electrode (see Figure 1). The EEG signal was recorded with a sam-
pling rate of 1000 Hz and digitized online from 0.53 to 120 Hz.

data analySIS
Near-infrared spectroscopy
Attenuation changes at 690 and 830 nm were converted into concen-
tration changes of oxy- and deoxy-Hb using the modified Lambert–
Beer law (Cope and Delpy, 1988). Data were low-pass filtered at 0.3 Hz 
(Butterworth, third order) and additionally high-pass filtered at 
0.03 Hz to correct for high-frequency noise and slow drifts and fluc-
tuations. Attenuation of movement artifacts is of special relevance in 
data recorded in infants. In line with previous infant studies using the 
same methodology (Taga et al., 2003; Minagawa-Kawai et al., 2011) we 
detected motion-induced artifacts characterized by sudden and sharp 
signal changes through visual inspection of the data. Artifacts were 
digitally marked and replaced by linear interpolation of uncontami-
nated data-points (10 data-points before and after the artifact), thus 
avoiding exclusion of whole segments or even whole data-sets. Next, 
the concentration changes of oxy- and deoxy-Hb were analyzed using 
a general linear model (GLM) approach. To increase the number of 
trials per condition the two fast modulated stimulus conditions were 
pooled (12 and 25 ms) as well as the two slowly modulated stimulus 
conditions (160 and 300 ms). Thus, the design matrix included two 
boxcar functions with the stimulus duration of 9 s relative to the onset 
of each stimulus modeling the  pseudo-randomized succession of the 
fast and slowly modulated stimuli. These predictors were convolved 

two fast (12 and 25 ms) and the two slow (160 and 300 ms)  acoustic 
modulations were pooled together for the data analysis (NIRS as 
well as EEG) to achieve a larger number of trials per condition 
(i.e., 46 fast modulated stimuli and 46 slowly modulated stimuli).

For audio-examples of the stimuli, please refer to Boemio et al. 
(2005) and Telkemeyer et al. (2009).

Procedure
Throughout the experiment the infants sat on their parent’s lap. 
To keep the experiment as transparent as possible parents were 
not acoustically masked. We considered undesirable influences by 
the parents’ behavior in response to the stimuli relatively unlikely, 
because the stimulus material consisted of artificial, noise-like stim-
uli. To sustain the infants’ attention a silent video of moving objects 
was shown temporally unrelated to the acoustic presentation. The 
auditory stimuli were presented via two stereo speakers (sound level 
of 70 dB). Stimulus presentation was controlled by Presentation 
software (V0.7.1, Neurobehavioral Systems). The experiment con-
sisted of two blocks of 10 min each, separated by a variable break 
that could be used to interact with the infant or parent if necessary. 
The total duration of the experiment was approximately 20 min. 
The experiment was interrupted whenever the infant showed any 
sign of discomfort, and continued only if infant and parent were 
willing to further participate.

data acquISItIon
Near-infrared spectroscopy
Cortical oxygenation changes in response to the auditory stimu-
lation were assessed by NIRS. Near-infrared light (λ = ∼600–
900 nm) penetrates biological tissue up to several centimeters 
depth, reaching the cerebral cortex, when applied on the head. 
Models of the neuro-vascular coupling (Fox and Raichle, 1986) 
predict that increases in neuronal activation lead to an increase 
in regional cerebral blood flow overcompensating the local 
demand in oxygen. This results in a focal cortical hyperoxy-
genation which translates into an increase in oxygenated hemo-
globin (oxy-Hb) and a decrease in deoxygenated hemoglobin 
(deoxy-Hb) concentrations. It should be noted that an increase 
in regional cerebral blood volume and an increase in blood flow 
velocity is expected in an activated cortical area (Fox and Raichle, 
1986). With regard to the NIRS parameters that translates into 
an increase in oxy-Hb and a decrease in deoxy-Hb (Obrig and 
Villringer, 2003). The debate on which parameter is more “pow-
erful” is on sensitivity and specificity. Sensitivity is larger for oxy-
Hb, partially due to the larger amplitude. Specificity, however, is 
larger for deoxy-Hb, because an increased washout of deoxy-Hb 
in an activated area can be considered a specific feature of the 
cerebral hemodynamic response as opposed to changes in hemo-
dynamics in the extracerebral tissue (Boden et al., 2007). NIRS 
unfortunately is extremely sensitive to changes in extracerebral 
hemodynamic changes. Therefore we advocate to always report 
deoxy-Hb changes also, because deoxy-Hb decreases are the 
major source of the BOLD-contrast (Steinbrink et al., 2006). The 
matter is complicated by the debate on the “typical” response 
pattern in infants, for a more detailed discussion see Obrig et al. 
(2010). We here report both increases in oxy-Hb and decreases 
in deoxy-Hb.
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rection procedure (Brain Vision Analyzer 2.0). First, each data-set 
is automatically scanned for segments with maximal voltage step of 
50 μV/ms, and maximal absolute differences of 200 μV. To ensure 
the quality of this automated procedure, each segment was again 
checked, and excluded manually if necessary.

Only participants for whom a minimum of 50% of the trials sur-
vived the artifact correction were included in the further EEG analy-
ses. In the 23 subjects included in the analysis of the 6 month olds an 
average of 30.2 ± 12.7% of the trials were removed by the artifact cor-
rection procedure (fast condition: mean = 32.2%, SD = 14.8%; slow 
condition: mean = 29.2%, SD = 13.8%). In 3 month olds 22 subjects 
were included in whom an average of 23.3% (SD = 15.8%) of the 
trials were removed (fast condition mean = 25.0%, SD = 16.0%; 
slow condition: mean = 25.3%, SD = 18.6%). A repeated measures 
analyses of variance (ANOVA) with the factor condition (fast versus 
slow acoustic variations) and age group as between-subject factor 
was performed to assess whether the amount of excluded segments 
differed across conditions and age groups. The ANOVA did not 
reveal a significant effect of condition [F(1,43) = 1.85; p = 0.18], 
and of condition × age group [F(1,43) = 2.84; p = 0.10].

with the canonical hemodynamic response function (Boynton et al., 
1996). The GLM analysis yields beta-values for oxy- and deoxy-Hb 
for the two stimulus conditions. The contrast between conditions and 
the post hoc statistical analyses (resulting in t-values) were performed 
in analogy to “Statistical Parametric Mapping,” as used for fMRI data. 
Paired t-tests were performed between left and right channels for fast 
and slow modulations, for each age group and for oxy- and deoxy-
Hb separately.

Electroencephalography
Off-line analyses were performed using Brain Vision Analyzer 2.0. 
Data were filtered off-line at 0.53 Hz low cutoff, 70 Hz high cutoff, 
and a 50 Hz notch filter (bandwidth 5 Hz, 24 dB/octave) was applied 
to attenuate line-voltage artifacts. We re-referenced the data to the 
averaged left and right mastoids. After the filtering procedure very 
noisy electrode channels were rejected. These were channels that 
showed either a flat line or signals stemming from predominantly 
technical artifacts throughout the whole experiment. Data were 
segmented into units of 10 s (1 s  pre-stimulus onset, 9 s post-
stimulus onset). We than applied a semi-automated artifact cor-

Figure 1 | (A) Details of the combined EEG and near-infrared spectroscopy 
setup. EEG was recorded from 17 scalp positions according to the international 
10–20 system (Gr = ground, A1/A2 = reference). The six measurement positions 
per hemisphere for assessing the vascular response by near-infrared 
spectroscopy are represented by all available emitter-detector pairs 

(= measurement position): (1) inferior frontal; (2) superior frontal; (3) inferior 
temporal; (4) superior temporal; (5) posterior temporal; (6) temporo-parietal. 
(B) Regions of Interest (ROIs) for the EEG analyses: left-medial: Fp1/F3/C3/P3, 
right-medial: Fp2/F4/C4/P4, left-lateral: F7/T7/F9, right-lateral: F8/T8/F10, central: 
Fz/Cz/Pz.
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(3) Analyses on peak amplitudes of fast and slow acoustic 
modulations
To test for significant differences between fast and slow modu-
lation frequencies we additionally performed peak ampli-
tude analyses (Rossi et al., 2010) of the AEP-components. 
Analysis of peak amplitude was performed because: (i) the 
analysis on mean amplitudes did not reveal a significant 
effect for the P2; (ii) mean amplitudes cannot be compared 
between age groups since the lengths of the time-windows 
differed between age groups. Statistical analyses of the peak 
amplitudes were performed on the same ROIs following the 
same schema reported for mean amplitude analyses above. 
However, we now extended the ANOVA with the between-
subject factor age group.

Time-frequency analysis. To investigate tonic differences in the 
electrophysiological response between conditions and age groups 
we performed TFA to reveal stimulus-induced changes in oscilla-
tory brain activity in the frequency range from 4 to 70 Hz. Artifact 
corrected EEG data (see above) were downsampled to 500 Hz. 
Further analysis was performed using custom-built Matlab scripts 
(version R2007a, Mathworks, Natick, MA, USA). For calculating the 
time-frequency representations from 4 to 70 Hz we used segments 
from −900 to 9000 ms relative to stimulus onset, and performed 
wavelet analyses (Morlet wavelet) on each trial (Tallon-Baudry and 
Bertrand, 1999; Jensen et al., 2002). Baseline power was calculated 
in a 850 ms pre-stimulus interval (−900 to −50 ms prior to stimu-
lus onset to avoid stimulus related contamination of the baseline 
by smearing effects). One possibility to quantify oscillatory EEG 
responses is to assess the relative increase or decrease in signal 
power of cortical oscillations in specific frequency bands in an 
interval after stimulus onset compared to a pre-stimulus interval. 
Thereby a resulting event-related synchronization or desynchro-
nization quantifies changes in signal power relative to the event 
(Pfurtscheller and Lopes da Silva, 1999). Therefore we averaged 
the time-frequency representations across the trials of the two 
fast modulated stimuli (12 and 25 ms), and the two slow acoustic 
modulations (160 and 300 ms), and displayed relative changes to 
the baseline. Fast and slow conditions comprised up to a maximum 
of 46 trials for both conditions in each infant. Relative changes 
were averaged over frequency and time. The frequency windows 
for the computation of the different frequency bands were chosen 
according to literature (Pfurtscheller and Lopes da Silva, 1999; 
Nierhaus et al., 2009). Figure 5 shows de-/synchronization in the 
frequency bands from 4–8, and 10–15 Hz from 500 to 9000 ms 
after stimulus onset. For statistical analysis we computed mean 
values across the time-frequency windows: 4–8 Hz; 500–8900 ms 
and 10–15 Hz 500–8900 ms. The mean values entered a repeated 
measures ANOVA with the within-subject factors condition and 
hemisphere and the between-subject factor age group, performed 
in the above defined ROIs.

reSultS
near-Infrared SPectroScoPy
The GLM based on the oxygenation changes yielded β-values of 
changes in oxy- and deoxy-Hb for fast (12 and 25 ms) and slow 
(160 and 300 ms) acoustic modulations. To assess lateralization they 

Analysis of auditory-evoked potentials. Auditory-evoked potentials 
(AEP) upon stimulus onset were computed for each participant and 
each experimental condition by averaging 1000 ms after stimulus 
onset referenced to a 100 ms pre-stimulus baseline. We were inter-
ested in developmental effects on the general features of the AEPs 
but also on specific effects of fast and slow acoustic modulations 
on the AEPs. Therefore we conducted three different AEP analyses:

(1) Analysis of general features of the AEPs in both age groups
To investigate how AEPs change with age we computed avera-
ged AEPs across all stimulus conditions for the 6 and 3 month 
olds separately and performed peak-latency and -amplitude 
analyses. Previous studies suggest that in infants the most pro-
minent components of the AEP occur within a time window of 
approximately 500 ms after stimulus onset (e.g., Kushnerenko 
et al., 2002; Wunderlich et al., 2006). To identify the average 
peak amplitudes and latencies of the AEP components we the-
refore ran a peak analysis for the first 500 ms after stimulus onset 
(Brain Vision Analyzer 2.0). Two peaks were identified within 
the first 500 ms after stimulus onset, and peak amplitude as well 
as peak latency for each electrode and each participant of the 
two age groups were assessed. To evaluate group differences in 
amplitude and latency we conducted univariate ANOVA sepa-
rately for latency and amplitude of each peak, using age group 
as between-subject factor. The following electrodes entered sta-
tistical analysis subdivided into five regions of interest (ROIs): 
left-medial: Fp1/F3/C3/P3, right-medial: Fp2/F4/C4/P4, left-
lateral: F7/T7/F9, right-lateral: F8/T8/F10, central: Fz/Cz/Pz.

(2) Analyses on mean amplitudes of fast and slow acoustic 
modulations
Next we analyzed differences of the AEP components with 
regard to the different stimulus conditions (fast and slow 
acoustic modulations). To increase the signal to noise ratio 
the two fast modulations (12 and 25 ms) were pooled and 
compared to the pooled slowly modulated conditions (160 
and 300 ms). To identify peaks of the components the general 
peak-latency analysis yielded values which are in line with the 
literature (Kushnerenko et al., 2002; Picton and Taylor, 2007; 
Lippe et al., 2009). The following time windows were analy-
zed: for the 6 month olds: 0–100 ms (N1), and 100–225 ms 
(P2). Due to longer latencies in the younger age group, in 
the 3 month olds different windows were used: 0–200 ms 
(N1), and 200–500 ms (P2). Because the time windows dif-
fer between 6 and 3 month olds, separate analyses on mean 
amplitudes were performed for the two age groups. The 
analysis was performed in the previously specified ROIs (left-
medial, right-medial, left-lateral, right-lateral and central). The 
repeated measures ANOVAs tested the within-subject fac-
tors condition (fast versus slow), and hemisphere (left versus 
right) the latter including left-medial versus right-medial, and 
left-lateral versus right-lateral ROIs. For the central ROI we 
calculated repeated measures ANOVA with the factor condi-
tion. When an ANOVA revealed a significant (p ≤ 0.05) main 
effect or interactions between either condition and/or hemis-
phere, post hoc paired t-tests were calculated between the next 
levels of the respective factor. Greenhouse and Geisser (1959) 
corrected significances are reported.
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showed increased responses for both, fast [position (2); oxy-Hb: 
t

(37)
 = 1.83 p = 0.038; position (5); oxy-Hb: t

(37)
 = 1.91, p = 0.032], 

and slow [position (2); oxy-Hb: t
(37)

 = 1.72 p = 0.047; position (5); 
oxy-Hb: t

(37)
 = 1.96, p = 0.029] acoustic modulations. For the fast 

acoustic modulations we additionally found a stronger response in 
the left inferior temporal position [position (3); oxy-Hb: t

(37)
 = 2.47 

p = 0.009].

electroencePhalograPhy
The analysis of the EEG data focused on two properties. First we 
report the results concerning the evoked potentials upon onset of 
the stimulus periods (AEPs representing the phasic response). To 
assess the response over the full length of the stimulation period 
we next report the results of the TFA for two frequency bands at 
4–8 and 10–15 Hz (tonic response).

Auditory-evoked potentials
General features of the AEPs in both age groups. To reveal a gen-
eral effect of maturation of the AEPs, we first calculated the aver-
aged AEPs across all stimulus conditions. Figure 3 illustrates the 

were compared by paired t-tests between hemispheres. Figure 2 
illustrates in which areas oxy- and/or deoxy-Hb responses showed 
significant lateralization (p ≤ 0.05). The upper panel illustrates the 
results in the 6 month olds the lower those in 3 month olds.

In 6 month olds (n = 36) fast acoustic modulations lead to larger 
hemodynamic responses (oxy-Hb↑ and deoxy-Hb↓) over the left 
compared to right inferior temporal position [position (3): deoxy-
Hb: t

(35)
 = −2.37, p = 0.012; oxy-Hb: t

(35)
 = 2.26, p = 0.015]. Fast 

acoustic modulations additionally elicited a larger hemodynamic 
response (deoxy-Hb↓) in the right compared to left temporo-
parietal region [position (6); deoxy-Hb: t

(35)
 = 1.83, p = 0.038].

For the slow acoustic modulations statistics confirmed a larger 
hemodynamic response (deoxy-Hb↓) in two right hemispheric 
positions [position (1): deoxy-Hb: t

(35)
 = 1.88, p = 0.034; posi-

tion (6): deoxy-Hb: t
(35)

 = 1.89, p = 0.033] in inferior frontal and 
temporo-parietal regions.

The NIRS results for the 3 month olds (n = 38) are illustrated 
in the lower panel of Figure 2. In this age group we found a larger 
increase in oxy-Hb for left compared to right hemispheric brain 
regions: Left superior frontal and posterior temporal regions 

Figure 2 | Near-infrared spectroscopy: results of the paired t-test 

performed on the hemodynamic responses (oxy-Hb; deoxy-Hb) 

comparing left versus right probe positions for fast (12 and 25 ms) and 

slow (160 and 300 ms) acoustic modulations. Each square represents one 
probe position. Positions with significant results of the paired t-test are 

color-coded: red indicates significant results in oxy-Hb, blue in deoxy-Hb. The 
size of the square indicates the level of significance; large square: p ≤ 0.01, 
small square: p ≤ 0.05. LH: left hemisphere; RH: right hemisphere. (A) Paired 
t-test results for the 6 month olds age group. (B) Paired t-test results for the 
3 month olds age group.
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infants, which was confirmed by the univariate ANOVA for peak 
amplitude over the left-lateral ROI: F(1,42) = 7.32, p < 0.01, and 
right-lateral ROI: F(1,43) = 6.95, p < 0.01. The mean amplitude 
in the 6 month olds group was −4.1 μV (range −13.6 to 1.74 μV, 
SD = 3.2 μV). In 3 month olds the mean amplitude of the N1 was 
−2.4 μV (range −7.3 to 2.75 μV, SD = 2.3 μV).

The P2 is clearly visible in the grand averages of both age groups 
(Figure 3). In 6 month old infants the P2 peaks at 226 ms on average 
(range 153–277 ms, SD = 35 ms), while in 3 month olds the peak 
occurs later at around 315 ms (range 154–453 ms, SD = 80 ms). 
The univariate ANOVA on peak latency of the P2 revealed sig-
nificant differences between age groups for all ROIs (left-medial: 
F(1,43) = 19.97, p < 0.001; right-medial: F(1,43) = 14.27, p < 0.001; 
left-lateral: F(1,42) = 22.61, p < 0.001; right-lateral: F(1,43) = 18.09, 
p < 0.001; central: F(1,43) = 17.02, p < 0.001). With regard to the 
peak amplitude of the P2 there was no difference between age 
groups.

In sum, N1 and P2 components were seen in the AEPs of both 
age groups. The N1 peaks around 60 ms in both age groups and 
increases in amplitude with age over bilateral fronto-temporal 
regions. The P2, on the contrary, decreases in latency with age 
over all regions but does not change in amplitude.

Analyses on mean amplitudes of fast and slow acoustic modula-
tions. To test whether fast and slow acoustic modulations elicit dif-
ferential phasic electrophysiological responses we computed AEPs 
separately for fast and slow acoustic modulations. Figure 4 shows 
the results separately for the two different age groups. N1- and 
P2-component are clearly seen in all conditions.

In 6 month olds the ANOVA for the N1-window (0–100 ms) 
reveal a significant effect of the factor condition only. Therefore 
we averaged the respective ROI pairs for the paired t-tests to com-
pare fast and slow modulations. In the medial ROI we found a 
larger mean amplitude of the N1 for fast compared to slow acous-
tic modulations (F(1,22) = 4.67, p < 0.04; t

(22)
 = −2.16, p = 0.04). 

In the 3 month olds the ANOVA for the N1-window (0–200 ms) 
revealed a trend for the main effect condition over the central ROI 
(F(1,21) = 4.04, p < 0.057). Here N1 was larger in amplitude for fast 
in contrast to slow modulations. The effect was most pronounced 
over Fz (see Figure 4). Separate paired t-tests for each of the three 
midline electrodes confirmed a significantly larger N1 for fast com-
pared to slow acoustic modulations (t

(18)
 = −3.65, p = 0.002) over Fz.

The analysis on the mean amplitude of the P2 (100–225 ms in 
the 6 months olds and 200–500 ms in the 3 months olds) for fast 
versus slow stimuli did not yield any statistically significant effects.

In sum, the mean amplitude analysis yielded significant dif-
ferences between the two conditions only for the N1. In both age 
groups the N1 was larger for the onset of fast compared to slowly 
modulated stimuli over bilateral fronto-central ROIs (please also 
refer to Table 1 for an overview of the results).

Analyses on peak amplitudes of fast and slow acoustic modula-
tions. We additionally performed statistical analyses on peak ampli-
tudes for N1 and P2. Both peaks (N1 and P2) were identified by 
an automatic peak detection (see section General Features of the 
AEPs in Both Age Groups). The within-subject factors condition, 
hemisphere, and the between-subject factor age group were tested by 

results for 6 month old infants (n = 23) and 3 month old infants 
(n = 22) separately. We performed peak-latency analyses on the 
AEPs between 0 and 500 ms, which revealed a first peak with a 
negative polarity (N1) followed by a second component with a 
positive polarity (P2) in the AEPs of both age groups.

In 6 month olds, the N1 peaked at 58 ms on average (range 
25–93 ms, SD = 21 ms). This component showed the same latency 
in the 3 month olds (mean 59 ms, range 27–98 ms, SD = 20 ms). The 
univariate ANOVA confirmed that there was no statistically signifi-
cant difference for peak latency in any of the ROIs. On the contrary 
the amplitude of the N1 was larger in 6 compared to 3 month old 

Figure 3 | grand average of the auditory-evoked-potentials (AePs) 

averaged across all stimulus conditions, for 6 month old infants (A) and 

3 month old infants (B).

Telkemeyer et al. Temporal acoustic processing in infants

Frontiers in Psychology | Language Sciences  April 2011 | Volume 2 | Article 62 | 42

http://www.frontiersin.org/language_sciences
http://www.frontiersin.org/language_sciences/archive


For the N1, the ANOVA revealed a significant main effect 
of condition in the medial: F(1,43) = 6.01, p < 0.02, and cen-
tral ROI: F(1,43) = 4.95, p < 0.03. The post hoc paired t-test 
for the averaged left and right medial ROI revealed a signifi-
cantly larger N1 for fast compared to slow acoustic modulations 
(t

(44)
 = −2.48, p = 0.02). The same effect was seen for the central 

ROI (t
(44)

 = −2.24, p = 0.03).
With regard to the P2 the ANOVA also revealed significant main 

effects of condition for the medial (F(1,43) = 4.35, p < 0.04), and 
central ROI: F(1,43) = 5.88, p < 0.02. The post hoc paired t-test for 
the medial ROI revealed a significantly larger P2 for slow acoustic 
modulations (t

(44)
 = −2.09, p = 0.04), which also held true for the 

central ROI (t
(44)

 = −2.45, p = 0.02).
In summary, the differential peak analyses of the AEPs for fast 

and slow acoustic modulations showed that the amplitude of the 
N1 was larger for fast compared to slow modulation frequencies. 
On the contrary the amplitude of the P2 was larger for slow when 
compared to fast acoustic modulations. These effects did not dif-
fer between age groups (please also see, Table 1 for an overview).

Time-frequency analysis
The AEP-analysis reported so far is sensitive only to the onset of the 
stimuli. To find out whether the differential stimulus features (slow 
versus fast modulations) elicit a sustained response over the full 
stimulation period we performed a TFA on the EEG data. Sustained 
differential synchronizations and desynchronizations have been 
reported in response to stimulus features in a number of systems in 
adults (e.g., gamma-synchronization and alpha-desynchronization 
in the visual system (Koch et al., 2009). Since there are very few 
reports on TFA in very young infants (e.g., Csibra et al., 2000; Pena 
et al., 2010) this analysis was explorative in nature and we could 
not make strong predictions to whether de- or synchronizations 
were to be expected and in which frequency bands such modula-
tions should be seen. Therefore a TFA over a wide spectral range 
(4–70 Hz) was performed separately for fast and slow acoustic 
modulations and in all five ROIs: left-medial: Fp1/F3/C3/P3, right-
medial: Fp2/F4/C4/P4, left-lateral: F7/T7/F9, right-lateral: F8/T8/
F10, central: Fz/Cz/Pz.

Figure 5 shows modulations in two frequency bands (averaged 
across all ROIs), that is, in the theta (4–8 Hz) and alpha-range 
(10–15 Hz).

Fast and slow acoustic modulations elicited synchronization in 
the theta-range during the first 300 ms after stimulus onset in both 
age-groups. Furthermore, ∼500 ms after stimulus onset 6 month 
olds showed a sustained desynchronization in response to the slowly 
varying stimuli in the theta-range. This desynchronization was less 
pronounced for the fast modulated stimuli. The 3 month olds did 
not show this effect. A similar but weaker desynchronization was 
seen for both conditions in this younger age group. With regard 
to the higher frequency band (10–15 Hz) only the 3 month olds 
showed a difference between the conditions. In this frequency band 
fast modulated stimuli elicited a stronger synchronization when 
compared to the slowly modulated stimuli. In the 6 month olds 
a small and unstable desynchronization was seen in this higher 
frequency range. In all higher frequency bands (including gamma) 
no de/synchronization was seen in the time-frequency plots, and 
statistical analysis confirmed this result.

repeated measures ANOVAs for the medial and lateral ROIs. For the 
analysis of the central ROI an ANOVA with the within-group factor 
condition and the between-subject factor age group was computed.
Neither the ANOVA for the peak amplitude of the N1, nor for the P2 
did reveal any effect of the between-subject factor age group. Therefore 
we averaged across the two age groups for post hoc paired t-tests.

Figure 4 | grand average of the auditory-evoked-potentials (AePs) for 

fast (12 and 25 ms) and slow (160 and 300 ms) acoustic modulations, for 

6 month old infants (A) and 3 month old infants (B).
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(see Materials and Methods). The resulting changes in oscillatory 
amplitude in each ROI entered a repeated measures ANOVA with 
the within-subject factors condition, and hemisphere, and age group 
as between-subject factor. The central ROI was analyzed using a 
repeated measures ANOVA with the factors condition and age group.

For statistical analysis of the two lower frequency bands we aver-
aged the power changes in the theta-range (4–8 Hz) and the alpha 
range (10–15 Hz) from 500 to 8900 ms. We chose this time window 
because early synchronization effects during the first hundreds of 
milliseconds after stimulus onset are likely due to the evoked response 

Figure 5 | grand average of the time-frequency analysis for fast (12 and 25 ms) 

and slow (160 and 300 ms) acoustic modulations. Displayed are the results of the 
central ROI (Fz/Cz/Pz) for 6 month old infants (A) and 3 month old infants (B). The red 

squares indicate those time-frequency ranges for which statistical analyses have 
been performed. The solid red square marks that range in which significant effects 
were found, the dashed red square indicates the range with no significant effects.

Table 1 | Overview of the statistically significant eeg and NirS results.

 AeP TFA NirS

 Mean amplitude Peak amplitude Desynchronization (4–8 Hz) Activation (oxy and/or deoxy)

  N1 P2 N1 P2  

6 mo Fast + = + − − LH > RH (3)

       RH > LH (6)

 Slow − = − + + RH > LH (1, 6)

3 mo Fast + = +  − − LH > RH (2, 3, 5)

 Slow − = − + − LH > RH (2, 5)

Displays	the	comparison	of	fast	and	slow	acoustic	modulations	for	the	two	age	groups	separately.	6	mo,	6	month	old	infants;	3	mo,	3	month	old	infants;	AEP,	
auditory-evoked	potential,	TFA,	time-frequency	analysis;	NIRS,	near-infrared	spectroscopy;	N1,	first	negativity;	P2,	second	positivity;	LH,	left	hemisphere;	RH,	right	
hemisphere;	(+),	increase;	(−),	decrease;	(=),	no	difference.	Location	of	the	areas	measured	by	means	of	NIRS	are	described	by	the	number	in	brackets	(please	also	refer	
to	Figure	1):	(1)	inferior	frontal,	(2)	superior	frontal,	(3)	inferior	temporal,	(4)	superior	temporal,	(5)	posterior	temporal,	and	(6)	temporo-parietal.
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olds, the authors conclude that the observed lateralization might 
be driven by basic acoustic features. Interestingly, their results also 
emphasize the influence of linguistic features per se (i.e., exposure to 
the native language) on the modulation of cortical brain responses, 
because they found stronger left-hemispheric activation during 
native compared to non-native speech sounds.

It should be noted, that we failed to confirm the right hemi-
spheric specialization for processing slow acoustic modulations 
in 3 month old infants. The results revealed dominant left- 
hemispheric responses for fast and slow acoustic modulations. In 
the light of our previous results in newborns (Telkemeyer et al., 
2009) and considering the results in the above mentioned studies 
in 4 month old infants (Minagawa-Kawai et al., 2011), and adults 
(Boemio et al., 2005) we do not believe that this result proves a 
discontinuity of developmental lateralization with regard to com-
plex auditory feature processing. Rather we consider experimental 
factors constitutive for this negative finding. The different levels 
of motor activity in infants during development and even more 
the ability to control and withhold from movement is one factor. 
Also inter-individual differences in response magnitude and opti-
cal parameters contributing to background optical properties vary 
greatly in adults and infants. Notably the analysis of the NIRS results 
in 3 month olds in our present study revealed significant results for 
oxy-Hb only. Both, oxy-Hb increases and deoxy-Hb decreases, are 
associated with neuronal activation (Obrig and Villringer, 2003). 
However, oxy-Hb is typically characterized by a larger amplitude 
compared to deoxy-Hb and thus more likely to yield larger effects. 
On the other hand, concentration changes in oxy-Hb are more 
susceptible to extracerebral, systemic changes in the hemodynamics 
(Boden et al., 2007).

In sum, the NIRS data reported here yield less robust effects 
compared to our previously reported results in newborns. Beyond 
differences in movement-artifacts, poorer data quality may also 
suggest that shorter stimulation periods and more repetitions may 
be a special requirement in studies of these age groups. During the 
study design we favored identical stimulation paradigms to allow 
for a comparison with the data in newborns. However, we recom-
mend the use of shorter stimulation durations for future studies 
on auditory processing, especially when longitudinal aspects over 
the first year of life are addressed.

To summarize, despite these limitations we consider the sym-
metric processing of fast and the asymmetric, right-lateralized 
processing of slow temporal modulations during the auditory 
analysis to be rather stable from early development. This laterali-
zation may contribute to the lateralization of differential linguistic 
feature analyses in the incoming auditory stream evolving in paral-
lel to language competence.

audItory-evoked PotentIalS
We simultaneously measured EEG response to the stimuli, which 
provides a superb temporal resolution allowing for an inquiry 
into temporal aspects of neural activity correlated with auditory 
processing.

Since temporal features of the stimuli may affect the waveforms 
of the evoked response we computed AEPs for the time period of 1 s 
after stimulus onset. We were interested in developmental changes 

The theta desynchronization yielded a significant interac-
tion of condition × age group in every ROI: left- and right-medial: 
F(1,43) = 8.09, p < 0.007, left- and right-lateral: F(1,42) = 6.37, 
p < 0.02, and central: F(1,43) = 7.68, p < 0.008. Furthermore, we 
found a significant main effect of condition: left- and right-medial: 
F(1,43) = 6.13, p < 0.02, left- and right-lateral: F(1,42) = 5.85, 
p < 0.02, and central: F(1,43) = 8.76, p < 0.005. Based on the results, 
we computed post hoc paired t-tests for the two age groups sepa-
rately, to compare the oscillatory activity for fast and slow acoustic 
modulations. Figure 5 shows the results of the TFA analysis for the 
central ROI exemplarily.

In 6 month olds the paired t-tests showed that slow acoustic 
modulations elicited stronger desynchronization in the theta-range 
when compared to fast modulations (lateral: t

(22)
 = 3.11, p = 0.005; 

medial: t
(22)

 = 2.91, p = 0.008; central: t
(22)

 = 3.54, p = 0.002). For the 
3 month olds the paired t-tests did not reveal significant differences 
between fast and slow acoustic modulations in the theta-range. In 
the alpha-range significant effects were found in neither age group 
and none of the ROIs.

To summarize, slowly modulated stimuli elicit a sustained desyn-
chronization in the theta-range (4–8 Hz) in 6 month old infants. 
This desynchronization is statistically larger than the response to 
the fast modulated stimuli. The effect was not seen in the younger 
infants (please see, Table 1 for an overview of the results).

dIScuSSIon
hemodynamIc reSPonSeS
Our results show that subtle auditory differences during the 
processing of complex auditory stimuli elicit a differential pattern 
of brain activation in infants. NIRS revealed a lateralized brain 
response for 6 month old infants, similar to the reported find-
ings newborns (Telkemeyer et al., 2009) and in adults (Boemio 
et al., 2005). Fast acoustic modulations (12 and 25 ms) lead to 
an activation of bilateral temporal brain regions. On the contrary 
slow acoustic modulations (160 and 300 ms) resulted in a greater 
right-lateralized hemodynamic response in the temporal region. 
These results are in line with the assumptions of the multi-time 
resolution model linking hemispheric specialization for language 
features to an asymmetry in cortical tuning (Hickok and Poeppel, 
2007; Poeppel et al., 2008). The model proposes that hemispheric 
lateralization during language perception partially results from the 
temporal features in the speech signal. Thereby, left and right audi-
tory cortices are differentially specialized for the acoustic analysis in 
at least two different temporal integration windows (Poeppel, 2003; 
Poeppel et al., 2008). Bilateral auditory cortex areas are thought 
to decode fast acoustic modulations, specifically relevant for the 
decoding of segmental such as phonological information within 
the speech stream. Slow acoustic modulations, relevant for the per-
ception of suprasegmental language features, like prosodic infor-
mation, are mainly processed in right hemispheric cortical brain 
regions. A recent NIRS study in 4 month old infants comparing 
different speech and non-speech conditions observed right hemi-
spheric activation for slowly modulated emotional voices, whereas 
speech sounds and scrambled non-speech sounds, both comprising 
fast acoustic variations, elicited leftward activation (Minagawa-
Kawai et al., 2011). Similar to our results in newborns and 6 month 
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tion or a preference of the infants toward the slowly varying stimuli. 
Such slow acoustic variations can be found in prosodic features 
of the speech signal. Studies investigating language acquisition in 
infancy emphasize the role of suprasegmental, prosodic informa-
tion (Gleitman and Wanner, 1982; Jusczyk, 1997) during language 
development as they aid the segmentation of the speech stream into 
smaller units such as words (Jusczyk et al., 1999). Behavioral stud-
ies demonstrated that infants prefer the so called infant-directed 
speech mode adults use when addressing infants which is char-
acterized by accentuated prosodic features (Werker and McLeod, 
1989; Cooper and Aslin, 1990). This finding suggests that infants 
are more attracted by prosodically modulated features.

Oscillatory responses
In contrast to the AEPs reflecting the effects of temporal varia-
tion during the early acoustic analysis, the TFA is a marker of the 
sustained electrophysiological response. In both age-groups fast 
and slow acoustic modulations elicited a theta synchronization 
during the first 300 ms after stimulus onset, which is probably 
associated with the AEP (Bruneau et al., 1993). This result is in 
line with Fujioka and Ross (2008) who compared a violin tone 
to noise-burst stimuli to 4–6 year old children while measuring 
MEG. The authors report a synchronized theta response dur-
ing the first ∼200 ms after stimulus onset without any difference 
between the two acoustic stimulations and between hemispheres. 
Further, the authors reported a desynchronization in the alpha 
range (8–12 Hz) starting ∼400 ms after stimulus onset. These may 
be similar to the classical Berger-effect in the visual system (Berger, 
1929). Our results also revealed a desynchronization beginning 
∼500 ms after stimulus onset. However, we found this desynchro-
nization in lower frequencies (between 4 and 8 Hz). In 6 but not 
in 3 month old infants, slow acoustic modulations elicited a sig-
nificantly stronger desynchronization compared to fast acoustic 
modulations in that frequency band, hence, suggesting an effect of 
development. Processing sounds with complex spectrotemporal 
structure might become more refined with age. A developmental 
study investigating the phase-locked oscillatory response to musi-
cal tones revealed an increase in phase-locking of theta oscilla-
tory activity with age (Shahin et al., 2010). Furthermore, it has 
been demonstrated that the response to speech sounds in children 
matures more rapidly than response to non-speech sounds (Pang 
and Taylor, 2000). Therefore one could speculate, that 6 but not 
3 month old infants perceive the slow acoustic modulations at 
least as more familiar sounds compared to the fast acoustic vari-
ations. We did not find oscillatory activity in higher frequency 
bands, probably due to the fact, that the power of spontaneous 
oscillations shifts from lower to higher frequencies over early 
development (Shahin et al., 2010).

concluSIon
The present study used simultaneous assessment of hemodynamic 
and electrophysiological brain responses to investigate the percep-
tion of temporal features of non-linguistic complex acoustic stim-
uli. Subtle auditory differences during the processing of complex 
auditory stimuli elicit a differential pattern of brain activation in 
infants. Our NIRS results support the notion that language-specific 
hemispheric asymmetries are partially driven by acoustic features of 

of the general AEPs in response to auditory stimulation. The aver-
aged AEPs across all stimulus conditions for both age groups are 
characterized by an early negative component (N1) followed by a 
large positivity (P2), mainly in fronto-central positions. Our results 
show, that the latency of the N1 at around 60 ms did not differ 
between the two age groups, whereas the amplitude increases with 
age. Previous results also described such a negative component to be 
present in the AEPs in newborns and young infants (Novak et al., 
1989; Wunderlich et al., 2006). Comparable to our data, the N1 
increases in amplitude with development until a discrete compo-
nent is clearly observed in adulthood (Sussman et al., 2008). Kujala 
and Näätänen (2010) suggest that the increased amplitude of the 
N1 reflects an increased fine-grained cortical mapping. However, 
whether the observed component in infants parallels the N1 com-
ponent in adults remains under debate (Lippe et al., 2009).

In line with previous research our results furthermore indicate 
that the infant’s AEPs are dominated by a large positivity, espe-
cially over fronto-central electrodes and show less discrete com-
ponents compared to adults (Ceponiene et al., 2002; Kushnerenko 
et al., 2002; Picton and Taylor, 2007). Similar to previous findings 
(Wunderlich et al., 2006; Pena et al., 2010) the comparison of the 
two age groups showed, that the P2 decreases in latency, from a 
mean peak at 315 ms in 3 month olds to 226 ms in 6 month old 
infants. In adults the peak of the P2 is described at around 150–
200 ms (Näätänen and Picton, 1987; Lippe et al., 2009), in infants 
it varies around 200–250 ms (Picton and Taylor, 2007). Hence, 
with increasing brain maturation the latency of the P2 decreases.

Besides these developmental effects on the morphology of the 
averaged AEPs, we investigated whether differences in the tem-
poral features of the stimuli modulate the AEP-components. 
Thus, we compared the amplitude of the AEPs for fast and slow 
acoustic modulations in the two age groups. In both age groups 
we found an increased amplitude of the N1 for fast compared to 
slowly modulated stimuli, primarily in fronto-central electrodes. In 
adults, acoustic information is consciously perceived after around 
80 ms after stimulus onset (Näätänen and Winkler, 1999). It has 
been proposed that at least in adults a discriminable change of 
any feature of a continuous sound would elicit an N1 (Näätänen 
and Winkler, 1999). Thus, the N1 is associated with sound detec-
tion and is sensitive to physical aspects of the auditory stimulus 
(Näätänen and Picton, 1987) including the temporal modulation 
of the total acoustic energy (Ceponiene et al., 2005). Hence, the 
enhanced response to fast acoustic modulations in our results might 
be associated with the higher number of acoustic changes during 
the fast condition (acoustic modulations occur every 12, and every 
25 ms, respectively), compared to the slow modulation condition 
(every 160 and 300 ms).

In both age-groups the amplitude of the P2 was larger for slowly 
modulated stimuli. However, the functional role of this positivity 
is not fully understood. In contrast to the N1, the P2 is modulated 
by consciously perceived, stimulus-specific features, such as emo-
tional content or the salience of the stimulus (Ceponiene et al., 
2005; Spreckelmeyer et al., 2009). Deregnier et al. (2000) reported 
an increased amplitude of the P2 elicited by maternal voice com-
pared to a stranger’s voice already in newborn infants, suggesting 
an effect of attention. Therefore, the here observed increased P2 
during slow acoustic modulations may indicate an increased atten-
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Assessing signal-driven mechanisms in neonates: brain 
responses to temporally and spectrally different sounds
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Past studies have found that, in adults, the acoustic properties of sound signals (such as fast 
versus slow temporal features) differentially activate the left and right hemispheres, and some 
have hypothesized that left-lateralization for speech processing may follow from left-lateralization 
to rapidly changing signals. Here, we tested whether newborns’ brains show some evidence 
of signal-specific lateralization responses using near-infrared spectroscopy (NIRS) and auditory 
stimuli that elicits lateralized responses in adults, composed of segments that vary in duration and 
spectral diversity. We found significantly greater bilateral responses of oxygenated hemoglobin 
(oxy-Hb) in the temporal areas for stimuli with a minimum segment duration of 21 ms, than 
stimuli with a minimum segment duration of 667 ms. However, we found no evidence for 
hemispheric asymmetries dependent on the stimulus characteristics. We hypothesize that 
acoustic-based functional brain asymmetries may develop throughout early infancy, and discuss 
their possible relationship with brain asymmetries for language.

Keywords: near-infrared spectroscopy, neonates, functional lateralization, auditory cortex, hemispheric specialization, 

development

 lateralization of language in adults. Indeed, language is a very com-
plex signal defined at several hierarchical levels (features, phonemes, 
morphemes, utterances), the acoustic correlates of which use the 
entire spectrum of cues, from very short temporal events to complex 
and rather slow spectral patterns (see also Minagawa-Kawai et al., 
2011a). Nonetheless, the idea that signal characteristics provide an 
initial bias for left/right lateralization is theoretically attractive, as it 
would reduce the number of specialized brain networks stipulated 
in infants, and makes important predictions regarding the develop-
ment of functional specialization for speech on the one hand, and 
the biases affecting auditory processing even in adults.

Therefore, it is not surprising that this view has inspired a great 
deal of research over the past 10 years. Over this period of time, a 
number of operational definitions of precisely what in the acoustic 
signal determines lateralization have been proposed. Some of the 
acoustic candidates proposed to determine the hemispheric domi-
nance include the rate of change (Belin et al., 1998), the duration 
of constituent events (shorter leads to left dominant; Bedoin et al., 
2010), the type of encoding (temporal versus spectral, Zatorre and 
Belin, 2001), and the size of the analysis window (Poeppel et al., 
2003). Among these many hypotheses, two dominant views are 
emerging. The multi-time-resolution model (Poeppel et al., 2003) 
stipulates that the left and right hemispheres are tuned to different 
frequencies for sampling and integrating information. Specifically, 
the left (or bilateral) cortices perform rapid sampling of small inte-
gration windows, whereas the right cortices perform slow sampling 
over a rather large integration window (Hickok and Poeppel, 2007; 
Poeppel et al., 2008). The temporal versus spectral hypothesis (Zatorre 
and Belin, 2001) emphasizes the trade-off that arises between the 
representation of speech that have good temporal resolution and 

IntroductIon
There is a considerable gap between what we know about the lan-
guage brain networks in adulthood and the development of this 
network in infancy. At the root of this gap is the lack of non-invasive, 
infant-friendly imaging tools. In the past decade, multi-channel 
near-infrared spectroscopy (NIRS) has generated a lot of interest, 
as it can measure infants’ cerebral cortex hemodynamic responses 
with a spatial resolution of about 2–3 cm and is as innocuous as 
electroencephalography (EEG; Minagawa-Kawai et al., 2008 for 
a review). One of the issues that remain largely unsettled is the 
developmental origin of the left lateralization for language that 
is observed in adults (see Minagawa-Kawai et al., 2011a). At least 
two general hypotheses have been put forward; the domain-driven 
hypothesis postulates that there brain networks specifically dedi-
cated to language (see Dehaene-Lambertz et al., 2006, 2010). The 
signal-driven hypothesis holds that specialization for higher cogni-
tive functions emerges out of interactions between sensory signals 
and general learning principles (see Elman et al., 1997). In par-
ticular, the left–right asymmetry for language found in adults has 
been tied to a structural preference of left cortices for fast changing 
signals as opposed to slow changing signals. Such patterns have been 
supported by brain data collected on human adults (Zatorre and 
Belin, 2001; Boemio et al., 2005; Schonwiesner et al., 2005; Jamison 
et al., 2006), animals (Wetzel et al., 1998; Rybalko et al., 2006), and, 
more recently, infants (Homae et al., 2006). In this general instan-
tiation, the left hemisphere is preferentially involved in processing 
rapid changes such as those that distinguish phonemes, whereas 
the right hemisphere is more engaged in spectral processing such 
as that required for the discrimination of prosodic changes. The 
fast/slow distinction in itself cannot be sufficient to account for the 
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those that have good spectral resolution. Temporal information 
would be represented most accurately in the left hemisphere and 
spectral information in the right hemisphere. Even though these 
hypotheses have a family resemblance, they are conceptually dis-
tinct, and have given rise to distinct sets of stimuli, which vary in 
the lateralization patterns they elicit in different brain structures.

In general, signal-driven asymmetries have most frequently 
been observed in the superior temporal gyrus (STG), particularly 
the auditory cortex (Belin et al., 1998; Zatorre and Belin, 2001; 
Jamison et al., 2006). In addition, anterior and posterior superior 
temporal sulcus (STS) (Zatorre and Belin, 2001; Boemio et al., 
2005), as well as the temporo-parietal region (Telkemeyer et al., 
2009), have been reported to be sensitive to the acoustic properties 
of stimuli. Regarding lateralization, some studies document left 
dominance for fast stimuli and right dominance for slow ones, 
whereas other studies only report half of this pattern (typically, 
only right dominance for slow stimuli; e.g., Boemio et al., 2005; 
Britton et al., 2009). We believe that some of this diversity could be 
due to using different stimuli and different fractioning of regions 
adjacent to the auditory cortex (see Belin et al., 1998; Giraud et al., 
2007). Therefore, it becomes imperative to assess the existence of 
signal-driven asymmetries early on in development using a range 
of different stimuli.

The first infant studies documenting variable lateralization pat-
terns in response to auditory stimulation typically focused on the 
contrast between speech and non-speech. For example, Peña et al. 
(2003) found that the newborn brain exhibited greater activation 
in the left hemisphere when presented with forward than with 
backward speech. Sato et al. (2006) replicated this effect for the 
newborns’ native language, but documented symmetrical temporal 
responses to forward and backward speech in a language not spoken 
by the newborns’ mothers. These results suggest that experience 
may modulate left dominance in response to speech; however, since 
forward and backward speech (native or non-native) are similar in 
terms of the fast/slow distinction, these results cannot shed light 
on the possible existence of signal-driven asymmetries.

In fact, only one published study has tested one implementa-
tion of the signal-driven hypothesis in newborns. Telkemeyer et al. 
(2009) presented newborns with stimuli previously used on adults 
by Boemio et al. (2005). The stimuli set used in the newborn study 
consisted in static tones concatenated differently in the different 
conditions, so as to vary their temporal structure. There were two 
fast conditions, obtained by concatenating segments of either 12 or 
25 ms of length; and two slow conditions, where segments where 
either 160 ms or 300 ms of duration (the adult version had two 
additional conditions, where segments were 45 and 85 ms in dura-
tion; and a second set of frequency modulated tones with the same 
temporal manipulations). The adult fMRI study by Boemio et al. 
(2005) had documented a bilateral response to the temporal struc-
ture, such that there were linearly greater activation with greater 
segment length in both left and right STS and STG. Telkemeyer et al. 
(2009) measured oxy- and deoxy-Hb changes using six NIRS chan-
nels placed over temporal and parietal areas in each hemisphere. 
The results reported only included deoxy-Hb signals on three NIRS 
channels in each hemisphere; one of these three channels exhib-
ited a greater activation over the right temporo-parietal area for 
the 160 and 300 ms conditions. This last result, however, was not 

particularly strong statistically, as the greater activation in the right 
hemisphere was only significant on a one-tailed, uncorrected t-test. 
In addition, results showed an overall stronger bilateral response 
for stimuli using 25 ms modulations compared to all other dura-
tions. Thus, in neither the adult nor newborn data did those stimuli 
modulate the activation of the left hemisphere. Both of these results 
are in line with a recent version of the multi-temporal-resolution 
model that proposes that temporal structure modulates activation 
bilaterally (Poeppel et al., 2008).

However, as we mentioned above, this is not the only instantia-
tion of the signal-based hypothesis, and different sets of stimuli 
have led to more or less clear-cut lateralization patterns. In the 
study presented here, we re-evaluate the possibility that new-
borns’ functional lateralization can be modulated by acoustic 
characteristics of the auditory stimulation using a set of stimuli 
that vary in both temporal and spectral complexity; and which 
has elicited a clear left–right asymmetry in adults according to 
both PET (Zatorre and Belin, 2001) and fMRI (Jamison et al., 
2006). These adult data suggested that left temporal cortices were 
most responsive to fast, spectrally simple stimuli; whereas spec-
trally variable, slow stimuli elicited greater activation in right 
temporal cortices. As noted above, newborn studies sometimes 
lack statistical power. We tried to maximize the statistical power 
in the present study in several ways. First, we selected a small 
subset of 3 out of the original 11 conditions used by Zatorre and 
Belin (2001), selecting an intermediate case with long duration 
and little variability (“control”) as well as the two most extreme 
conditions, namely brief, 21 ms segments with little spectral vari-
ability across them (fixed at 1 octave jumps; “temporal”); and 
long, 667 ms segments with greater spectral variability across sub-
sequent segments (any of eight different frequencies could occur; 
“spectral”). Fewer conditions ensured more trials per condition; 
and the choice of extreme temporal and spectral characteristics 
enhanced the probability of finding signal-driven asymmetries. To 
further increase the power, the artifacts were rejected so as to keep 
as much good data as possible (for instance, an artifact in the mid-
dle of a trial will not necessarily yield a removal of the entire trial, 
but only of the section of signal that was artifacted). In addition, 
we measured signals from both small (2.5 cm) and large (5.6 cm) 
separations between probes and detectors, potentially opening 
up the possibility of measuring “deeper” brain regions; and we 
provide data for a total of 14 channels per hemisphere. With 
this configuration, we could sample at several of the potential 
candidates for asymmetries: STG involving auditory cortex (one 
shallow and deep channels), anterior STG and STS (two channels), 
and temporo-parietal (one channel – similar to the one showing 
a trend toward an asymmetrical activation in Telkemeyer et al., 
2009). Finally, we have investigated both oxygenated hemoglobin 
(oxy-Hb) and deoxy-Hb, while only deoxy-Hb was reported in 
the previous newborn study looking at the question. Although 
it has been argued that deoxy-Hb is less affected by extracer-
ebral artifacts than oxy-Hb (see Obrig et al., 2010; and Obrig 
and Villringer, 2003, for important considerations regarding the 
two measures), most previous NIRS research on infants focuses 
on oxy-Hb, which appears to be more stable across children. In 
a recent review, Lloyd-Fox et al. (2010) report that of all infant 
NIRS studies published up to 2009, 83% reported increases in 
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MaterIals and Methods
PartIcIPants
Thirty-eight newborns were tested; we excluded nine infants 
who did not have enough data due to movement artifacts, loose 
attachment, or test interruption due to infant discomfort. The 
final sample consisted of 29 infants (15 boys), tested between 0 
and 5 days of age (M = 2.41), for which we obtained the equiva-
lent of at least 10 full analyzable trials per condition, for more 
than 50% of the channels. Parental report indicated that both 
parents were left handed in one case (<5%), and one parent was 
left handed in seven cases (<25%). All infants were full-term 
without medical problems. Consent forms were obtained from 
parents before the infants’ participation. This study was approved 
by the CPP Ile de France III Committee (No. ID RCB (AFSSAPS) 
2007-A01142-51).

oxy with stimulation, 6% decreases, 1% no change, and 3% did 
not report it; in contrast, 28% reported increases in deoxy with 
stimulation, 17% decreases, 19% no change, and 36% did not 
report it altogether. Our analyses below concentrate on oxy-Hb; 
results with deoxy-Hb, showing the same pattern but with weaker 
significance levels, are reported in Table A1 in Appendix.

We expected that through the combination of these strategies, we 
would be able to document signal-based asymmetries as elicited by 
maximally different stimuli in terms of their spectral and temporal 
composition. Based on the previous adult work carried out with 
these same stimuli, we predicted that, if temporal and spectral char-
acteristics drove lateralization early on in development, temporal 
stimuli should evoke larger activations than control stimuli in the 
LH, and spectral stimuli should evoke larger activations in the RH 
when compared to control stimuli.

Table 1 | Levels of activations (oxy-Hb changes) for temporal, control, and spectral conditions.

Channel

 Temporal Control Spectral

β T N p (unc) p (corr) β T N p (unc) p 

(corr)

β T N p 

(unc)

p (corr)

LeFT SHaLLow

 1 MFG/IFG 0.0129 2.49 28 0.022 ns

 2 IFG 0.0122 2.11 29 0.046 ns 0.0111 1.75 29 0.088 ns

 3 aSTG 0.0208 3.20 28 0.004 ∼
 4 STG/IFG 0.0223 3.99 29 0.001 0.008

 5 Precentral 0.0170 2.59 29 0.017 ns

 6 STG/STS 0.0154 1.86 29 0.072 ns 0.0117 2.09 29 0.048 ns 0.0117 1.95 29 0.063 ns

 7 STG 0.0165 2.96 29 0.008 ns 0.0150 2.37 29 0.028 ns 0.0208 2.60 29 0.017 ns

 8 SMG 0.0208 3.16 29 0.005 ∼ 0.0156 2.07 29 0.050 ns

10 SMG/pSTG 0.0156 2.64 29 0.016 ns

LeFT deeP

4a FG/TG 0.0162 2.92 29 0.008 ns 0.0118 1.78 29 0.084 ns 0.0122 1.75 29 0.088 ns

4b  FG/postcent 0.0149 2.87 28 0.009 ns 0.0099 2.11 28 0.047 ns

7a  STG/SMG 

postcentral/

0.0265 3.43 28 0.002 0.037 0.0122 2.41 29 0.025 ns

7b TG/FG 0.0160 2.24 29 0.036 ns 0.0181 2.36 28 0.028 ns

RigHT SHaLLow

 1 MFG/IFG 0.0173 2.18 29 0.041 ns −0.011 −1.87 28 0.072 ns

 2 IFG 0.0200 2.95 29 0.008 ns

 4 STG/IFG 0.0259 5.27 29 0.000 0.000 0.0163 2.49 29 0.021 ns 0.0178 2.43 29 0.024 ns

 5 precentral 0.0131 1.90 29 0.068 ns 0.0221 3.34 29 0.003 0.044

 6 STG/STS 0.0194 3.14 29 0.005 ∼
 7 STG 0.0218 3.74 29 0.001 0.016 0.0155 2.14 29 0.044 ns 0.0135 2.05 29 0.052 ns

 8 SMG 0.0229 3.85 29 0.001 0.011

10 SMG/pSTG 0.0131 2.30 28 0.032 ns

RigHT deeP

4a FG/TG 0.0178 2.82 29 0.011 ns

4b  FG/postcent 0.0169 3.31 29 0.003 0.050

7a  STG/SMG 

postcentral

0.0252 4.84 29 0.000 0.001 0.0172 2.62 28 0.016 ns

7b/TG/FG 0.0134 2.93 29 0.008 ns

N, number of children contributing data for that channel and condition; unc, uncorrected; corr, corrected. MFG, middle frontal gyrus; IFG, inferior frontal gyrus; a, 
anterior; STG, superior temporal gyrus; STS, superior temporal sulcus; p, posterior; MTG, middle temporal gyrus; FG, frontal gyrus; TG, temporal gyrus.
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and so forth). Therefore, the stimuli with a base duration of t 
contained segments of varying duration, whose average was Σ

n
 

n.2−n/Σ
n
 2−n ∼ 2t. This random sampling procedure was chosen in 

order to avoid the appearance of a low frequency spectral compo-
nent that would have arose if a strict alternation had been used. 
We truncated the original stimuli in Zatorre and Belin (2001) 
to last 10 s (1 trial = 10 s stimulation). Trials belonging to the 
three conditions were presented in random alternations. A jittered 
silence period was inserted between the trials (8–14 s). A run was 
the concatenation of eight trials of each type (i.e., a total of 24 
trials per run). Infants we presented with 2 or 3 runs depending 
on their state; for a total of 24 trials per condition, or 72 trials in 
overall total. Specifically, if the infant was calm enough without 
too much movement even after the two runs, we kept on record-
ing. Twenty-one out of the 29 infants included finished all 3 runs; 
in average, infants completed 2.7 runs.

Procedure
Changes in hemoglobin concentrations and oxygenation levels in 
the bilateral temporal and frontal areas were recorded using NIRS. 
Our NIRS system (UCL-NTS, Department of Medical Physics 
and Bioengineering, UCL, London, UK; Everdell et al., 2005) 
continuously emits near-infrared lasers of two wavelengths (670 
and 850 nm) from four sources on each pad, each of them being 
modulated by a specific frequency for source separation. The light 
transmitted through scalp and brain tissues is measured by four 
detectors on each pad, as shown in Figure 2. This configuration 
provides data from 10 channels between adjacent source-detector 
pairs, at a distance of 25 mm; and four channels between non-
adjacent pairs, at a distance of 56 mm. According to Fukui et al. 
(2003)’s model on light penetration in newborns, the NIR light 
remains in a shallow area of the gray matter with separations of 
20–30 mm, but it may go into white matter with 50 mm separations. 
Therefore, we will call the first 10 “shallow,” and the other 4 “deep.” 
Channel numbering goes from anterior to posterior, with deep 
channels coded with the same number, as a shallow counterpart 
that travels in the same region and a letter (a/b).

The NIRS recording was performed in a sound-attenuated room. 
In attaching the probes, we used the international 10–20 system 
as a reference, aligning the bottom of the pad with the T3–T5 line 
using anatomical landmarks. Once the cap was fit, the stimuli 
were presented from a loudspeaker at about 80 dB measured at 
the approximate location of the infant’s head. The infants were 
inside their cots while they listened to the stimuli; all of them were 
asleep for most or all of the study.

data analysIs
Preprocessing
We used the modified Beer Lambert Law to convert intensity sig-
nals into oxy- and deoxy-Hb concentration. Movement artifacts 
are typically detected through the application of a threshold on 
signal change measured by the difference between successive sam-
ples for each channel (e.g., Peña et al., 2003; Gervain et al., 2008). 
Unfortunately, this strategy cannot be applied to deep channels, for 
which the signal-to-noise is very low, due to high signal attenuation 
because of a longer path length through brain tissues. An applica-
tion of the standard thresholds for deep channels would result in 

stIMulI
The stimuli were pure-tone patterns which varied in their spectral 
and temporal properties as shown in Figure 1 using two param-
eters: f, the frequency separation between two adjacent tones, 
and t, the base duration of a tone segment. The original stimuli 
in Zatorre and Belin (2001) included a five-step continuum of 
stimuli varying in spectral complexity, a five-step continuum of 
stimuli varying in temporal complexity, and a control condition 
(see Figure 1 of Zatorre and Belin, 2001 for more details). Among 
them, we selected two conditions that constituted the extreme 
exemplars of the spectral and temporal continua, respectively, 
plus the control condition (Zatorre and Belin, 2001). The acoustic 
parameters of the stimuli in these three conditions are as follows. 
The control stimuli (low spectral complexity – long duration) con-
sisted in randomly selected pure tones of either 500 or 1000 Hz (a 
frequency separation of one octave, i.e., f = 1200 cents) and a long 
base duration (t = 667 ms). These had low spectral complexity 
because only two frequencies were used; this is evident in the long 
term spectrum shown in Figure 1 (top panel). Spectral stimuli 
(high spectral complexity – long duration) had the same temporal 
properties as the control stimuli (t = 667 ms), but consisted of 
tones selected from a set of 33 frequencies, roughly spaced by 1/32 
of an octave, between 500 and 1000 Hz (minimum separation 
f = 37.5 cents, see the more complex long term spectrum, Figure 1, 
bottom right). Temporal stimuli (low spectral complexity – short 
duration) kept the spectral properties identical to those in the 
control condition, with randomly selected tones of either 500 or 
1000 Hz (f = 1200 cents), but used a much shorter base duration 
(t = 21 ms). The stimuli were generated through a random sam-
pling procedure respecting the following distribution: if the base 
duration was t for a condition, the actual duration of a tone of 
a given frequency varied from t to nt, where n is an integer, with 
probability of 1/2n. Therefore, the highest probability of occur-
rence (1/21 = 0.5) is equal to the shortest duration (t). The next 
longer tone would have a duration of 2t, and would occur with 
a probability of 1/22 = 0.25 (a probability for 3t is 1/23 = 0.125 

FiguRe 1 | Schematic representation of the auditory stimuli. Each pair of 
panels shows a stimulus sequence represented on the left as a spectrogram 
(frequency as a function of time) and on the right as a Fourier spectrum 
(amplitude as a function of frequency). The top pair of panels shows the 
control stimulus: two tones with a frequency separation f of 1200 cents (one 
octave) with the fastest temporal change of t = 667 ms. The bottom two 
panels represent temporal and spectral conditions. The figure is adapted from 
Zatorre and Belin (2001) with permission (No. 2681761435248).
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1.5 mM·mm in 100 ms. The channel-based movement artifacts 
were computed by taking the set theoretic union of the movement 
artifacts of the two probes (sources and detectors) defining a par-
ticular channel. Additionally, if there were less than 20 s between 
two regions of artifact, the intervening signal was esteemed to be 
too short for a proper analysis (20 s is the duration of a typical 
hemodynamic response from the brain) and was also coded as 
artifacted. In brief, this method profits from the relatively good 
signal-to-noise ratio of the surface channels to detect probe-based 
movement artifacts, and then applies the temporal definition of 
these artifacts to the analysis of both surface and deep channels.

Non-linear detrending was achieved through applying a general 
linear model (GLM) to the data of each channel, introducing sine 
and cosine regressors of periods between 2 min and the duration 
of the run (8 min), plus a boxcar regressor for each of stretch of 
non-artifacted data (to model possible changes in baseline after 
a movement artifact). The artifacted regions were silenced (that 
is, given a weight of zero in the regression; this is mathematically 

removing almost all of the signal. We therefore developed a probe-
based artifact rejection technique based on the consideration that 
movement artifacts should theoretically affect probes (i.e., poor 
probe attachment where a given source or detector is not close 
enough to the skin), rather than individual channels. Therefore, we 
applied artifact detection not on the individual channels signals, 
but to the average of all of the signals relevant for a given probe. 
Naturally, movement artifacts could affect multiple probes; but 
then they will also affect all the individual channels associated with 
each of those probes. As in Gervain et al. (2008) and Peña et al. 
(2003), we used total-Hb (previously band-pass filtered between 
0.02 and 0.7 Hz). Total-Hb is used with the reasoning that a move-
ment artifact should affect both wavelengths, and therefore both 
oxy and deoxy-Hb. A segment of signal was labeled as artifacted 
if two successive samples (separated by 100 ms because of the 
10 Hz sampling rate) differed by more than 1.5 mM·mm (as in 
Peña et al., 2003). This threshold operates under the assumption 
that hemodynamic responses normally do not change more than 

FiguRe 2 | (a) Design of the probe array showing distribution and 
separation of sources and detectors. Location of the 10 shallow channels 
(1–10) and 4 deep ones (4a,b and 7a,b) on an infant’s head. Crosses indicate 
detectors and stars sources. Channel 6 is aligned to the T3 position in the 
international 10–20 system. (B) Time course of Hb changes averaged over 

shallow and deep channels; in red oxy-Hb, in blue deoxy-Hb; dashed 
lines = 95% confidence intervals, dotted lines = the canonical HRF model. 
(C) Time course of Hb changes in all 28 channels collapsing across the 
conditions. Stars indicate a significant difference from zero (FDR corrected 
within channels).
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evaluation of infants’ brain activity by adjusting for differences in 
head size and the emitter-detector separation length (inter-probe 
separation) between adults and neonates.

Results
As shown in Figure 2, the infant HRF appears to be delayed by 
about 2 s with respect to the adult one for the oxy-Hb signal (95% 
confidence interval: [0.0, 2.0]) and by about 4 s for deoxy-Hb (95% 
confidence interval: [1.4, 5.8]). In shallow channels, the fit between 
the reconstructed oxy- and deoxy-Hb and the adult HRF model was 
of R = 0.97 and R = 0.96, respectively. The fit remained relatively 
good for deep channels for oxy-Hb (R = 0.84); but not so for deoxy-
Hb (R = 0.62). Given that there is a better correlation with the adult 
model for oxy-Hb, the rest of the analyses take into account only 
this variable. Results on deoxy-Hb showed a similar, but statisti-
cally weaker pattern; they are reported in Table A1 in Appendix. As 
in Minagawa-Kawai et al. (2011b), we have carried out the rest of 
the analyses for oxy-Hb with the adult HRF model shifted by the 
average phase lag (2 s). Activation results in the three conditions 
are represented in Figure 3 and summarized in Table 1. There were 
significant activations for the Temporal condition in two channels 
in the Left STG area (channels 4 and 7b, p < 0.05 corrected for mul-
tiple comparisons), and in five channels in homologous regions in 
the Right (channels 4, 4a, 7, 7a, and 8, p < 0.05 corrected). For the 
Control condition, only one channel survives multiple comparison 
(Right channel 5, p < 0.05 corrected). No channel was found to be 
reliably activated in the Spectral condition.

An Analysis of Variance with Hemisphere, Condition, and 
Depth as factors revealed a significant intercept [F(1, 28) = 17.4, 
p < 0.001] and an effect of Condition [F(2, 56) = 3.6, p = 0.03] but 
no other main effects or interactions [all other Fs < 1 except for 
Hemisphere × Condition × Depth, F(2, 56) = 1.9, p > 0.1; Figure 3]. 
The main effect of Condition was due to the Temporal stimuli evok-
ing greater activation, as evident on Figure 3. The separate ANOVAs 
suggested this effect may be stronger in shallow [F(2, 56) = 2.7, 
p = 0.08] than in deep [F(2, 56) = 4.0, p < 0.03] channels, but neither 
revealed any significant or marginal effects of or interactions with 
Hemisphere (all Fs < 0.6, p > 0.55). Moreover, even a preliminary 
inspection of channels selected on the basis of previously used 
ROIs reveals little in the way of an interaction between hemisphere 
and condition, as shown in Figure 4 (a number of children did not 
provide data for some of these comparisons: 1 for channels 3 and 
4a; 2 for channels 7a, 9, and 10). Although Channel 3 appears to 
follow half of the prediction (greater activation on the LH), the 
Condition × Hemisphere interaction is also non-significant in an 
ANOVA specific to this channel [F(2, 54) = 1.3, p > 0.1]. The same 
ANOVA was applied to deoxy-Hb data but none of the channels 
showed significant main effects nor interactions after correction 
for multiple comparisons.

dIscussIon
In this study, we have tested the possibility that newborns’ brain 
activation responds to the rate of change or spectral variability 
of the stimuli, and if so, whether briefer, spectrally simpler seg-
ments (Temporal) evoke left-dominant activations, whereas longer 
(Control), spectrally more variable (Spectral) stimuli capture the RH 
to a greater extent. The answer was clear in both cases: Activation 

equivalent to removing the artifacted signals prior to running the 
regression). The residuals of this analysis were taken as primary 
data on subsequent analyses.

HRF reconstruction
In order to reconstruct the hemodynamic response function for 
each infant and channel, a linear model was fitted with twenty 1-s 
boxcar regressors time-shifted by 0, 1, … , 19 s respectively from 
stimulus onset. These reconstructed HRF were averaged across all 
channels, and compared to an adult HRF model at various delays 
using a linear regression. The phase was estimated as the delay 
that yields the best regression coefficient within the range of (−2, 
6). Finally, bootstrap resampling of the individual subjects’ data 
(Westfall and Young, 1993; N = 10,000) was used to generate 95% 
confidence intervals for this optimal phase.

Analyses of activations
Experimental effects were analyzed by introducing three regres-
sors, one for each of the three conditions (temporal, spectral, 
control). Each of these regressors consisted of a boxcar on for the 
stimulation duration (with a value of 1) and off (with a value of 
zero) everywhere else, convolved with the HRF response using 
the optimal phase as described in the previous steps. As before, 
the regions of artifacts were silenced. The beta values for each 
channel and each conditions resulting from this GLM were tested 
against zero using a t-test. The t-test significance levels were 
corrected for multiple comparisons channel-wise using Monte 
Carlo resampling. This method consists in estimating the sam-
pling distribution of the maximum of the t value across chan-
nels under the null hypothesis (t

max
). The null hypothesis was 

obtained by flipping the sign of all beta values across channels 
randomly for each subject, computing the t-test across subjects, 
and finding the maximum of this statistics for that particular 
simulation. This procedure was repeated 10,000 times, providing 
an estimate of the t

max
 distribution, from which we derived the 

corrected p-values. To answer the main research question, the 
beta values were entered into Analyses of Variance in order to 
test whether the intercept was different from zero and whether 
there were effects of Condition (Temporal, Control, Spectral) or 
with Hemisphere (Left, Right). Three ANOVAs were carried out. 
The first included all of the channels averaged across channel 
position for each hemisphere and depth separately; thus, there 
were three within-subject factors: Condition (Temporal, Control, 
Spectral); Hemisphere (Left, Right); and Depth (Deep, Shallow). 
However, since deep and shallow channels have different light path 
length, we also carried out separate ANOVAs on shallow and deep 
channels. In the latter, there were only two within-subject factors: 
Condition (Temporal, Control, Spectral); and Hemisphere (Left, 
Right). Analyses of regions of interest (ROI) are frequently used 
in research on the signal-based hypothesis, and, as noted in the 
Introduction, these analyses highlight the role of STG, STS, and 
inferior parietal area. Consequently, we also report mean and SE 
for each of the six channels that tap those regions (3, 6, 7, 7a, 8, 
10). For spatial estimation of channel location in the brain, we 
employed the virtual registration method (Tsuzuki et al., 2007) to 
map NIRS data onto the MNI standard brain space. Although this 
method is basically applicable to adult brains, we adapted it for 
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rate of change. This rate of change was quantified as the Relative 
Entropy computed over adjacent 25 ms frames of a cochleogram’s 
representation of the stimuli. Both Telkemeyer et al. (2009) and 
our results fit a linear increase in brain activation as a function of 
Relative Entropy (stimuli that change too fast, as the 12 ms stimuli 
of Telkemeyer have actually a Lower Relative Entropy than stimuli 
that change at the 25 ms rate).

Thus, these findings are in good agreement with the recently 
revised version of the time-resolution model proposed by Poeppel 
et al. (2008), where it is hypothesized that fast changing stimuli 
elicit larger responses which are largely symmetrical. Our data 
complies with this prediction, as newborns had greater bilateral 
activations for the temporal condition than for the other condi-
tions. Interestingly, the same is not always found in adults. Careful 

was greater bilaterally for the Temporal stimulation than either 
Spectral or Control; but there was no evidence for hemispheric 
asymmetries dependent on the stimulus characteristics.

To the best of our knowledge, little attention has been devoted 
to overall changes in response depending on the rate of change 
in adults, a robust finding in the present study. This pattern had 
already been noted in the previous newborn study by Telkemeyer 
et al. (2009). In that work, five of the six channels exhibit greater 
activation in response to 25 ms segments than any of the other 
stimuli tested (Figure 4, p. 14730). One may interpret this result 
as a predisposition of the infant brain to respond to stimuli whose 
rate of change approximates that of speech, estimated at 25–35 ms 
by previous work (e.g., Poeppel and Hickok, 2004). In Figure 5, 
we present the average newborns’ brain responses as a function of 

FiguRe 3 | (a) Activation map for three conditions. The size of the circle/oval corresponds to p-value; and the color to β value. (B) Average activation for each 
condition, as a function of Hemisphere and Depth. Error bars correspond to SEs.
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FiguRe 5 | average newborn brain activation in the perisylvian areas as a 

function of rate of change as measured by average Relative entropy for 

the stimuli. (a) Spectral, Control, and Temporal stimuli used in the present 
study (B) Stimuli used in Telkemeyer’s study (2009). The average activations 

have been calculated over the three reported temporal channels in both 
hemispheres. Relative Entropy was computed as ∑ − ⋅+ +i t

i
t
i

t
i

t
ip p p p( ) log( / ),∆ ∆  

where pt
i  is the proportion of spectral energy in band i at time t, and 

∆ = 25 ms.

FiguRe 4 | average activation in six target channels. In each bar graph, activation amplitude is indicated as a function of hemisphere and condition.
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all stimuli are able to evoke activations measurable with NIRS. 
Moreover, one previous adult study suggests that simple tones 
evoke activation in deeper areas of the brain (Jamison et al., 2006). 
Although we have made an attempt to capture such activations 
by analyzing light absorption over long-distance channels, the 
paths traveled by this light may not have included the relevant 
structures. Additionally, a reviewer pointed out that, due to limita-
tions in infants’ frequency resolution, the stimuli should have been 
altered to provide a better match with the previous adult work. 
Novitski et al. (2007) have documented that newborns’ ERPs did 
not evidence detecting a change in a sequence of 100 ms tones 
separated by 700 ms inter-stimulus interval when the oddball 
deviated from the standard by only 5%; that is, 12.5 Hz away 
from a 250 Hz standard or 50 Hz away from a 1000 Hz standard. 
However, the response was reliable when the oddball differed by 
20% (50 Hz from the 250 Hz, 200 from the 1000 Hz). Newborns 
may not have been able to detect some of the spectral changes in 
the Spectral condition, since our stimuli were sampled at 32 steps 
between 500 and 1000 Hz. Yet, the probability of two subsequent 
segments being less than 5% away is only 20%; therefore, 80% of 
the transitions could probably be detected by the newborns. While 
expanding the range of variation to two octaves and sampling at 
larger intervals is certainly an avenue worth exploring, we remain 
agnostic as to the power of this strategy, given that no channel in 
either hemisphere was activated either during this condition, nor 
the Control condition, where there were easily detectable 500-Hz 
frequency changes.

Another way in which an underlying asymmetry could have 
escaped detection is due to technical limitations in NIRS. In addi-
tion to the problem of detecting activation below the cortical sur-
face mentioned above, NIRS channels necessarily travel in a limited 
path, and due to their spacing, low-density NIRS may fail to capture 
particular activation foci. Indeed, as pointed out by Rutten et al. 
(2002), lateralization is more accurately measured by limiting the 
analyses to specified regions, which is not feasible with low-density 
NIRS as used here. The activation area captured with NIRS appears 
broader than it really is, and thus NIRS fails to capture strong signals 
from discrete activation foci.

An even larger question that also awaits further data is whether 
signal-driven hypotheses still stand a good chance to explain left 
lateralization for language. These hypotheses face a number of chal-
lenges, the first of which, as briefly stated in the Introduction, is the 
definition of the stimulus characteristics yielding robust lateraliza-
tion patterns. Disentangling the precise physical characteristics that 
drive the hemispheric dominance patterns could be resolved by 
further experimentation with more minimalistic stimuli.

The second challenge for the explanatory power of this class of 
hypotheses for language relates to the fit between these distinguish-
ing characteristics and speech itself. With the gain in precision of 
the implementation of the hypothesis, our work faces the loss of 
its explanatory power, as it is clear that speech has both short and 
long segments, fast and slow transitions, temporal and spectral 
contrasts, etc. It is, nonetheless, possible that some combination 
of these factors succeeds in perfectly describing language, though 
this is also an empirical problem, which could be addressed as a 
first approach by doing multiple regressions on speech with the 
proposed factors as regressors.

inspection of previous research results also shows greater activation 
for temporally complex stimuli in some cases (Jamison et al., 2006, 
Table 1, p. 1270: The Temporal > Spectral contrast activates 1354 
voxels in HG and STG, and the Spectral > Temporal contrast, 197 
voxels in STG; so at least eight times as many voxels activated for 
Temporal than Spectral); but not in others (Zatorre and Belin, 2001, 
Figure 3, p. 950: total average CBF in Anterior STG was identical for 
the Temporal and Spectral conditions; Boemio et al., 2005, Figure 4, 
p. 392, activation in STG decreases linearly with temporal rate). This 
is certainly a question that deserves further investigation with both 
infant and adult populations.

As for the question of asymmetries induced by the present stim-
uli, it is clear that the current study on newborns fails to replicate 
the PET (Zatorre and Belin, 2001) and fMRI (Jamison et al., 2006) 
adult results found with a superset of the same stimuli. However, 
our results line up with the previous newborn study, where the 
evidence for lateralization was scarce (one-tailed t-test on 1 chan-
nel selected among 6, 0.03 < puncorr

 < 0.05; Telkemeyer et al., 2009). 
Given that two studies on a comparable population yielded similar 
results, this may indicate initially weak signal-driven asymmetries. 
Such a result may not be too surprising, given that the hypoth-
esized etiologies for these asymmetries do indeed strengthen with 
development. Previous research has suggested three possible bases 
underlying hemispheric signal-driven specialization: myelination 
and column spread (Zatorre and Belin, 2001), structural connec-
tivity between STS and STG (Boemio et al., 2005), and functional 
connectivity among auditory areas (Poeppel and Hickok, 2004). 
A good deal of research has documented the dramatic changes in 
myelination and structural connectivity as a function of devel-
opment (see for example, Paus et al., 2001; Haynes et al., 2005; 
Dubois et al., 2006), and functional connectivity from EEG, MRI, 
and NIRS studies begin to draw a picture of rapidly changing, 
increasingly complex connections (e.g., Johnson et al., 2005; 
Lin et al., 2008; Gao et al., 2009; Homae et al., 2010). As Homae 
et al. (2010) put it, “the infant brain is not a miniature version 
of the adult brain but a continuously self-organizing system that 
forms functional regions and networks among multiple regions 
via short-range and long-range connectivity” (p. 4877). Efficient 
hemispheric specialization relies on synaptic bases for rapid inter-
hemispheric communication of neural signals. This system may 
not be sufficiently developed in neonates. Indeed, recent work 
documents that long-range functional connectivity across hemi-
spheres is not present in the temporal and parietal areas in young 
infants (Homae et al., 2010).

Nonetheless, there is an alternative explanation, according to 
which all of the necessary components for signal-based asym-
metries are present and functional by full-term birth, but our 
study simply failed to reveal them, for example due to problems 
with the stimuli. To begin with, given that studies using language 
or music stimuli have been able to uncover hemispheric asym-
metries in newborns (Peña et al., 2003; Gervain et al., 2008; Perani 
et al., 2010; Arimitsu et al., this volume), it could be the case that 
our non-speech, pure-tone stimuli fails to evoke a strong enough 
response that would allow the assessment of interactions of stim-
uli type by hemisphere. In line with this explanation, notice that 
in Peña et al. (2003), backward speech failed to activate auditory 
areas (a result replicated in Sato et al., 2006), suggesting that not 
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Naturally, the final challenge of these hypotheses lies not in their 
potential explanatory power, but in their empirical fit. On the one 
hand, it is clear that a substantial number of researchers have aban-
doned signal-driven explanations for the left lateralization of speech 
processing, and instead propose that acoustic characteristics can 
only modulate overall activation or right dominance (Poeppel et al., 
2008). On the other hand, we know that, at some point, acoustic 
characteristics give way to linguistic characteristics, such that vowel 
and pitch contrasts (spectral, slow, lower frequency…) elicit strong 
left dominance, just as consonants do, but only if they belong to 
the listener’s language. Zatorre and Belin (2001) have proposed 
that the signal driven hypothesis only provides an initial bias, but 
language later takes a life of its own. Indeed, we recently proposed 
a model of speech acquisition and brain development in which left 
dominance for language is the result not of a single bias, but a com-
bination of factors whose significance is modulated by development 
(Minagawa-Kawai et al., 2007, 2011a). This model proposes that 
signal-driven biases dominate activation patterns at an early stage 
of speech acquisition, such that hemispheric lateralization is deter-
mined primarily by the acoustic features of the spoken stimuli. As 
infants gain in language experience, they begin to acquire sounds, 
sound patterns, word forms, and other frequent sequences, all of 
which involve learning mechanisms that are particularly efficient in 
the left hemisphere. Consequently, as linguistic categories are built, 
activation in response to speech is best described as domain-driven, 
as it results in an increased leftward lateralization exclusively for the 
first language categories. Although evidence on the development of 
lateralization continues to be sparse, current data on infants’ listen-
ing to speech or non-speech are accurately captured by this model. 
For example, cerebral responses in young infants are bilateral to 
vowel contrasts (Minagawa-Kawai et al., 2007, 2009) and right-
dominant or bilateral (Sato et al., 2010) for pitch accent, while in 
adulthood these contrasts evoke left-dominant activations in listen-
ers whose language utilizes them, and right-dominant  otherwise. 
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aPPendIx

Table a1 | Levels of activations (deoxy-Hb changes) for temporal, control and spectral conditions.

Channel Temporal Control Spectral

β T N p 

(unc)

p 

(corr)

β T N p 

(unc)

p 

(corr)

β T N p 

(unc)

p 

(corr)

LeFT SHaLLow

2 IFG −0.0080 −2.14 29 0.044 ns

3 aSTG −0.0051 −2.39 29 0.027 ns

4 STG/IFG −0.0067 −2.14 29 0.044 ns −0.0057 −2.01 29 0.056 ns −0.0050 −1.73 29 0.091 ns

5 precentral −0.0061 −1.90 29 0.068 ns

7 STG −0.0064 −2.25 29 0.035 ns

9 pSTG/STS −0.0054 −2.19 29 0.040 ns −0.0058 −2.81 28 0.011 ns

LeFT deeP

4b  FG/

postcent 

postcentral

−0.0047 −2.80 28 0.011 ns

7b/TG/FG −0.0032 −1.84 29 0.076 ns −0.0045 −2.69 28 0.014 ns

RigHT SHaLLow

1 MFG/IFG −0.0052 −1.72 28 0.092 ns

2 IFG −0.0054 −2.48 29 0.022 ns

3 aSTG −0.0054 −2.06 29 0.051 ns −0.0046 −1.94 29 0.063 ns

4 STG/IFG −0.0068 −2.47 29 0.023 ns −0.0050 −1.92 29 0.066 ns

5 Precentral −0.0045 −1.78 29 0.083 ns

6 STG/STS −0.0054 −2.54 29 0.019 ns −0.0063 −2.39 29 0.027 ns −0.0081 −3.12 29 0.005 ∼

9 pSTG/STS −0.0065 −2.44 29 0.024 ns

N, number of children contributing data for that channel and condition; unc, uncorrected; corr, corrected; MFG , middle frontal gyrus; IFG, inferior frontal gyrus; a, 
anterior; STG, superior temporal gyrus; STS, superior temporal sulcus; p, posterior; MTG, middle temporal gyrus; FG, frontal gyrus; TG, temporal gyrus.
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Phonetic cues, which are characterized by formant patterns, 
determine the phonological status of various linguistic segments 
(e.g., vowel or consonant type). In contrast, prosodic cues, which 
are realized by pitch contour, intensity, and duration, determine 
suprasegmental linguistic information. Prosodic cues contribute to 
accentuation and intonation and also convey para/non-linguistic 
information, such as emotional state and talker identity. They 
can affect single segments as well as whole syllables/sentences. 
Furthermore, many phonological theories hypothesize that seg-
ments and prosodies are separately represented in different levels 
(e.g., Goldsmith, 1990). In general, a differential pattern of acqui-
sition processes is observed for segments and suprasegments, or 
phoneme and prosody. With respect to segments, infants are born 
with the ability to discriminate among a wide range of phonologi-
cal features of segments. They become sensitive to native phonetic 
(formant) patterns only after 6 months of age (Kuhl, 2004). In other 
words, the perceptual ability to differentiate segments is universal 
initially, but with maturation and exposure to the maternal lan-
guage, perceptual sensitivity narrows gradually to exhibit language 
specificity, which appears at around 6 months of age for vowels and 
12 months of age for consonants (Kuhl, 2004). In many cases, such 
language-specific learning starts earlier for the sentence/phrase-
level prosody than for segments (Mehler et al., 1988; Nazzi et al., 

IntroductIon
Speech consists of two dominant components, i.e., segments and 
suprasegments, which correspond respectively to phonemic and 
prosodic levels of structure. Although language comprehension 
involves various processes, the perceptual analysis of segmental 
and suprasegmental information constitutes a crucial first step in 
the overall process of successful encoding of lexical, syntactic and 
pragmatic levels. Indeed, it is well known that learning specific 
features that are associated respectively with these two components 
is an important initial step for language acquisition in the first 
year of life. Functional cerebral lateralization in processing these 
two kinds of information has been demonstrated in neuroimag-
ing literature on adult speech perception: human adults tend to 
show a left hemispheric dominance for processing phonemes and a 
right hemispheric dominance for processing prosodic information 
(e.g., Zatorre et al., 1992; Furuya and Mori, 2003). However, brain 
development of this specialized system in infants remains poorly 
understood, in spite of the fact that developmental studies offer the 
potential for uncovering critical clues to understanding the cerebral 
basis of linguistic skill acquisition. Accordingly, the present study 
is designed to investigate brain lateralization in neonates with the 
aim of determining the degree of hemispheric specialization of 
segments and suprasegments in early infancy.

Functional hemispheric specialization in processing phonemic 
and prosodic auditory changes in neonates
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This study focuses on the early cerebral base of speech perception by examining functional 
lateralization in neonates for processing segmental and suprasegmental features of speech. 
For this purpose, auditory evoked responses of full-term neonates to phonemic and prosodic 
contrasts were measured in their temporal area and part of the frontal and parietal areas using 
near-infrared spectroscopy (NIRS). Stimuli used here were phonemic contrast /itta/ and /itte/ 
and prosodic contrast of declarative and interrogative forms /itta/ and /itta?/. The results showed 
clear hemodynamic responses to both phonemic and prosodic changes in the temporal areas 
and part of the parietal and frontal regions. In particular, significantly higher hemoglobin (Hb) 
changes were observed for the prosodic change in the right temporal area than for that in the 
left one, whereas Hb responses to the vowel change were similarly elicited in bilateral temporal 
areas. However, Hb responses to the vowel contrast were asymmetrical in the parietal area 
(around supra marginal gyrus), with stronger activation in the left. These results suggest a 
specialized function of the right hemisphere in prosody processing, which is already present 
in neonates. The parietal activities during phonemic processing were discussed in relation to 
verbal-auditory short-term memory. On the basis of this study and previous studies on older 
infants, the developmental process of functional lateralization from birth to 2 years of age for 
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2000). Furthermore, the prosodic organization of speech facilitates 
language acquisition in infants, and the acoustic saliency of prosody, 
even at the syllable-level (e.g., stressed syllable), may help draw 
the attention of infants to speech and its structures (Jusczyk et al., 
1999). Among such suprasegmentals, acquisition of lexical tones in 
Mandarin, which is a syllable-level prosody, develops in a manner 
relatively similar way as that of segmental categories (Mattock and 
Burnham, 2006; Mattock et al., 2008), whereas another syllable-
level prosody, that is, Japanese pitch accent, shows quite differ-
ent developmental patterns (Mugitani, 2009). The present study 
attempts to compare the differences in brain responses to segments 
and suprasegmentals, which have differential acoustic and linguis-
tic natures, as reviewed here. Either stimuli used in the study are 
well controlled such that each segmental and suprasegmental dif-
ference is realized within a final syllable with the least acoustical 
manipulation. Consequently, we use intonation contour, which is 
syllable-level prosody, as suprasegmental stimuli.

In adults, speech-processing involves functional hemispheric 
specialization. Specifically, hemispheric specialization with adult 
speech is influenced by at least two factors: acoustic and linguis-
tic sound properties. The evidence for the importance of acoustic 
properties of speech signal derives from a growing body of research 
indicating that different auditory features activate the two hemi-
spheres. In particular, when acoustic information (e.g., spectral 
frequency changes) is modulated over time, rapid modulations 
appear to predominantly activate the left hemisphere, whereas slow 
and/or spectral modulations show cortical activity lateralized to the 
right hemisphere (Zatorre and Belin, 2001; Poeppel, 2003; Poeppel 
et al., 2008; note that the revised model of Poeppel hypothesizes 
bilateral engagement for fast stimuli). Here, we refer to this notion 
as signal-driven hemispheric activation or signal-driven hypothesis. 
Various types of acoustic definitions and classifications can explain 
such signal-driven asymmetry (Minagawa-Kawai et al., 2011a for 
a review). However, among them, two dominant trends seem to 
be a dichotomy of temporal versus spectral changes (Zatorre and 
Belin, 2001; Schönwiesner et al., 2005; Jamison et al., 2006) and 
stimuli of short versus long time scale (high versus low frequen-
cies), which are processed by a different size of analysis window 
(Poeppel, 2003; Poeppel et al., 2008). The difference between the 
two is that the former emphasizes spectral richness to evoke right-
ward dominance, whereas the latter focuses on time scale of sounds. 
There are other variations, and because of such different definitions 
of critical acoustic properties, the definition of the dichotomy has 
also varied, such that what is deemed “fast/temporal” or “slow/
spectral” often depends upon the experimental variables within a 
given study. Dichotic listening studies in adults have also confirmed 
hemispheric asymmetry and the dependence of this asymmetry 
upon acoustic properties of the speech signal (see Shtyrov et al., 
2000 for a review). Although these studies lack a common set of 
definitions for relevant acoustic properties, they nonetheless, illus-
trate that signal-driven laterality is a crucial issue in investigating 
the cerebral basis of speech.

In light of the signal-driven hypothesis, hemispheric speciali-
zation derives from the acoustic features of segments as well as 
suprasegments. In phonemes, these features involve the richness 
of temporal variations, whereas in prosody, they are associated 
with frequency modulations such as F0 or richness of spectral 

features. More precisely, phonemes may be further divided accord-
ing to their physical properties, such as consonants having rapid 
and dynamic spectral features and vowels having rather steady-
state spectral features. Hence, in the realm of segments, it has 
been claimed that consonants, which have more rapidly changing 
acoustic energies than vowels, tend to show leftward dominance 
in contrast to vowels, with less rapidly changing acoustic energies 
likely to exhibit bilateral cortical engagements (Shankweiler and 
Studdert-Kennedy, 1967; Weiss and House, 1973). In contrast to 
these segmental properties, prosodic changes can be described 
as slowly changing stimuli or spectrally rich stimuli as in tonal 
changes. These tend to be localized in the right hemisphere. Our 
segmental versus suprasegmental stimuli can be generally inter-
preted in the context of the signal-driven hypothesis. According 
to Poeppel (2003) and Poeppel et al. (2008), variations of formant 
transitions are preferentially processed on the left side, and pitch 
contours requiring higher spectral resolution are on the right side. 
However, the phonetic stimuli used here involve a vowel contrast 
that does not exhibit prominent rapid acoustic changes (i.e., 
relative to changes present in consonants). Consequently, these 
stimuli are characterized by steady-state formant frequencies. This 
acoustic property should induce bilateral activity in the temporal 
areas according to the signal-driven hypothesis. Furthermore, even 
though our prosodic stimulus is not long unlike general sentential 
prosody, it has richer spectral features than that of the phonemic 
contrast, which tends to induce the right dominance (Zatorre and 
Belin, 2001; Schönwiesner et al., 2005). More specifically, in con-
trast to the phonemic change with only F1 and F2 differences, 
the prosodic contrast involves more complex spectral changes as 
a result of manipulation of fundamental frequency affecting all 
the harmonic structures. This complex spectral change is likely to 
induce the rightward dominance.

Although it is generally agreed that in adults these acoustic-
physical factors drive laterality, probably at the lower processing 
level, i.e., perceptual level, higher level factors (i.e., cognitive) related 
to linguistic knowledge also play a crucial role in explaining cer-
ebral specialization. For instance, in adults leftward lateralization 
depends upon whether a particular stimulus is perceived as a lin-
guistic element (Dehaene-Lambertz et al., 2005; Mottonen et al., 
2006); similarly, if a vowel contrast is phonemically distinctive in 
a listeners native language, this also enhances chances that it will 
be lateralized leftward (Näätänen et al., 1997; Dehaene-Lambertz 
and Gliga, 2004). Even at the phonetic level, native phonologi-
cal contrasts associated with vowels, consonants, phonotactics, 
and accents (but not non-native ones) are generally processed in 
left temporal regions (Jacquemot et al., 2003; Sato et al., 2007). 
Even though pitch accents or lexical tones have a slowly changing 
signal, they are processed predominantly on the left hemisphere 
by native-listeners (Gandour et al., 2000). These findings suggest 
that language learning is also a critical consideration for the left-
dominant brain network. In short, evidence collected from adult 
listeners is best explained by a combination of acoustic features, 
linguistic, and learning factors (Minagawa-Kawai et al., 2011a). 
Consequently, several speech-processing models hypothesize that, 
to a large extent, lateralization of sounds depends upon the level 
of processing involved (Poeppel, 2003; Friederici and Alter, 2004; 
Zatorre and Gandour, 2008).
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The present study is designed to examine this issue by contrast-
ing two distinctive linguistic features (i.e., phonemic and prosodic 
contrasts) using real speech materials. To this end, this research 
employs speech materials used in previous studies (Furuya and 
Mori, 2003; Sato et al., 2003) in which different age groups includ-
ing infants, children, and adults were examined. This paradigm 
enables an assessment of laterality for segments and suprasegments 
in newborn infants who have not been significantly exposed to 
language. Furthermore, comparisons of data from this study with 
that of Sato et al. (2003) will provide a broader perspective on 
developmental changes in the functional laterality in human infants 
as a function of age. This study also allows an indirect examina-
tion of the neonates’ cortical basis for processing auditory stimuli 
containing fast and slow/spectrally rich acoustic changes similar to 
those which activate adults brain asymmetrically. However, as stated 
before the phonemic stimuli used here is a vowel contrast char-
acterized by steady-state formant frequencies, which is expected 
to induce bilateral activity in the temporal areas according to the 
signal-driven hypothesis.

MaterIals and Methods
PartIcIPants
Twenty Japanese neonates were tested with NIRS; four infants did 
not complete the protocol due to fussiness and excess movement; 
their data were excluded from further analyses. The final data set 
included data from 17 infants (average 4.8 days-old, range 3–8 days; 
10 females). Among them, three infants failed to complete the pho-
nemic condition and other two infants failed the prosodic condi-
tion, therefore the data set for each condition has different sets 
of participants (N = 14 for the phonemic condition and N = 15 
for the prosodic condition). All neonates were full-term infants 
(averaged gestation: 271 days) with average birth weight of 2754 g 
(range: 1928–3298 g) and with no history of medical problems. 
All were from monolingual Japanese families. Consent forms were 
obtained from parents before the infants’ participation. This study 
was approved by both of the ethic committees of Faculty of letters, 
Keio University (No. 09049), and Keio University hospital (No. 
2009-189).

stIMulI and condItIons
Stimuli consisted of speech contexts, supplied by real words, which 
exhibited phonemic and prosodic differences. Three different stim-
ulus patterns reflected respectively different forms of the Japanese 
verb /iku/(go); these were: An affirmative form /itta/(* has/have 
gone, * can be any subject), an imperative form /itte/(go away), and 
a interrogative form /itta?/(has/have * gone? Imaizumi et al., 1998). 
All stimuli were synthesized using ASL (Kay Elemetrics Corp., 
USA), an analysis-by-synthesis system based upon a speech signal 
produced by a male adult. Spectrograms of the stimuli are shown 
in Figure 2. Infant-directed speech was not used in the recording. 
The three stimuli have identical first syllables, and differ only in 
their final syllables. The duration of the first syllable /i/ is 80 ms 
followed by 200 ms of silent interval for geminate consonant /tt/
and the final vowel with the length of 80 ms. The phonemic con-
trast, consisting of pair members /iita/ versus /itte/, is based upon 
differences in the final vowel due to manipulation of formants 1 
and 2 and their transitions; however both syllables have identical 

What exactly is the developmental process that leads to the 
functional hemispheric specialization in speech? In recent years 
multi-channel near-infrared spectroscopy (NIRS) has enabled 
examination of this issue because this methodology allows reli-
able localization of the focus of neural activity. In fact, recent NIRS 
studies have provided evidence regarding the cerebral response of 
infants to phonological contrasts. Minagawa-Kawai et al. (2007) 
compared the neural sensitivities of different age groups (five groups 
from 3- to 28-month-olds) to changes in phonemic category of long 
and short vowels and found that Japanese infants show a left-dom-
inant temporal response to an across-category phonemic change 
only after 13 months of age. Similarly, NIRS analyses show that 
10-month-old infants exhibit a left-lateralized cerebral response 
to a difference in lexical pitch accents (Sato et al., 2010). Because 
younger age groups in these studies did not show a left-dominant 
response, Sato et al. (2010) hypothesized that exposure of infants 
to first language (L1) modified the cortex of older infants through 
the construction of an L1-specific brain network that is located 
predominantly on the left side. In addition, electroencephalography 
(EEG) studies have shown emergence of a language-specific brain 
response after L1 exposure (Cheour et al., 1998), and recent NIRS 
studies revealed for the first time a developmental change in cer-
ebral lateralization by showing the specific brain regions involved 
(Minagawa-Kawai et al., 2007; Sato et al., 2010).

Of special relevance to the present study is the research of 
Sato et al. (2003). These researchers assessed cerebral lateraliza-
tion for both prosodic and phonemic contrasts using different age 
groups, ranging in age from 7 months to 5-years. Infants older than 
11–12 months showed a significant lateralization that resembled 
that of adults in that the phonemic changes evoked a left-domi-
nant response whereas prosodic contrasts evoked a right-dominant 
response. By contrast, for younger children (7–8; 9–10 months), 
hemispheric laterality indices for phonemic and prosodic condi-
tions did not differ significantly (Sato et al., 2003). Although these 
results appear to indicate that brain regions required for decoding 
phonemic and prosodic information become more specific with 
maturation, detailed inspection of the laterality index (LI) in this 
study revealed tendencies in younger age groups toward right-
dominance lateralization for the prosodic condition and a bilateral 
response for the phonemic condition. Figure 1 shows these data. 
Note that the LI for younger age groups in the prosodic condi-
tion trends downward, below zero, indicating right hemispheric 
dominance. Sato et al. (2003) statistically concentrated upon the 
overall LI difference between the two stimulus conditions. However, 
on inspection we found that for the youngest group the laterally 
index in the prosodic condition was significantly below zero (i.e., 
zero indicating null hemispheric bias). This result suggests that the 
prosodic sensitivity of infants is already functionally specialized 
hemispherically by the age of 7- to 8-months-old. Furthermore, 
recent evidence based upon neonates’ responses to presentations 
of frequency modulated non-speech sequences demonstrated a 
rightward dominance with spectral patterns having relatively slow 
(prosodic-like) modulations (Telkemeyer et al., 2009). These results 
suggest predominant right-hemisphere engagement in processing 
prosody from the beginning of life. To date, however, no study has 
investigated the inborn cerebral basis for processing prosody in 
real speech stimuli.
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et al., 1996). The recording channels resided in the optical path 
of the brain between the nearest pairs of incident and detection 
probes which were separated by 2 cm on the scalp surface. A silicon 
pad with five incident and four detection probes, arranged in 3 × 3 
square lattice, was placed laterally on each side of the head. The total 
number of recording channels on each side was 12. The pad was 
attached to the head such that the center detector probe in the bot-
tom of horizontal probe-line corresponded to the T3 or T5 position 
in the international 10/20 system. The bottom horizontal line of the 
probes was roughly aligned with the T3–Fp1–Fp2–T5 line. Stimuli 
were presented to neonates with amplitudes of approximately 67 dB 
via two speakers positioned 20–25 cm above from the infants’ head. 
To prevent NIRS artifacts due to systemic vascular changes such as 
heart rate change and/or background sound changes, the stimulus 
sound levels were set relatively low. During the stimulation, the 
newborns were sleeping.

data analysIs
Our analysis method consisted of two parts which involved, respec-
tively, multiple channel analyses and analysis of cortical region of 
interest (ROI). Because previous NIRS studies on phoneme per-
ception focused only upon the temporal area, this investigation 
used NIRS to widen the focus to include other brain regions which 
might be involved in early phonetic processing. First, we analyzed 
each channel separately to gage localized activation levels. Channels 
showing strong activations were then compared with contra-lateral 
channel counterparts to assess laterality. Next, the ROI of the tem-
poral region, determined according to the previous NIRS studies, 
was tested to assess the laterality effect.

 Concentrations of oxygenated and deoxygenated Hb were cal-
culated from the absorption of 695 and 830 nm laser beams sam-
pled at 10 Hz, and smoothed with a 5-s moving average. Blocks of 
trials affected by movement artifacts were automatically removed 
after detecting rapid changes in oxy-Hb value, which had signal 
variations more than 0.7 mmol mm between successive samples 
(Rejection rate = 34.6%). The time-continuous data of Hb-signals 
for each channel were separated into analysis blocks, which con-
sisted of 5 s baseline period followed by 15 s of the target block and 

 fundamental  frequencies. Members of the prosodic contrasting pair 
/iita/ versus /itta?/ differ in pitch contours due to the manipulation 
of the fundamental frequency (F0); specifically the interrogative 
form has a rising pitch on the final syllable, whereas the affirma-
tive form has a slightly falling pitch on the last syllable (Figure 2).

Two main experimental conditions were: phonemic contrast and 
prosodic contrast. These were administered to respectively different 
groups of participants. Participants in both conditions received an 
identical baseline block of trials. In the phonemic condition, the 
stimulus /itta/ was repeated at 1-s intervals (trials) for a total of 15 s 
in the baseline block without any temporal variations; this block of 
trials was followed by another 15 s of presentations (trials) in the 
target block. In phonemic target block /itte/ and /itta/ were pre-
sented in a pseudo-random order at 1-s. intervals. In the prosodic 
condition, the same baseline condition was initially presented but 
it was followed a target block comprising a series presentations of 
/itta/ and /itta?/ randomized as in phonemic condition. The two 
blocks (baseline and target blocks) in each condition were alter-
nated at least seven times for each condition. Presentation order of 
the two conditions was counterbalanced. Thus, as indicated above, 
the baseline for evaluating responses in experimental conditions 
was not silence but repetitions of the /itta/ stimulus that last 15 s. 
This use of non-silent baseline stimuli allowed us to extract those 
brain response components specific to differences in /a/ versus /e/ 
or to different pitch contours in each condition.

Procedure
Near-infrared spectroscopy experiments were performed in a test-
ing room at Keio University hospital. Evoked auditory responses 
in bilateral temporal area as well as a part of frontal and parietal 
regions were recorded using NIRS (ETG 4000, Hitachi Medical 
Corporation, Tokyo, Japan). This device emits 695 and 850 nm 
near-infrared lasers modulated at different frequencies and 
detects them with lock-in amplifiers to measure changes in the 
 concentration and oxygenation of hemoglobin (Hb; Yamashita 

FIguRe 2 | Sound spectrograms for the three test words; a statement (S) 

/itta/, a question (Q) /itta?/ and a demand (D) /itte/ used in baseline and 

experimental conditions. All words were synthesized by changing the vocal 
pitch contour (F0) and the formant frequencies (F1 and F2). These words 
consisted of a common initial /i/ vowel with a length of 80 ms, followed by a 
silent interval for /t/, and a final syllable. This is adapted from Imaizumi et al. 
(1998) with permission. 

FIguRe 1 | Box-whisker plot of laterality index (LI) for phonemic and 

prosodic conditions in different age groups. A LI relies upon the formula 
(L − R)/(L + R), where L and R are the maximal total Hb changes in the left and 
right auditory channels, respectively. LI is above zero for left dominance and 
below zero for right dominance. * = p < 0.05. Boxes, The quartiles; bars in the 
box, the medians; hinges, the ranges. This is adapted from Sato et al. (2003) 
with permission.
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applied to our participants. Considering the differences of detailed 
anatomy in infants and adults such as relative brain position in 
terms of 10–20 system, we did not use the detailed anatomical 
labeling obtained from virtual registration. Instead, we used the 
approximate anatomical labeling.

results
Both phonemic and prosodic contrasts activated the neonates’ brain 
in substantially broad areas involving superior temporal gyrus, infe-
rior frontal gyrus, and inferior parietal regions. However, the two 
experimental conditions elicited respectively different time courses 
of Hb changes as well as revealing different activation foci. This is 
shown in Figures 3, 4 and Table 1. Figure 3 shows that Hb changes 
in the phonemic condition had 10.2 s of peak latency with an initial 
dip, whereas changes in the prosodic condition showed a peak of 
12.1 s without an initial dip. There was no statistically significant 
difference between these peak times (t = 0.69, p = 0.24). Phonemic 
changes activated the inferior frontal, inferior parietal, and temporal 
areas with less parietal or superior part of activities on the right. 
In contrast, the prosodic changes evoked responses chiefly around 
temporal areas. Among these areas, activation foci whose p-value is 
below 0.01 (corrected) are CH6, CH22 (vicinity of auditory areas on 
the left and right) and CH5 (inferior parietal area) for the phonemic 
condition and CH24 [vicinity of auditory areas on the right, superior 
temporal sulcus (STS)/mid temporal] for the prosodic condition.

To examine laterality differences, averaged oxy-Hb values in 
the ROI of the auditory area as well as the non-auditory chan-
nel (CH5) registering strong activity (p < 0.01, corrected) were 
compared with counterpart regions, i.e., contra-lateral ROI and 
channel. As CH6, 22, and 24 were included in ROI, we did not 
test them individually. Results of a paired t-test showed a signifi-
cantly strong activation in left-CH5 (t = 2.29, p < 0.05, corrected) 
for the phonemic condition. Although the ROI activations in the 
phonemic condition showed slightly rightward dominance, they 
did not have any significant hemispheric difference probably due 
to larger variance than that of the prosodic condition (t = 0.84, 
p > 0.05). In the prosodic condition, significantly stronger activation 
was found in the right ROI than in the left one (t = 1.88, p < 0.05, 
corrected; Figure 5). To compare the neonates’ results with those 
from previous studies using similar methods, we applied the same 

10 s of the baseline block. To eliminate long-term signal trends due 
to systemic vascular factors, a first-degree baseline fit was estimated 
for each channel using the first 4 and last 4 s of analysis block. The 
time course of Hb concentration changes of the analysis blocks 
were averaged more than five times for each of the stimulus condi-
tions. To objectively set the time window for the analysis, we first 
calculated peak latency for all the sound conditions by averaging 
the Hb time course for all channels and participants. From the 
onset this latency was 11.1 s. Based on this value, a 5-s time win-
dow centered about the 11.1-s point, was determined for the target 
block (Watanabe et al., 2010; Minagawa-Kawai et al., 2011c). Five 
seconds prior to stimulus onset was used as a time window for 
the baseline block. The average concentration of oxy- and deoxy-
Hb in each time window was calculated for all channels and for 
each subject. The significance of differences between Hb changes 
within the baseline and those within target blocks was determined 
using a t-test for each channel under two experimental conditions. 
Error rates were adjusted to accommodate multiple comparisons 
using a false discovery rate (FDR) for determination of statistical 
significance. Instead of the conventional family wise error correc-
tion procedure, a method of correction for multiple comparisons 
that has been shown suitable for NIRS studies (Benjamini and 
Hochberg, 1995; Singh and Dan, 2006) was applied to control for 
Type I and II errors. We set the value of q specifying the maximum 
FDR to 0.05, so that there were no more than 5% false positives on 
average in the number of significant channels.

 Next, to assess laterality effects, we followed the same criteria as 
in previous studies. This entailed first defining a ROI of a vicinity 
of auditory area as CH6, 8, 9, and 11 on the left and CH19, 21, 22, 
and 24 on the right hemisphere. The averaged oxy-Hb values were 
calculated for each condition and hemisphere and then compared 
between hemispheres. Finally, we examined the laterality effect 
by employing an analysis procedure similar to that used in previ-
ous NIRS studies (Furuya and Mori, 2003; Sato et al., 2003, 2007; 
Minagawa-Kawai et al., 2005, 2007, 2009). This allows a direct com-
parison of results across different studies. For each participant, we 
selected one channel that showed the maximum oxy-Hb responses 
within a vicinity of auditory areas. This method has effectively 
revealed functional laterality of auditory processing between left-
handers and right-handers (Furuya and Mori, 2003). The LI was 
calculated using the formula (L − R)/(L + R), where L and R are 
peak values on left and right sides respectively.

For spatial estimation of channel location in the brain, we 
employed the virtual registration method (Tsuzuki et al., 2007) 
to map NIRS data onto the MNI standard brain space. Although 
this method is basically applicable to adult brains, we adapted it for 
evaluation of infants’ brain activity by adjusting for differences in 
head size and the emitter–detector separation length (inter-probe 
separation) between adults and neonates. First, we calculated the 
average head size of neonates including the circumference (average, 
33.8 cm; SD, 0.73), nasion–inion length (average, 20.8 cm; SD, 1.49), 
and length of preauricular points (average, 22.2 cm; SD, 1.22). The 
head size ratio of the adult to neonate was revealed to be similar to 
that of 30 mm inter-probe separation to 20 mm used for infants, 
with an error range of 2–3 mm. Because the error range of adults 
virtual registration for the same channel placement with an inter-
probe separation of 30 mm was 4–8 mm, this registration can be 
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changes. Grand averaged time course of Hb collapsing across all the channels 
each for the phonemic and prosodic condition. Dashed line indicates the onset 
of target block and vertical line is 5 s of analysis window.
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in neonates. By contrast, the phonemic (vowel) contrast showed 
symmetrical Hb changes in auditory areas; however, it is notewor-
thy that this contrast also elicited a strong leftward response in 
the inferior parietal region. Here we discuss these results in light 
of developmental hemispheric specialization of the temporal area 
for phonemic and prosodic processing by comparing the results 
from the previous infant studies.

As indicated in the introduction, previous NIRS studies that have 
used identical stimulus contrasts reported finding an absence of func-
tional specialization of the auditory area for two different phonetic 
contrasts in 7- to 8- and 9- to 10-month-olds (e.g., Sato et al., 2003). 
But the latter research also presented evidence of a tendency for right 
hemispheric dominance with prosodic contrasts. The present study 
used neonates as participants and it produced a clearer outcome. 
Neonates’ NIRS responses revealed significant right-dominance 
around auditory area in response to the prosodic change, suggest-
ing that a specialized function of the right hemisphere for prosody 
processing is present at birth in human infants. The focus of this 
activation ranged over four channels in the right auditory region 
and appeared to involve the STS and mid temporal gyrus.

What kind of cognitive function is reflected in the brain activi-
ties in this area of the right hemisphere? This will depend upon a 
listeners age. It is difficult to associate activation in neonate response 
to a prosodic manipulation if this processing is interpreted to mean 
a high level of acquired language skills (e.g., distinguishing implied 
affirmations versus interrogation). Clearly, newborns will lack such 
skills. Rather, it is more reasonable to assume that this activity 
reflects a lower cognitive processing, one that involves differentia-
tion of acoustic contours of those spectral components that change 
with a prosodic manipulation. There is further evidence to sup-
port this interpretation. For instance, neuroimaging data of adults 
showed a cerebral laterality that reflected differential responding 
to both fast versus slow band-noise stimuli (Boemio et al., 2005) 
and to temporal versus spectral modulated stimuli (Zatorre and 
Belin, 2001). Spectrally rich stimuli elicit activations in the anterior 
superior temporal gyrus as well as the right STS, and these activa-
tions increase with the richness of spectral variations (Zatorre and 
Belin, 2001). Although our prosodic stimulus is not long, it has pitch 
modulations with richer spectral changes than the other contrast 
of /itta/ and /itte/ which only has two spectrum differences. In the 
present study, it is assumed that contrasts between stimuli ending 
in a rising contour versus those with an unchanging pitch contour 
are chiefly processed around the right STS in neonates.

 Other evidence speaks more directly to developmental issues. 
Telkemeyer et al. (2009) presented neonates with a subset of stimuli 
from Boemio et al. (2005) and showed a significant response near 
the right temporo-parietal area to “slow” stimuli, although its effect 
is not so powerful. Homae et al. (2006) presented 3-month-old 
infants with sentential speech prosody and reported dominant 
activations of the right temporo-parietal region. Although these 
activated regions are not in brain areas identical to those active 
regions found in our investigation, there is nonetheless, a  rightward 
 superiority in processing prosodic information in neonates or 
young infants that is in agreement with our findings. Furthermore, 
these data together with those gathered in the present study suggest 
the operation of a neuronal network involving the temporo-parietal 
region and STS/MTG which is partially active from birth.

analytic techniques used in those studies to assess the laterality of 
auditory areas. Laterality indices (calculated for each participant) 
are plotted in Figure 6 for each of the two experimental conditions. 
Consistent with the results obtained by the ROI analysis, only the 
prosodic condition showed a significant asymmetry effect. The LI 
scores for the prosodic condition were significantly lower than zero 
(t = 3.07, p < 0.01), indicating rightward dominance. t-Test also 
showed a significant difference between LI scores for phonemic 
and prosodic conditions (t = 2.24, p = 0.016).

dIscussIon
To explore the early neural bases underlying segmental and 
suprasegmental processing, the present study measured hemody-
namic responses to phonemic and prosodic contrasts in neonates. 
Results showed a large and significant activation in response to the 
prosodic change that was located in right temporal region. This 
suggests a functional specialization for suprasegmental properties 

FIguRe 4 | Activation amplitude indicated by p-values for phonemic (A) 

and prosodic (B) conditions. Channel location of 12 channels for each 
hemisphere was estimated based on the virtual spatial registration (Tsuzuki 
et al., 2007). p-Values were corrected for multiple comparisons. Channels 
which did not reach 0.05 with a correction were indicated with a gray circle 
with white rays. Area shown with dashed line indicates vicinity of auditory 
area defined as ROI in this study. Channel numbers are indicated for both 
hemisphere (C).
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et al., 2003; Gervain et al., 2008) than non-speech did (Minagawa-
Kawai et al., 2011b; Telkemeyer et al., 2009) in neonates suggesting 
a specific role of human vocalization. Further research is required 
to explain these discrepancies. This discrepancy underscores the 
need for greater attention to clarifying the acoustic definition of 
signal-driven system with regard to critical details of acoustic fea-
tures that may be determining these  conflicting outcomes. Thus 
the influence of the signal-driven system on the cerebral responses 
during processing speech is still tentative conclusion.

 With respect to the phonemic vowel contrast of /itta/  versus  
/itte/, a cross-sectional study (Sato et al., 2003) showed that their 
youngest groups (7–8, 9–10 months of age) evoked activations 

Other evidence appears to conflict with these findings. Minagawa-
Kawai et al. (2011b) presented stimuli used by Zatorre and Belin 
(2001) to neonates with aim of examining signal-driven mecha-
nisms in early infancy. In this study, they used the contrast temporal 
versus spectral variations where speed of tone alternation or spec-
tral richness was manipulated. They did not find clear hemispheric 
specialization associated with signal properties (temporal versus 
spectral), although intensity of signal change (relative entropy) did 
correlated with the amplitude of Hb changes. These conflicting 
results on the lateralization in young infants’ brain may be associ-
ated with the difference between speech and non-speech stimuli, 
because it seems that speech elicited clearer lateralization (Peña 

FIguRe 5 | Averaged oxy-Hb changes in ROI (A,B) and inferior parietal (C) channel for different condition. Error bars indicate SE. * = p < 0.05 (corrected).

Table 1 | Statistic results of significant channels.

 Phonemic condition Prosodic condition

CH t-Value uncorrected p Corrected p< CH t-Value uncorrected p Corrected p<

1 2.267 0.021 0.05 1 2.786 0.007 0.03

2 3.501 0.002 0.02 4 3.534 0.002 0.02

3 2.582 0.011 0.03 7 2.683 0.009 0.03

4 3.216 0.003 0.02 8 2.975 0.005 0.03

5 4.465 0.0003 0.005 9 2.882 0.006 0.03

6 4.951 0.0001 0.005 10 2.201 0.022 0.05

7 3.248 0.003 0.02 11 3.536 0.002 0.02

9 2.691 0.009 0.03 12 2.227 0.021 0.05

10 2.571 0.012 0.03 16 2.431 0.015 0.03

12 2.540 0.012 0.03 19 2.501 0.013 0.03

13 2.018 0.032 0.05 21 3.242 0.003 0.02

16 2.574 0.012 0.03 22 2.636 0.010 0.03

17 2.503 0.013 0.03 23 2.708 0.009 0.03

18 2.752 0.008 0.03 24 4.528 0.0002 0.005

19 3.243 0.003 0.02    

21 2.225 0.023 0.05    

22 3.985 0.001 0.01    

24 2.481 0.014 0.03    

CH, channel number.
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 A second approach to this issue focuses upon the immaturity of 
the nervous system in neonates. Functional cerebral lateralization is 
typically assumed to reflect a mature neural network ranging over 
both hemispheres, but in resting states it has been shown that neo-
nates have less connectivity across hemispheres than do 3 month-olds 
(Homae et al., 2010). However, this interpretation does not specifi-
cally take into account the right hemispheric dominance for prosodic 
contrasts. In any case, what appears clear is that bilateral activities 
for vowel processing eventually become functionally lateralized to 
the left auditory area as infants learn vowel categories of their native 
language. Thus, as an infants’ brain matures physiologically it does 
so in conjunction with a reorganization of synaptic connections.

 To this point our discussion of lateralization has been confined 
to the vicinity of auditory areas. However, another rather unex-
pected finding was discovered in this study: dominant activations 
were observed in the left parietal region during vowel discrimina-
tion. These activations seem to be in the supra marginal gyrus 
(SMG) according to the probabilistic spatial estimation (Tsuzuki 
et al., 2007). The neuroimaging literature often refers to SMG in 
relation to speech perception. An MRI study of lesions in aphasic 
adult patients by Caplan et al. (1995) indicates that the left SMG 
is the principal site of phonemic processing; thus, patients with 
lesions in this area typically fail to discriminate and identify pho-
nemes. Further, Zatorre et al. (1992) also showed that discrimina-
tion of consonant types in CVC syllable, activated the left SMG. It 
seems left SMG is also involved in tasks requiring verbal or auditory 
short-term memory (Paulesu et al., 1993). Although the neonates 
did not engage in any particular task in the present study, audi-
tory short-term memory is a likely candidate for explaining SMG 
activations. That is, cognitive process of discrimination during the 
target block may underlie in the activities of left SMG even in sleep-
ing neonates. Specifically, in contrast to the baseline trial block in 
which the infants received the same word repetitively, in phonemic 
target trials, infants had to discriminate between two temporally 
separated words (/iita/ and /itte/) that differ in vowels. It seems 
likely that this would place demands on short-term memory. Thus, 
activity observed in the Left SMG may a type of memory processes 
that is required for phoneme detection/discrimination but not for 
prosodic discrimination. If this interpretation is correct, these data 
provide indirect evidence that a neuronal substrate implicated in 
short-term memory may also be functional in newborns. But a 
caveat is warranted regarding whether or not the left SMG activa-
tion is language-specific/phoneme-specific. Future studies using 
non-speech analogs of the present stimuli should clarify this issue.

The involvement of various cerebral mechanism and their role in 
laterality during phonetic processing in infants has been examined 
by EEG studies as well as dichotic listening studies. But evidence has 
been limited with regard to phonetic processing in neonates. What 
evidence exists shows that newborns exhibit discriminative reac-
tions to vowel differences (Cheour-Luhtanen et al., 1995; Dehaene-
Lambertz and Pena, 2001) and that their auditory areas are sensitive 
to categorical voicing difference (Simos and Molfese, 1997). Very 
young infants also tend to show delayed latency of mismatch nega-
tivity to phonemic difference as compared with that of adults sug-
gesting infants’ premature processing system (Dehaene-Lambertz 
and Gliga, 2004). However, laterality differences in infants, based 
upon early EEG studies, have provided rather diverse results 
 showing left dominance (Dehaene-Lambertz and Baillet, 1998), 

equally in bilateral temporal areas. It was only when infants 
approached 11 months of age that they showed a lateralization of 
the vowel difference in the form of leftward dominance. Our results 
provide additional evidence that the auditory region functions as an 
innate starting for the development of auditory processing. Taken 
together, both sets of findings permit the inference that bilateral 
engagement for processing vowel contrast continues from birth 
to ages of 7 months. Although we lack data for 2- to 6-month-
olds, previous results for different vowel types showing a bilateral 
temporal response in 3- to 4- and 6- to 7-month-olds (Minagawa-
Kawai et al., 2007) supports the idea of a continuous developmental 
trajectory through these intervening age levels.

 Several interpretations may account for emergence of sym-
metrical auditory responses to the vowel changes. First, as in 
similar the prosodic condition, a signal-driven mechanism 
can explain these bilateral activations. As indicated earlier, a 
hypothetical signal-driven mechanism may determine bilat-
eral responses in the temporal cortex rather than a leftward 
one in reaction to vowel changes. In general, vowels have been 
reported to be less lateralized than consonants (e.g., Haggard and 
Parkinson, 1971), and this may be attributable to the fact that 
vowels contain spectral components that change more slowly 
than consonants which exhibit quite rapid dynamic changes. 
Some neuroimaging studies also support this idea by showing 
greater involvement of the left planum temporale in process-
ing CV than when a tone or a vowel is presented in isolation 
(Jancke et al., 2002). Admittedly, laterality is not entirely based 
upon signal factors, but at least the present study indicates their 
primary impact on neonates. In this sense, the present findings 
with both phonetic and prosodic contrasts can be explained by 
a signal-driven mechanism. In fact, a model incorporating this 
idea has been proposed by Minagawa-Kawai et al. (2011a). It 
describes developmental hemispheric specialization associated 
with language acquisition. Basically, this model assumes that 
lateralization for language emerges out of the interaction between 
pre-existing left-right biases in generic auditory processing (sig-
nal-driven mechanism), and a left-hemisphere predominance of 
particular learning mechanisms.

FIguRe 6 | Laterality indices for phonemic and prosodic conditions for 

each participant. Laterality index is above zero for left dominance and below 
zero for right dominance. Boxes, The quartiles; bars in the box, the medians; 
hinges, the ranges. * = p < 0.05 (zero-test).
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focus reflecting novelty detection. Similar activity has been observed 
in the prefrontal region in 2–3 month-olds (Nakano et al., 2009). As 
discussed here, infant NIRS studies have enabled us to discuss local-
ized brain function in relation to language development. Another 
possibly relevant parameter of NIRS that is implicated in this study is 
the latency or response shape of Hb time course. Although there was 
no statistically significant difference in latency between the condi-
tions, prosodic condition with different response shape elicited rather 
slower Hb response than that for the phonemic condition. This could 
derive from difference of processing speed, and intonation contour 
may require higher spectral resolution.

conclusIon
In summary, by presenting segmental versus suprasegmental (pho-
neme versus prosody) contrasts to newborn infants, the present 
study revealed a functional lateralization to right temporal area for 
prosody processing and bilateral engagement of the auditory areas 
for vowel contrast. Overall, these results were explained by the signal 
properties of the acoustic stimuli which differentially activated dis-
tinct regions in the temporal cortex. This is the first evidence show-
ing that neonates exhibit localized cerebral responses to phonemic 
contrasts of vowel and prosody. We further showed a left-dominant 
activation in neonates around inferior parietal region suggesting 
an early neuronal basis for auditory-verbal short-term memory. 
This study suggests that a brain mechanism for a certain form of 
signal-driven system in the speech stimulus context is present at 
birth and that it possibly operates in coordination with a domain 
driven system. This raises several important issues that merit fur-
ther exploration in the development of infants’ neurocognitive 
system, including differential impact of speech and non-speech 
on the lateralization of neonates’ brain.
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right dominance (Molfese and Molfese, 1988; Novak et al., 1989), 
and bilateral activation (Simos and Molfese, 1997). The diversity of 
such outcomes is probably due to the limitation of spatial resolution 
of EEG. But, dichotic listening, test using the sucking procedure 
for infants, has also revealed a complicated picture regarding the 
laterality (Bertoncini et al., 1989). Furthermore, many of these EEG 
studies did not precisely reveal the activation focus or brain region 
involved. However, a few studies employed high-density ERP and/or 
sophisticated dipole modeling and these should provide better spa-
tial resolution. For instance, Dehaene-Lambertz et al. (2004) tested 
3-weeks-old infants with sylvian infarct on the left hemisphere 
and they found a discriminative response to vowel differences that 
implied a right-hemisphere contribution to vowel perception at this 
age. A recent study on 2-months-old infants detected ERP source 
locations on the left hemisphere for vowel processing (Bristow 
et al., 2009). These locations involved the inferior frontal gyrus 
and superior temporal gyrus and temporal sulcus. Activation in the 
superior gyrus is consistent with our results but not with those of 
other studies. We had strong activations in the parietal regions but 
not for the inferior frontal gyrus. Although the diversity of these 
findings may be due to variations in testing instruments, stimulus 
presentation and infants’ age, the co-registration of ERP and NIRS 
may further provide detailed evidence with respect to time course 
and brain region of phonemic processing in young infants’ brain.

 The NIRS methodology offer more reliable cortical localizations 
than EEG techniques, but studies using the former methodology have 
not investigated vowel processing in neonates. Nevertheless, some of 
these studies address aspects of neonates’ speech perception that are 
relevant to the discussion of the NIRS data presented here. Neonates 
showed left-dominant Hb responses from the temporal area during 
listening to forward (normal) speech in contrast to bilateral response 
to backward speech (Peña et al., 2003). Such asymmetrical activations 
are also observed in response to repetition sequences of syllables 
against random controls (Gervain et al., 2008) suggesting neonates’ 
ability to find out a certain type of language structure. These results 
imply that it is not only signal properties that modulate the laterality 
of neonates, because acoustic features of target and control stimuli 
are similar in these studies. Thus, as with adults, laterality in neonates 
may also be driven by cognitive activity elicited by the specific type 
of stimuli and/or the presentation method. Finally, the present study 
found activation focus in the temporal area and SMG, but prefrontal 
measurement with another probe pad would reveal other activation 
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who stutter show disrupted motor activity in the articulatory, 
laryngeal, and respiratory systems during speech (Zimmerman, 
1980; Conture et al., 1986; Peters and Boves, 1988; Zocchi et al., 
1990; Denny and Smith, 1992; Smith et al., 1993; McClean and 
Runyan, 2000). There is evidence, however, that linguistic demands 
and changes in auditory inputs affect stuttering frequency. The 
disfluency tends to increase when the planned utterances are 
long and the speech rate is altered (Jayaram, 1984; Zackheim and 
Conture, 2003; Blomgren and Goberman, 2008; Sawyer et al., 
2008) or the syntax is complex (Gordon et al., 1986; Melnick 
and Conture, 2000). It has been also reported that the phono-
logical complexity affects the speech motor dynamics in adults 
who stutter (Smith et al., 2010). Better fluency can be induced 
with changes in the auditory input, such as delayed or frequency-
altered auditory feedback of speech, choral reading (in unison 
with other speakers), masking by white noise, and external rhyth-
mic cues (e.g., metronome) (Johnson and Rosen, 1937; Cherry 
and Sayers, 1956; van Riper, 1971; Trotter and Silverman, 1974; 

INTRODUCTION
Developmental stuttering is a disorder of speech fluency character-
ized by involuntary repetitions, prolongations, and silent blocks, 
especially in the initial parts of utterances. It typically starts between 
2 and 6 years of age, occurring in 4–5% of all preschool children 
(Bloodstein, 1995; Yairi and Ambrose, 1999). Although 70–80% of 
these children recover spontaneously, the stuttering persists after 
puberty in approximately 1% of the general population, more often 
in males than in females (Bloodstein, 1995; Yairi and Ambrose, 
1999). Despite the previous physiological research including brain 
imaging techniques, the pathophysiology and the neural basis 
underlying developmental stuttering remains poorly understood 
(Brown et al., 2005; Watkins et al., 2008).

Because stuttering manifests as a motor dysfunction in speech, 
it has been argued that the symptoms represent breakdowns in the 
control, timing, and coordination of speech musculature (Brady, 
1969; Bruce and Adams, 1978; Jayaram, 1984; Smith, 1995; Ludlow 
and Loucks, 2003). Moreover, it has been reported that persons 
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Hargrave et al., 1994; Bloodstein, 1995). These findings suggest 
that stuttering is not simply an impairment in the motor system. 
As Hampton and Weber-Fox (2008) argue, many current models 
of stuttering incorporate other factors: atypical neurophysiology, 
genetic factors, environment, personality, learning ability, audi-
tory processing, and the ability to produce speech and language 
(Bloodstein, 1995; Lawrence and Barclay, 1998; Guitar, 2006).This 
indicates that not only a motor disability but many factors can 
influence stuttering.

Neuroimaging studies during the last 15 years have reported 
that adults who stutter demonstrate both structural and func-
tional abnormalities compared to people who do not stutter (Wu 
et al., 1995; Fox et al., 1996, 2000; Braun et al., 1997; Salmelin 
et al., 1998, 2000; De Nil et al., 2000, 2008; Ingham et al., 2000, 
2004; Foundas et al., 2001, 2003; Ingham, 2001; Sommer et al., 
2002; Preibisch et al., 2003; Jäncke et al., 2004; Weber-Fox et al., 
2004, 2008; Biermann-Ruben et al., 2005; Brown et al., 2005; 
Corbera et al., 2005; Cykowski et al., 2008; Giraud et al., 2008; 
Watkins et al., 2008; Weber-Fox and Hampton, 2008; Chang 
et al., 2009; Kell et al., 2009; Sakai et al., 2009; Beal et al., 2010, 
2011; Kaganovich et al., 2010; Liotti et al., 2010; Lu et al., 2010; 
Kikuchi et al., 2011). Among various theories of the pathophysi-
ology of stuttering (Bloodstein, 1995; Lawrence and Barclay, 
1998; Guitar, 2006), abnormal patterns of cerebral hemispheric 
dominance for speech processing have been consistently dem-
onstrated. During speech production, people who stutter (PWS) 
show anomalous patterns characterized by overactivation, par-
ticularly in the right hemisphere, in speech-motor related brain 
areas, and by reduced activation in the left superior temporal, 
fronto-temporal, and temporo-parietal areas compared with flu-
ency inducing conditions or fluent speakers (Wu et al., 1995; 
Fox et al., 1996; Braun et al., 1997; De Nil et al., 2000; Ingham 
et al., 2000). It has been reported that there are differences in 
brain responses to auditory processing during speech or passive 
listening tasks, and non-linguistic auditory processing between 
adults or children who do and do not stutter (Hampton and 
Weber-Fox, 2008; Beal et al., 2010, 2011; Kaganovich et al., 2010; 
Kikuchi et al., 2011).

Although these imaging data generally suggest that the structural 
and functional lateralization in language-related brain regions for 
speech perception or production differs between adults who do 
and do not stutter, the crucial question remains unresolved with 
regard to the possible causal relationship between stuttering and 
brain lateralization. Since previous studies have mainly examined 
adults, it has been a matter of debate whether the anatomical and 
functional increases in the right hemisphere in adults who stutter 
are the results of compensatory mechanisms used over a lifetime 
of stuttering (Braun et al., 1997; Preibisch et al., 2003; Chang et al., 
2008; Lu et al., 2010). Alternatively, it is possible that the abnor-
mal functional lateralization is observed in children who stutter 
if it is related to the onset of the stuttering. Data from children 
who stutter may shed light on this issue, but few such studies have 
been conducted (Özge et al., 2004; Chang et al., 2008; Weber-Fox 
et al., 2008; Kaganovich et al., 2010; Beal et al., 2011). Since stut-
tering typically starts prior to 6 years of age, a method that enables 
studying functional lateralization in this age group is necessary 
for elucidating the pathophysiology of developmental stuttering.

Conventional brain imaging techniques, such as functional 
magnetic resonance imaging (fMRI) and positron emission 
tomography (PET) are not well-suited for young subjects, due 
to safety concerns and/or the requirement for rigorous restraint. 
Magnetoencephalography (MEG) must be applicable for young 
infants for its safety, but may have difficulties to measure children 
younger than around 5 years. Although electroencephalography 
(EEG) can be applicable to young subjects, its ability to localize the 
focus of activity is generally poor (Minagawa-Kawai et al., 2008). 
In contrast, near-infrared spectroscopy (NIRS) can non-invasively 
measure human brain function under a variety of conditions with 
little restraint on young subjects, even neonates (Chen et al., 2002; 
Kennan et al., 2002; Peña et al., 2003; Homae et al., 2006, 2007; 
Minagawa-Kawai et al., 2007, 2011; Sato et al., 2010; Zaramella et al., 
2001). NIRS has a reasonable resolution for exploring functional 
lateralization due to the limited spread of near-infrared light in the 
brain (Yamashita et al., 1996; Yamamoto et al. 2002; Fukui et al., 
2003), unlike evoked potentials. Consequently, NIRS was our logi-
cal method of choice for examining the functional lateralization in 
children and adults who stutter.

We focused on cortical auditory speech processing in this 
study, based on its suggested involvement in stuttering (Hall and 
Jerger, 1978; Toscher and Rupp, 1978). Disfluency in PWS can be 
ameliorated by manipulating the auditory input (Johnson and 
Rosen, 1937; Cherry and Sayers, 1956; van Riper, 1971; Trotter and 
Silverman, 1974; Hargrave et al., 1994; Bloodstein, 1995), and choral 
reading has been shown to reverse the deactivation in the cerebral 
auditory regions during speech in PWS (Fox et al., 1996). While 
these are related to the auditory functions for self-monitoring of 
one’s own speech, behavioral studies using a dichotic listening para-
digm have demonstrated abnormal linguistic processing in PWS 
in terms of cerebral hemispheric dominance (Curry and Gregory, 
1969; Brady and Berson, 1975; Sommers et al., 1975; Blood, 1985). 
Although these paradigms would be useful for examining the cer-
ebral differences between people who do and do not stutter, young 
children may fail to accomplish tasks requiring overt and prompt 
speech responses. Similarly, tasks requiring intensive attention, like 
a dichotic listening test, may not be reliably performed. Thus, we 
used a simple listening task that is applicable to even very young 
subjects, and can measure functional lateralization for language 
processing in the absence of overt speech planning or production 
(Sato et al., 2003; Minagawa-Kawai et al., 2007). We used words 
with phonemic and prosodic contrasts as auditory stimuli. Using 
the same stimuli, functional brain mapping with NIRS has demon-
strated a left-side advantage for the phonemic contrast compared to 
the prosodic contrast in normal adults, school-age, and preschool 
children, as well as infants older than 1 year (Furuya et al., 2001; 
Furuya and Mori, 2003; Sato et al., 2003).

MATERIALS AND METHODS
PARTICIPANTS
Ten adults (10 males, age range 18–44 years), seven school-age 
children (two females and five males, age rage 6–12 years), and 
six preschool-age children (one female and five males, age range 
3–5 years) who stutter participated in the present study. All sub-
jects were native Japanese speakers with no reported history of 
hearing impairments. They did not show impairments in speech 
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Colchester, VT, USA). The 3-D coordinates were superimposed onto 
T1-weighted MR brain images for each adult subject to identify 
the centers of recording sites. T1-weighted anatomical images were 
acquired in 80 contiguous axial slices with a thickness of 2.0 mm 
using a 1.5-T scanner [Excelart, Toshiba Medical, Japan; repetition 
time/echo time (TR/TE) 15/3.4 ms, flip angle (FA) 20°, matrix 
256 × 192, field-of-view (FOV) 22 cm × 22 cm]. The channels close to 
the lateral end of the border between the transverse temporal gyrus 
and the planum temporale (PT), as projected onto a  parasagittal 
MRI, should be in the auditory area and were referred to as auditory 
channels (Minagawa-Kawai et al., 2002; Furuya and Mori, 2003). 
This procedure selected the recording channels whose centers were 
within a 1.5-cm radius of the above-mentioned border. Thus, the 
channels should include the signals in the auditory cortex due to 
the spread of the laser in the brain tissue (Yamashita et al., 1996). 
Since it was difficult to acquire MR brain images of some young 
subjects, the positions of optical probes were recorded either with 
a 3-D digitizer or a digital camera for identification of approximate 
recording locations. Because the primary auditory cortex is located 
approximately 6 cm perpendicularly above the plane containing 
the bilateral preauricular point (PA) and the nasion, the channels 
at and around the height above, and the anteroposterior position 
at, the PA were presumed to be in or close to the auditory area, and 
referred to as auditory channels.

PROCEDURE
The experiments were carried out in a sound-attenuated room. 
Stimuli were presented at a comfortable level (60–70 dB SPL) 
via insert earphones (EAR TONE 3A) for adults and a loud-
speaker (i15, TANNOY) for children in accordance with the 
previous studies for the control subjects (Furuya et al., 2001; 
Furuya and Mori, 2003; Sato et al., 2003). Because it was dif-
ficult to confirm that ear plugs were tightly pushed into ears in 
the measurements of children, the speaker was used for them. 
Each participant was tested in two conditions in respective ses-
sions with a block design paradigm. In the phonemic condi-
tion, the baseline block contained only /itta/ which was repeated 

 understanding. They were all right-handed, as assessed by the 
Edinburgh Handedness Inventory (Oldfield, 1971). Participants 
were recruited from a hospital or a self-help group for stuttering. 
An additional seven subjects (two adults, four school-age children, 
and one preschooler) were tested, but excluded from the analy-
sis due to non-right-handedness. Stuttering severity was assessed 
with a 7-scale rating system from 1 (very mild) to 7 (very severe; 
Akahoshi et al., 1981; Johnson et al., 1963). The stuttering severity 
ranged from 2 to 7 in adults (2, n = 2; 4, n = 4; 5, n = 2; 6, n = 1; 
7, n = 1), from 2 to 5 in school-age children (2, n = 2; 3, n = 2; 4, 
n = 2; 5, n = 1), and from 2 to 4 in preschoolers (2, n = 2; 3, n = 3; 4, 
n = 1). As data of age-matched normal controls for each stuttering 
group, we referred to data measured in previous studies (10 normal 
adults, 10 males, age range 20–32 years; 10 normal school-age chil-
dren, 3 females and 7 males, age range 6–10 years; 8 preschool-age 
children, 4 females and 4 males, age range 3–5 years; Furuya et al., 
2001; Furuya and Mori, 2003; Sato et al., 2003). The participants or 
their parents gave written informed consent before the experiment. 
This study was approved by the Ethical Committees of National 
Rehabilitation Center for Persons with Disabilities (NRCD).

STIMULI
Three different inflected forms of a Japanese verb /iku/ (meaning 
“to go”) were produced with a synthesis-by-analysis system (ASL, 
Kay Elemetrics Corp., USA) based on a speech signal recorded 
by a male adult (Imaizumi et al., 1998). By changing the formant 
frequencies and the vocal pitch contour, (A) past declarative /itta/ 
(“went”), (B) imperative /itte/ (“Go away”), and (C) interrogative 
/itta?/ (“went?”) forms of the verb were synthesized. These words 
consisted of a common initial /i/ vowel with a length of 80 ms, a 
200-ms silent interval, and then the final syllable with a length of 
80 ms. Only the final syllable was changed in the two derived words. 
The phonemic contrasting pair /itta/ and /itte/ had different final 
vowels due to the manipulation of the frequencies of their form-
ants 1 and 2 but has an identical falling pitch pattern. The prosodic 
contrasting pair /itta/ and /itta?/ were only different in the pitch 
contours of the same final vowel.

NIRS RECORDINg
Recordings of the changes in hemoglobin (Hb) concentrations in the 
bilateral temporal areas were made with multi-channel NIRS (ETG-
100, Hitachi Medical Co., Japan; OMM-2001, Shimadzu, Japan), 
using near-infrared lasers at two (780 and 830 nm; ETG-100) or 
three wavelengths (780, 800, and 830 nm; OMM-2001). OMM-2001 
was used only for the measurement of the school-age control group. 
OMM-2001 used the additional middle wavelength (800 nm), which 
should have the almost identical path-length in vivo as the other 
wavelengths. The recording channels resided in the optical path in 
the brain between the nearest pairs of incident and detection probes, 
which were separated by 3 cm on the scalp surface (Nakajima et al., 
1993; Fukui et al., 2003). Five incident and four detection probes 
arranged in a 3 × 3 square lattice were placed on each lateral side 
of the head, which made the total number of recording channels 
12 on either side because each pair of adjacent incident and detec-
tion probes constituted a single measurement channel (Figure 1). 
After the optical measurement, the positions of the optical probes 
were recorded with a  three-dimensional (3-D) digitizer (Polhemus, 

Figure 1 | Arrangement of NirS recording probes. A schematic top view 
of the head shows that five emission and four detection probes were placed 
on the temporal scalp with a thermoplastic shell in a 3 × 3 square lattice, 3 cm 
apart from the nearest others, which constituted 12 recording sites on each 
side. The light incident probes are represented by filled circles; the detection 
probes, by open circles; measurement channels, by numerals.
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In addition, the response peaks during the test blocks were com-
pared with 0 (the average of the 10-s pre-test baseline) in each 
condition, side and group (one-sample t-test with false discovery 
rate (FDR) correction at q < 0.05 for each group). This was done 
to determine whether or not the phonemic or prosodic changes 
in the test blocks elicited significantly larger total Hb changes than 
the baseline blocks.

RESULTS
HEMODyNAMIC RESPONSES Of PEOPLE wHO DO AND DO NOT 
STUTTER
Figure 2 shows NIRS responses in adult, school-aged, and preschool-
aged PWS, in addition to typical responses of a non-stuttering adult 
(Furuya and Mori, 2003). This figure indicates the averaged time 
courses of the total Hb during test blocks in each condition for a 
non-stuttering adult and all stuttering participants. Whereas the 
adult who did not stutter showed a larger response on the left side 
under the phonemic condition and a larger response on the right 
side under the prosodic condition, few of the stuttering participants 
showed such left–right reversal between the two conditions.

Figure 3 shows the averaged peak values of the total Hb 
responses in the left and right sides under the two conditions. All 
groups showed significant responses during the test blocks against 
zero baselines on the left and the right sides under each condition 
(one-sample t-test, p < 0.05 respectively).

The lateralization pattern across the phonemic and prosodic con-
ditions differed between the stuttering and control groups. Results 
of two-way ANOVA, with condition (phoneme and prosody) and 
side (left and right) as within-subject factors in each adult group 
showed that the PWS exhibited no significant interaction or main 
effects for the two factors [F(1,9) = 0.30, p > 0.10; F(1,9) = 0.02, 
p > 0.10; F(1,9) = 3.33, p > 0.10, interaction, condition, side respec-
tively], whereas the control (Ctrl) group exhibited a significant 
interaction [F(1,9) = 12.07, p < 0.01] but no effects for condition 
[F(1,9) = 0.32, p > 0.10] or side [F(1,9) = 0.05, p > 0.10], suggest-
ing that the activations in the left and the right differed between 
the conditions only in the control group (Figure 3A). Simple effect 
tests showed that the left-side response was significantly larger than 
the right-side response under the phonemic condition (Holm cor-
rection, p < 0.05).

Similar results were observed in the school-age groups 
(Figure 3B). The school-age children who stutter exhibited no sig-
nificant interaction or main effects for the two factors [F(1,6) = 0.81, 
p > 0.10; F(1,6) = 0.06, p > 0.10; F(1,6) = 0.11, p > 0.10, inter-
action, condition, side respectively]. In contrast, the school-age 
control group exhibited a significant interaction [F(1,9) = 12.29, 
p < 0.01] but no effects for condition [F(1,9) = 0.00, p > 0.10] or 
side [F(1,9) = 1.98, p > 0.10]. Simple effect tests showed the larger 
left-side response (compared to right side) under the phonemic 
condition (p < 0.05) and the larger right-side response (compared 
to left side) under the prosodic condition (p < 0.05).

The preschool children who stutter showed a different response 
pattern all together. They showed no significant interaction or main 
effect for the condition factor [F(1,5) = 0.87, p > 0.10; F(1,5) = 0.00, 
p > 0.10, interaction, condition respectively], but showed a main 
effect for the side factor [F(1,5) = 69.55, p < 0.01], suggesting that 
right-side activation was predominant under both conditions in this 

approximately once every second (0.9–1.1 s), whereas the test 
block consisted of /itta/ and /itte/ presented in a pseudo-random 
order with equal  probabilities at the same rate as in the baseline 
block. Baseline and test blocks each lasted for 20 s, and they were 
presented alternately at least five times. The prosodic condition 
was similar to the phonemic condition, except for the presenta-
tion of the /itta/ and /itta?/ combination in the test block. The 
presentation order of these two conditions was counterbalanced 
across subjects within each group.

DATA PROCESSINg
Changes in the concentrations of Hb were calculated from the 
attenuation data of the laser beams. The total Hb responses during 
the test blocks in each condition were averaged synchronously and 
were smoothed with a 5-s moving average after manually excluding 
the blocks with gross motion artifacts. The maximal positive total 
Hb change was evaluated against the 10 s pre-test baseline period 
for each condition and for each auditory channel. To choose one 
of the auditory channels for statistical analysis, we first averaged 
the positive total Hb response across the two conditions and then 
selected the channel that exhibited the maximum value on each 
side (Minagawa-Kawai et al., 2007).

Because the measurement of Hb concentration obtained with 
continuous wave lasers lacks a reference to optical path-length, we 
cannot determine absolute values in principle. Consequently, the 
comparison or integration of data between different channels or 
across subjects may be difficult to justify. However, a recent study 
demonstrated that the optical path-lengths are similar among 
nearby channels and between homologous regions of left and 
right hemispheres within a subject (Katagiri et al., 2010). On the 
basis of these findings, the maximal values of total Hb changes in 
the left and right auditory channels were subjected to a two-way 
analysis of variance (ANOVA), with conditions (phoneme and 
prosody) and sides (left and right) as within-subject factors in each 
group. It should be noted that Katagiri et al.’s (2010) findings do 
not extend to a comparison across different subjects. Moreover, 
the two different NIRS systems that differ in the number of lasers 
used for calculating Hb concentrations (2 vs. 3) were used for the 
school-age children (ETG-100 for school-age children who stut-
ter and OMM-2001 for school-age children who do not stutter). 
Since it is possible that the analyses using the Hb values from these 
machines have different sensitivities, the data were subjected to 
within-subject ANOVAs for each group, in which a single system 
was used.

In order to assess cerebral lateralization, a laterality index, 
LI = (L − R)/(L + R), was calculated from the peaks of the aver-
aged maximal total Hb responses in the left (L) and the right (R) 
auditory channels. Note that LI is not affected by the possible sen-
sitivity difference of the recording systems. LI could range from 
−1 to 1, with a positive value indicating left dominance. We com-
pared LI values between the two conditions (Wilcoxon signed-rank 
test) in each subject group. Subject-by-subject analysis was also 
performed: without averaging over repeated blocks, the left and 
right peaks of total Hb changes were collected from individual 
test blocks, for which respective LIs were calculated for com-
parison between the two contrast conditions within each subject 
(Mann–Whitney U-test).
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Figure 2 | Hemoglobin responses evoked by the phonemic and 

prosodic contrasts. Time courses of NIRS responses of total Hb in the 
temporal areas (left and right) are shown for individual subjects: the 
responses of a non-stuttering adult (adult control; data adopted from Furuya 
and Mori, 2003) (A), and the responses of people who stutter (PWS): adults 
(B–K), school-age children (L–r), and preschool children (S–X). The abscissas 

indicate time and the ordinates indicate total Hb concentration changes. 
The vertical lines at 0 and 20 s show the beginning and the end of the test 
blocks, respectively. In (A), the larger responses are seen in the left side 
under the phonemic condition and in the right side under the prosodic 
condition. Few of the stuttering subjects showed this normal response 
pattern under either condition.
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indicate that a system did not show a different sensitivity compared 
with the other one at least in this analysis. Moreover, similar results 
were observed between adults and children in either people who 
do or do not stutter group, suggesting that the different way of 
stimuli presentation, namely, by the earphones or the speaker, did 
not seriously impact on the current results.

ANALySES Of LATERALITy INDEx
Figure 4 shows individual laterality indices under the phonemic 
and prosodic conditions in the three age groups with respective 
controls. First, we analyzed the differences in LIs between the two 
conditions in each subject group. The group analyses showed that 
each stuttering group failed to show significant differences in LIs 
between the two contrast conditions (Wilcoxon signed-rank test, 
adult, p > 0.10; school-age, p > 0.10; preschool, p > 0.10). On the 
other hand, all control groups showed significant differences in 
LIs between the two contrast conditions (adult control, p < 0.01; 
school-age control, p < 0.01; preschool control, p < 0.05).

SUbjECT-by-SUbjECT ANALySIS Of LATERALITy INDEx fOR THE TwO 
CONDITIONS
Subject-by-subject analysis revealed that two adults (20%) and one 
school-age child (14%) who stutter showed significant differences 
between their respective phonemic and prosodic LIs (white circles in 
Figure 4). The remaining subjects who stutter (adults 80%; school-
age 86%; preschool 100%) showed no significant difference in LI 
between the two conditions (filled circles in Figure 4). Note that the 
significant differences of the three subjects who stutter were due to the 
rightward LIs for the phonemic contrast in comparison to that for the 
other condition. This was opposite the normal control subjects: seven 
of the adults (70%), seven of the school-aged (70%), and five of the 
preschool (63%) children who do not stutter showed significant left-
ward LIs for the phonemic contrast. The remaining control subjects 
(adults 30%; school-age 30%; preschool 37%) showed no significant 
difference in the LI between the two conditions. The ratios of subjects 
in the response laterality patterns differed significantly between the 
people who do and do not stutter in each age group (Fisher’s exact 
test, adult, p < 0.01; school-age, p < 0.01; preschool, p < 0.05).

CORRELATION bETwEEN LATERALITy INDEx AND STUTTERINg 
SEvERITy
Correlation analyses indicated that stuttering severity was nega-
tively correlated with the LI under the phonemic condition, but 
not significantly correlated with the LI under the prosodic con-
dition in adults who stutter (Spearman’s rho = −0.65, p < 0.05; 
Spearman’s rho = 0.36, p > 0.05, phonemic and prosodic condi-
tions, respectively; Figure 5). In contrast, neither school-age nor 
preschool-age children who stutter showed significant correlations 
between severity and LI under either condition (school-age: pho-
nemic condition, Spearman’s rho = 0.26, p > 0.05; prosodic con-
dition, Spearman’s rho = 0.53, p > 0.05; preschool-age: phonemic 
condition, Spearman’s rho = −0.31, p > 0.05; prosodic condition, 
Spearman’s rho = 0.19, p > 0.05). Although we analyzed the com-
bined data of school-age and preschool children, no significant 
correlation was observed between severity and LI under either 
condition (phonemic condition, Spearman’s rho = 0.03, p > 0.05; 
prosodic condition, Spearman’s rho = 0.45, p > 0.05).

group (Figure 3C). In contrast, the preschool control group exhib-
ited similar results as the adult and school-age control groups: they 
showed a significant interaction [F(1,7) = 13.32, p < 0.01] but no 
effects for condition [F(1,7) = 0.80, p > 0.10] or side [F(1,7) = 0.38, 
p > 0.10]. Simple effect tests showed the larger left-side response 
(compared to right side) under the phonemic condition (p < 0.05). 
Note that all three control groups showed the significant interac-
tion of condition × side factors despite of the use of the different 
measurement system for the school-age control group. This must 

Figure 3 | Averaged peak responses to the phonemic and prosodic 

contrasts. Averaged peak responses are shown according to two conditions 
(phoneme and prosody contrasts), people who stutter (PWS) and controls 
(Ctrl), and three age groups (A: adults, B: school-age children, C: preschoolers). 
White bars, left auditory channels; black bars, right auditory channels. Error 
bars: SEM. All the responses are significant. For the conditional differences, 
see text. Only the school-age controls were measured with OMM-2001. 
Control (Ctrl) data were adopted from Furuya and Mori (2003), Furuya et al. 
(2001), and Sato et al. (2003).
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between the two contrast conditions. That is, normal controls 
showed left-side and right-side dominance for the phonemic and 
the prosodic contrasts, respectively, whereas the adult and school-
age stuttering groups showed no lateralized responses to either 
contrast. The preschool children who stutter, on the other hand, 
showed right-side dominance under both conditions. The group 
analysis of LIs found the abnormal lateralization in PWS: all control 
groups showed left-dominant responses to the phonemic contrast 
compared to the prosodic contrast, but no stuttering group showed 
differential lateralized responses between the two contrasts. This 
abnormality in functional lateralization during auditory processing 
is in line with previous studies using a dichotic listening paradigm 
(Curry and Gregory, 1969; Brady and Berson, 1975; Sommers et al., 
1975; Blood, 1985) and with one using MEG (Salmelin et al., 1998). 
The current results in children who stutter are compatible with the 
previous studies showing that brain responses to auditory process-
ing differ between children who do and do not stutter (Kaganovich 
et al., 2010; Beal et al., 2011). The present study confirms the abnor-
mal auditory functional lateralization seen in PWS, and extends it 
from adults to down to the preschool age (i.e., shortly after the onset 
of stuttering). This seems to imply that it is relevant to the onset of 
stuttering rather than simply a consequence of long-term stuttering.

Previous studies using the same paradigm as in the current study 
have shown that infants around 1 year old already show a significant 
leftward shift of responses to phonemic contrasts compared with 
those to non-phonemic contrasts (Sato et al., 2003; Minagawa-Kawai 
et al., 2007). The present result of the atypical functional lateraliza-
tion of children who stutter at 3–5 years of age still leaves room for 
further research to investigate how the abnormality is established. 
Two alternatives are possible: children who are at risk for stuttering 
might reset the normal lateralization they once had at around 1 year 
of age, or they never develop the normal pattern of lateralization 
before they start stuttering. Longitudinal studies of younger children 
of 1–3 years old are needed in order to examine the causal relation-
ship between the abnormality and the onset of stuttering.

Adults who stutter show reduced asymmetry in PT (Foundas 
et al., 2001) and increased white matter volumes in the right hemi-
sphere, including superior temporal gyrus (Jäncke et al., 2004). It 

DISCUSSION
To examine whether abnormal functional lateralization is associ-
ated with the onset or the result of stuttering, we used NIRS to 
measure brain responses of PWS during the auditory processing of 
phonemic and prosodic contrasts, and compared these data with 
age-matched control data. The Hb data analyses revealed that all 
control groups showed differential left–right activation patterns 

Figure 4 | individual laterality indices in different groups. The individual 
laterality indices (circles) under the phonemic and prosodic conditions are 
linked with a line.The arrangement of groups and labeling convention are as in 
Figure 3. (A: adults, B: school-age children, C: preschoolers). Open and filled 
circles represent significant and non-significant differences, respectively, 
between the linked LIs. Note that the open circles of controls (Ctrl) show 
significant left-side dominance for the phonemic condition, whereas those of 
people who stutter (PWS) show right-side dominance for the same condition. 
Control (Ctrl) data were adopted from Furuya and Mori (2003), Furuya et al. 
(2001), and Sato et al., (2003).

Figure 5 | Correlation between severity of stuttering and Lis for 

phonemic and prosodic conditions. The relationships of the laterality 
indices (ordinate) and the stuttering severity (abscissa) of adults who stutter 
are shown under the phonemic (white squares) and prosodic conditions 
(filled circles).
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prosodic processing would later shift to the left to make more room 
for the increasing demand of phonemic processing in the right. 
The former is possibly less demanding for timing, so that it could 
be handled even with the defective arcuate fasciculus, or through 
the intact ventral pathway to the frontal area. The shift to the left 
of the prosodic processing may be related to poor perception in 
PWS of linguistic stimuli with prosodic information (Blood, 1996). 
Clearly, more longitudinal studies are needed to clarify these points.

The correlation analyses in the current study revealed that in the 
adults who stutter, stuttering severity was negatively correlated with 
the LI for the phonemic contrast, whereas neither school-age nor 
preschool stuttering groups showed significant correlations. This 
indicates that more severe stuttering symptoms are correlated with 
more abnormal lateralization patterns for the phonemic contrasts. 
This finding confirms the close relationship between the auditory 
deficit and stuttering. The results of the children, however, should 
not be directly compared to that of the adults due to the narrower 
distribution of stuttering severity.

To conclude, the NIRS method is practical not only for elucidat-
ing neural correlates of stuttering in children and adults alike, but 
also for evaluating stuttering individually. Due to the paucity of 
childhood functional studies, there has been long-standing contro-
versy whether the ambiguous lateralization for cerebral linguistic 
processing is a cause or a result of stuttering. The current study 
using NIRS shows the progress of abnormal lateralization of recep-
tive speech processing in the posterior language area, and tracks 
the anomaly down to the preschool age, soon after the onset of 
stuttering, thus narrowing down the search period for causality 
to between 1 year and the onset of stuttering (3–5 years). Since 
the NIRS method is well-suited for studying children and infants, 
future longitudinal studies using NIRS should greatly contribute 
to elucidating the pathophysiology of developmental stuttering. 
Subject-by-subject analysis in this study revealed that not a single 
subject who stutters showed a left-hemisphere advantage in the 
phonemic contrast processing over the prosodic contrast process-
ing. Together with the significant correlation between abnormal 
lateralization in the phonemic condition and the severity of stut-
tering, these results may provide useful information for the clinical 
prognosis and treatment of stuttering.
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has been also reported that PWS with atypical PT asymmetry (i. e., 
rightward PT asymmetry) show more disfluency than PWS with 
typical PT asymmetry (L > R), and PWS with atypical PT asym-
metry improved disfluency more with delayed auditory feedback 
(DAF) than those who stutter with typical PT asymmetry (Foundas 
et al., 2004). As alteration in the auditory signal by DAF might 
correct an auditory perceptual defect, it is possible that anomalous 
auditory processing is related to structural abnormalities in PWS. 
If this is true, not only anatomical PT asymmetry but anomalous 
functional lateralization found in this study might be clinically 
applicable to a prediction of improvement of disfluency by DAF. We 
also have to consider that brain anatomy can be changed by behav-
ior or function. Since alterations in behavior such as music training, 
handedness, and language proficiency can produce changes in brain 
anatomy (Gaser and Schlaug, 2003; Buchel et al., 2004; Mechelli 
et al., 2004), most of the anatomic anomalies in PWS could be the 
result of either the long-term dysfunctions in auditory processing 
or the insufficient connection between the anterior and posterior 
language areas and the left motor cortex (Sommer et al., 2002; 
Watkins et al., 2008). In fact, no increases in volume were found 
in the right-hemisphere speech regions in children who stutter, 
and no reduction in asymmetry in the PT were observed (Chang 
et al., 2008). Our findings of abnormal functional lateralization as 
early as 3–5 years thus suggest that the anatomical abnormalities in 
the posterior language cortices develop as the result of more than 
15 years of anomalous functional lateralization in the auditory area.

In the present study, all three age groups of PWS demonstrated 
similar results in terms of the lack of the stimulus dependence 
of LI: non-significant differences of LI were found between the 
phonemic and prosodic contrast conditions. Nevertheless, the Hb 
data revealed a difference in the preschool children who stutter, in 
contrast with the other two stuttering groups: only the preschoolers 
showed larger right-side responses to both phonemic and prosodic 
contrasts. It is possible that the affected arcuate fasciculus (Sommer 
et al., 2002; Chang et al., 2008) with smaller Broca’s area (Chang 
et al., 2008) exerts a disruptive influence on the left auditory cortex 
and on the interaction between the left anterior and posterior lan-
guage areas in the rapidly developing immature brain, thus shifting 
the responses to both stimuli to the right. Later, compensatory con-
nections (yet to be specified) may restore the activation in the left 
auditory area to some extent especially by prosody. Alternatively, 
if the prosodic processing is intact in early childhood, it should be 
handled in the right side starting at 1 year of age (Sato et al., 2003). 
If the phonemic processing has to be handled by the right side due 
to inefficient connections between the left auditory and the anterior 
language areas, both phonemic and prosodic functions would be 
predominantly handled in the right auditory area, of which the 
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responses to slow acoustic modulations. If, however, we assume 
the time window to be shorter than 300 ms, the left-lateralization 
in brain activation during speech processing would not be fully 
explained, because phonological information and word-level/sen-
tence-level prosody are converged during word recognition and 
sentence comprehension over a longer time scale. The assumption 
of a longer time window in the brain, beyond the time span of the 
acoustic processing, will enable us to give a fuller picture of speech 
processing and sentence comprehension.

The spoken language processing progresses from acoustic analy-
sis to detect words and construct sentences, and further evolves to 
understand the meaning of the sentences. These succeeding proc-
esses require longer time than acoustic and phonological process-
ing, which takes up to several hundred milliseconds. Syntax, which 
is the core of a language faculty, interplays other cores of phonology 
and meanings (semantics). This grammatical rule system works to 
construct the hierarchical and recursive structures unique to the 
human language (Hauser et al., 2002). The processing of a hierar-
chically structured sequence has been shown to cause activation 
in the left inferior frontal region (Brodmann’s area, BA; 44/45), as 

IntroductIon
When we listen to speech sounds of our native language, we auto-
matically convert a train of phonological/prosodic information 
into meaning in our brains. We know that multiple steps lie behind 
this process. Although, in most cases, we do not consciously notice 
every step, the first step is the detection and analysis of acoustic 
information (Price, 2010). The acoustic information is processed 
in the bilateral temporal regions, and the role of each hemisphere 
is considered to be different. One model proposes that the left 
and right hemispheres are related to the processing of temporal and 
spectral information, respectively (Zatorre et al., 2002; Zatorre and 
Gandour, 2008). Another model suggests that both hemispheres 
have a short window in temporal integration (about 20–80 ms) 
and that the right hemisphere has a relatively long window (about 
150–300 ms; Poeppel et al., 2008). The two models support the 
many studies that showed bilateral activation in speech and music 
perception and that reported hemispheric differences between the 
processes. Infant studies also reported bilateral activation in the 
temporal regions (Kotilahti et al., 2005) and lateralized activation 
(Telkemeyer et al., 2009), in which the right hemisphere showed 

Large-scale brain networks underlying language acquisition in 
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A critical issue in human development is that of whether the language-related areas in the 
left frontal and temporal regions work as a functional network in preverbal infants. Here, we 
used 94-channel near-infrared spectroscopy to reveal the functional networks in the brains of 
sleeping 3-month-old infants with and without presenting speech sounds. During the first 3 min, 
we measured spontaneous brain activation (period 1). After period 1, we provided stimuli by 
playing Japanese sentences for 3 min (period 2). Finally, we measured brain activation for 3 min 
without providing the stimulus (period 3), as in period 1. We found that not only the bilateral 
temporal and temporoparietal regions but also the prefrontal and occipital regions showed 
oxygenated hemoglobin signal increases and deoxygenated hemoglobin signal decreases 
when speech sounds were presented to infants. By calculating time-lagged cross-correlations 
and coherences of oxy-Hb signals between channels, we tested the functional connectivity 
for the three periods. The oxy-Hb signals in neighboring channels, as well as their homologous 
channels in the contralateral hemisphere, showed high correlation coefficients in period 1. 
Similar correlations were observed in period 2; however, the number of channels showing 
high correlations was higher in the ipsilateral hemisphere, especially in the anterior–posterior 
direction. The functional connectivity in period 3 showed a close relationship between the frontal 
and temporal regions, which was less prominent in period 1, indicating that these regions form 
the functional networks and work as a hysteresis system that has memory of the previous 
inputs. We propose a hypothesis that the spatiotemporally large-scale brain networks, including 
the frontal and temporal regions, underlie speech processing in infants and they might play 
important roles in language acquisition during infancy.
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well as in the left frontal operculum (BA 6/FO) and the temporal 
regions (Friederici et al., 2006). The tractography using the diffu-
sion tensor imaging (DTI) depicted the connection between the 
left BA 44/45 and the posterior and middle portion of the superior 
temporal region via the superior longitudinal fasciculus (Catani 
et al., 2002; Friederici et al., 2006). It was argued that these regions 
form a syntactic network, in which the function of BA 44/45 is to 
support the hierarchical reconstruction of the syntactic structure 
from the sequential input (Friederici, 2006). This network would 
need to function in a longer time window than several hundred 
milliseconds. The critical issue in both developmental and language 
sciences is whether the frontal and temporal regions of preverbal 
infants work as a functional network, which could then be consid-
ered a candidate for the neural foundation of language acquisition.

The functional architecture of the infant brain is beginning to be 
examined by resting-state functional connectivity magnetic reso-
nance imaging (fcMRI; Fransson et al., 2007, 2011; Gao et al., 2009; 
Smyser et al., 2010). These fcMRI studies reported the putative pre-
cursors of the default-mode networks and their development. We 
recently found the development of global cortical networks from 
neonates to 3- and 6-month-old infants by using multi-channel 
near-infrared spectroscopy (NIRS; Homae et al., 2010): The tem-
poral, parietal, and occipital regions show increases in homologous 
connectivity connecting the left and right hemispheres, and the 
fronto-occipital connectivity show U-shaped changes in the course 
of development. The resting-state measurements successfully pro-
vide information about the organization of infant brains, whereas 
the functional networks related to perceptual and cognitive process-
ing are not fully examined. Supporting evidence for these networks 
in infants is revealed by anatomical and functional imaging studies. 
DTI studies on infants visualized the superior longitudinal fas-
ciculus connecting these regions (Zhang et al., 2007; Dubois et al., 
2009). Our previous studies (Homae et al., 2007; Nakano et al., 
2009), Gervain et al. (2008), and Imada et al. (2006) reported co-
activation in the frontal and temporal regions, suggesting that these 
regions collaborate to process speech sounds. Changeux and his col-
laborators proposed a “global neuronal workspace (GNW)” model, 
in which a long-distance temporofrontal GNW circuit of infants 
is activated by speech stimuli (Dehaene et al., 1998; Lagercrantz 
and Changeux, 2009). Based on these observations, we attempt to 
clarify the state-dependent functional networks in the infant brain 
specifically involved in speech processing. We expect that such a 
long-distance connectivity would have a longer time window and 
show high correlations in a lower frequency domain.

In the present study, we measured the brain activation and func-
tional connectivity of 3-month-old infants by using 94-channel 
NIRS (Figures 1A,B). We prepared three periods for measurements 
(Figure 1C). During the first 3 min, we measured spontaneous 
fluctuation of activity in the brain (period 1). After period 1, we 
provided stimuli by playing Japanese sentences for 3 min (period 
2). Finally, we measured brain activation for 3 min without pro-
viding the stimulus (period 3), as for period 1. We evaluated the 
changes in oxygenated and deoxygenated hemoglobin (oxy-Hb 
and deoxy-Hb) signals for each measurement channel. In addition, 
we mapped the functional connectivity in each period by calculat-
ing the time-lagged cross-correlations of oxy-Hb, deoxy-Hb, and 
total-Hb (summation of oxy-Hb and deoxy-Hb) signals between 

 channels. Our primary concern was to reveal the functional net-
works that are activated during the presentation of speech sounds. 
We further examined whether the functional networks show 
context-dependent changes by contrasting the networks under 
no-stimulus conditions both before and after the presentation of 
speech sounds.

MaterIals and Methods
PartIcIPants
Twenty-one 3-month-old infants participated in the present study 
(11 girls and 10 boys; mean age: 111.6 days; range: 104–123 days). 
All infants were full-term healthy Japanese. They were sleeping 
quietly while they were studied. An additional 56 infants were 
studied, but they were excluded from the analysis due to either 
producing large head movements resulting in motion artifacts in 
the signals (N = 13) or probe obstruction by hair (N = 7). The 
measurement was stopped when infants awoke from their sleep 
during the experiments (N = 36). A success rate of sleeping infants 
was 51.2% (21/41). We checked the number of times the infants 
moved their heads, bodies, arms, and legs even if they were asleep. 
The number of movements by each infant at all periods (3 min 
each) was less than 2 (0: N = 10, 1: N = 7, and 2: N = 4). The 
total number of movements was 15 (1 × 7 + 2 × 4 = 15), and the 
occurrences of movements were equally distributed (five times 
during each period). The motion during period 2 was not con-
centrated to the first trial; we observed movements during the 
1st, 2nd, 3rd, 5th, and 7th trials within the nine trials of period 
2. This behavioral analysis suggests that the state of arousal in 
the infant group did not change during the three periods. The 

FIguRe 1 | experimental settings. (A,B) The NIRS probe and 94 
measurement channels. Probes were placed over the bilateral frontal, 
temporal, temporoparietal, and occipital regions of infants. The probes and 
measurement channels (open circles in B) were correctly positioned utilizing 
the 10–20 system. (C) Three periods during the measurement. During the first 
3 min, we measured spontaneous brain activation (period 1). After period 1, 
we provided stimuli by playing Japanese sentences; the sentences were 
played at 20-s intervals for 3 min (period 2). Finally, we measured brain 
activation for 3 min without providing the stimulus (period 3), as in period 1.
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Homae et al., 2006, 2007, in press; Minagawa-Kawai et al., 2007; 
Taga and Asakawa, 2007; Taga et al., 2007; Nakano et al., 2008, 2009; 
Telkemeyer et al., 2009).

Near-infrared light was emitted from laser diodes through inci-
dent optical fibers. The maximum intensity of NIR light was set at 
0.6 mW. The received light was detected by avalanche photodiodes 
through detection via optical fibers and separated into individual 
light sources, depending on each wavelength. We used two sets of 
3 × 10 arrays composed of 15 incident and 15 detection fibers, which 
were mounted on a flexible cap over the frontal, temporal, tempo-
roparietal, and occipital areas of each hemisphere (Figures 1A,B). 
Each pair of adjacent incident and detection fibers defined a single 
measurement channel, which enabled us to simultaneously measure 
the time course of oxy-Hb and deoxy-Hb signals with a 0.1-s time 
resolution. The distance between incident and detection fibers was 
set at approximately 2 cm (Taga et al., 2007). The measurement 
channels were correctly positioned by reference to the international 
10–20 system of electrode placement using landmarks of external 
auditory pores, vertex, and inion from each infant. Because few 
available atlases exist for the infant brain, we used previous stud-
ies on adults (Homan et al., 1987; Steinmetz et al., 1989; Herwig 
et al., 2003; Okamoto et al., 2004) to estimate the craniocerebral 
correlation for each measurement channel. A recent MRI study 
suggested that the cortical structure in infants is similar to adults in 
many aspects (Hill et al., 2010). We have reported functional map-
ping for audio–visual stimuli in infants, which is consistent with 
an estimated map from the craniocerebral correlation (Watanabe 
et al., 2008, 2010).

data analysIs
We examined the variation in the oxy-Hb signals, which estimated 
changes in the regional cerebral blood oxygenation during brain 
activation. In addition, we also analyzed the deoxy-Hb signals. 
We evaluated relative changes in oxy-Hb and deoxy-Hb signals 
contingent on an arbitrarily assigned 0 baseline from the start 
of the measurement period, which was based on the modified 
Lambert–Beer law. Because the precise optical path length of 
the light traveling through brain tissue cannot be evaluated by 
continuous-wave NIRS, the units of oxy-Hb and deoxy-Hb sig-
nals were determined by multiplying the molar concentration by 
length (mM·mm).

For each individual data set, we used a band-pass filter from 
0.009 to 0.08 Hz, which has been used in previous studies on adult 
participants to eliminate cardiac and respiratory rhythms (Fox 
et al., 2005; White et al., 2009), and extracted 3-min data (i.e., 
1,800 time points) from the continuous time courses (periods 1, 
2, and 3). The band-pass filter eliminated cardiac pulsation (about 
2 Hz in infants) and smoothed signal drifts over long time scales 
and motion artifacts.

We initially extracted data blocks from the time course data of 
period 2. Each data block ranged from 0.5 s prior to stimulus onset 
to 19.5 s after stimulus onset. By detecting rapid changes in the 
summation of oxy-Hb and deoxy-Hb signals before applying the 
band-pass filter, we determined data blocks to be eliminated with 
a low signal-to-noise ratio due to obstruction by hair and those 
with movement artifacts. We then calculated the mean signal of the 
first 11 time points (i.e., from 0.5 s prior to stimulus onset, dur-

measurement was stopped when infants awoke from their sleep 
during the experiments. Informed consent was obtained from the 
parents of the infants prior to the initiation of the experiments. 
The study was approved by the ethics committee of the Graduate 
School of Education, University of Tokyo.

stIMulI
The speech stimuli used in the present study were a subset of normal 
speech sounds described previously (Homae et al., 2006, 2007). 
The stimuli consisted of nine Japanese sentences recorded by a 
female Japanese speaker (16 bit, 22050 Hz). The mean duration 
of the sentences was 4.0 s.

stIMulus PresentatIon
All experiments were conducted in a sound-attenuated room (the 
background noise: less than 30 dB SPL). The infant was held in an 
experimenter’s arms during the measurement of cortical activation. 
The infants were almost motionless and slept soundly through-
out the experimental sessions. We previously reported that NIRS 
recordings from infants in daytime sleep provide long-duration 
and motion-free data with a sufficiently high signal-to-noise ratio, 
and the obtained data can be used to evaluate cortical responses to 
sounds (Homae et al., 2006, 2007, in press; Taga et al., 2007; Nakano 
et al., 2008, 2009). Stimulus-dependent hemodynamic responses in 
the brain to speech sounds have been reported in fMRI studies on 
sleeping adults and infants (Portas et al., 2000; Dehaene-Lambertz 
et al., 2002), and in NIRS studies on sleeping neonates and infants 
(Peña et al., 2003; Homae et al., 2006, 2007).

During the first 3 min, we measured spontaneous fluctuation 
of activity in the brain (period 1, Figure 1C). The fluctuation 
of brain activation and the functional connectivity have been 
reported previously using this data set (Homae et al., 2010). In 
period 2, we presented nine different sentences, each of which 
lasted 4 s followed by 16 s of silence. Speech sounds were presented 
at a maximum amplitude of 65 dB SPL using a BOSE MMS-1 
speaker system placed in front of the infant. During the inter-
stimulus interval, no sound was presented. Finally, we measured 
the brain activation for 3 min without providing the stimulus 
(period 3), as for period 1.

nIrs recordIngs
We used multi-channel NIRS instrument (ETG-7000, Hitachi 
Medical Corporation, Tokyo, Japan). The NIRS instrument 
exploits the optical properties of hemoglobin, which has oxygen-
ated and deoxygenated forms with different absorption spectra 
in the near-infrared (NIR) wavelength region. By using two NIR 
wavelengths (785 and 830 nm in ETG-7000) and applying the data 
analyses based on the modified Lambert–Beer law, these instru-
ments measure the relative changes in the concentrations of oxy-
Hb and deoxy-Hb in the cerebral cortex at preset measurement 
points. Detailed descriptions of the principles underlying NIRS 
have been previously described (Jöbsis, 1977; Reynolds et al., 1988; 
Maki et al., 1995; Villringer and Chance, 1997; Obrig and Villringer, 
2003; Hoshi, 2007; Wolf et al., 2007; Minagawa-Kawai et al., 2008; 
Lloyd-Fox et al., 2010; Gervain et al., 2011). NIRS has been success-
fully used to investigate cortical activation in infants in response 
to auditory stimuli (Peña et al., 2003; Kotilahti et al., 2005, 2010; 
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In the cluster analyses for oxy-Hb, deoxy-Hb, and total-Hb 
signals, we defined the distance between the two channels by cal-
culating 1 – r. We applied the Ward method for determining the 
distance and constructed a dendrogram. We showed four clusters 
for each period.

results
We found that 3-month-old infants showed spontaneous brain 
activity and hemodynamic responses to speech sounds in both 
the left and right hemispheres (Figure 2). The temporal, tem-
poroparietal, and occipital regions showed remarkable signal 
changes from the baseline during period 2 (around the onset of 
the stimulus presentation, see Materials and Methods). These 
regions showed increases in oxy-Hb signals as well as decreases 
in deoxy-Hb signals. Moreover, the oxy-Hb signal changes were 
larger than the deoxy-Hb signal changes. To quantify the hemo-
dynamic responses to speech sounds, we created an average time 
course of all the measurement channels in period 2 (Figure 3). 
The maximum change in the oxy-Hb and deoxy-Hb signals 
occurred at 8.8 and 10.6 s, respectively. For the statistical analyses 
using t-tests, we used the mean changes of the oxy-Hb signals in 
the time window from 6.9 to 10.7 s, and the deoxy-Hb signals in 
the time window from 8.9 to 12.2 s after the onset of the stimulus 
presentation, in which the signal changes were greater than 2 
SDs for all time points of the averaged time course of oxy-Hb 
and deoxy-Hb signals.

BIlateral actIvatIon In resPonse to sPeech sounds
By conducting statistical analyses of the mean changes in oxy-
Hb signals, we examined cortical activation in response to the 
speech sounds (period 2). We found that the bilateral prefron-
tal, temporal, and temporoparietal regions of the 3-month-old 
infants showed significant activation (Figure 4). The activation 
patterns in the bilateral regions of infants were consistent with our 
previous results using speech sounds (Homae et al., 2006; Taga 
and Asakawa, 2007; Nakano et al., 2008, 2009). We further found 
significant signal changes in the bilateral occipital regions. These 
bilateral changes were also observed in deoxy-Hb signals. The 
increase in oxy-Hb signals and the decrease in deoxy-Hb signals 
in the occipital regions indicated that these regions of 3-month-
old infants were activated when speech sounds were presented to 
the infants. We calculated the time of maximal changes in oxy-Hb 
and deoxy-Hb signals. The timings in the oxy-Hb signals in the 
temporal channels of the left and right hemispheres were 8.5 and 
8.8 s, respectively (Figure 5A). The timings in the oxy-Hb signals 
in the occipital channels of the left and right hemispheres were 
9.4 and 9.1 s, respectively (Figure 5B). The timing of deoxy-Hb 
signal in the temporal channels of both the left and right hemi-
spheres was 8.5 s (Figure 5C), whereas in the occipital channels of 
the left and right hemispheres, the timings were 10.8 and 10.9 s, 
respectively (Figure 5D). The rates of increases or decreases dur-
ing the first 5 s were also different between the temporal and 
occipital regions. The difference between the regions were not 
specific to the above four channels (see the inset in Figure 5). We 
calculated the mean peak time in oxy-Hb signals in each column 
from temporal regions to the occipital regions (10 columns in 
total). The mean timing in the temporal channels (three channels 

ing which no sounds was presented, to 0.5 s after stimulus onset) 
in each data block and used this value as the baseline for each 
block. By averaging the signal changes over data blocks for each 
subject in period 2, we obtained the hemodynamic responses at 
each measurement channel. To identify the activated regions in the 
period 2, we evaluated the individual data as random effects and 
performed a t-test, which was performed against 0 baseline (one-
sample, two-tailed t-test), for each channel. Multiple comparisons 
among the measurement channels were considered by adopting an 
all-measurement-channels false discovery rate (FDR) correction at 
Q < 0.05 (Benjamini and Hochberg, 1995; Genovese et al., 2002; 
Singh and Dan, 2006).

For each infant data of oxy-Hb, deoxy-Hb, and total-Hb (sum-
mation of oxy-Hb and deoxy-Hb) signals, we calculated the time-
lagged correlation coefficients (r) between the time course of a 
single channel and the time course from all other measurement 
channels (number of pairs: (94 × 93)/2 = 4,371). The 3-min data 
of two channels determined a single r value. We settled 20-s time 
window (±10 s) for lags, and calculated correlation sequences 
over the lag range (from −10 to 10 s). Because sampling rate was 
10 Hz, we obtained 201 r values for each pair as a sequence. We 
adopted the maximum r value among the 201 values as the r value 
for the pair. In most cases, we used r values within 2-s lags in the 
present analysis (mean values of lags in oxy-Hb signals: −0.034, 
−0.150, and 0.124 s in periods 1, 2, and 3, respectively; mode 
values of lags in oxy-Hb signals: 0.0 s in all periods). We used all 
the filtered data to estimate the cross-correlations. Because we 
used correlation coefficients in our analyses, the different opti-
cal path lengths of the measurement channels did not affect our 
results. We considered both positive and negative r values (range: 
–1 ≤ r ≤ 1) and evaluated all the r values. To reveal the changes in 
connectivity between the periods, we analyzed the differences on 
a channel pair basis. We first converted the r values to z scores by 
Fischer’s z transformation. We evaluated the individual z scores as 
random effects and performed paired t-tests (statistical threshold: 
p < 0.005). We applied two types of the comparison: (1) period 
1 and period 2 and (2) period 1 and period 3. We recently found 
that the patterns of frequency-specific functional connectivity 
are different between oxy-Hb and deoxy-Hb signals (Sasai et al., 
2011). Further, Mesquita et al. (2010) calculated resting-state 
functional connectivity using oxy-Hb, deoxy-Hb, and total-Hb 
signals. They reported a trend toward a higher correlation between 
homologous regions in total-Hb signals in comparison to oxy-Hb 
and deoxy-Hb signals; however, one cannot exclude qualitative 
and quantitative differences among the signals. Because oxy-Hb 
signals displayed a better signal-to-noise ratio than deoxy-Hb 
signals in our previous study (Homae et al., 2007), we focused 
on oxy-Hb signal changes to make direct comparisons between 
periods.

We further calculated the squared coherence of oxy-Hb signals 
between channel pairs. In this analysis, we used raw data without 
any filters. We applied Welch’s averaged, modified periodogram 
method (using a 1024 point Fourier transform, Hanning window, 
and overlap of 512 points) to estimate the cross spectral density and 
the power spectral density. The magnitudes of squared coherence 
were calculated from them. The values for each frequency were 
averaged in each infant.
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FunctIonal connectIvIty In the three PerIods
Next, we calculated temporal correlations between all the pairs 
of measurement channels during each period (r > 0.5, Figures 
6 and 7). In period 1, during which no stimuli were presented, 
the prominent connectivity caused by the spontaneous brain 
activation was observed in homologous channels, as reported in 
our previous study (Homae et al., 2010). When speech sounds 
were presented (period 2), the number of channel pairs that 
exhibited high correlations increased throughout the brain. Not 
only the homologous connectivity, but also fronto-posterior 
connectivity in the ipsilateral hemisphere appeared. After the 
stimulus presentation (period 3), we found that the fronto-
posterior connectivity in the ipsilateral hemisphere still showed 
high correlations. This tendency remained even if we calculated 
correlations using the last 150-s data. In the following analyses, 

in each hemisphere, column 1), and in the occipital channels (two 
channels in each hemisphere, column 10) was 8.47 and 9.20 s, 
respectively (Figure 5E). These analyses demonstrate that the 
temporal profiles of signal changes were region specific. Based on 
these findings, we suggest that the activation seen in the extensive 
cortical regions are not global systemic effects, but reflect region-
specific cortical activation.

To test whether the signal changes in the left and right hemi-
spheres showed differences, we applied direct comparisons between 
the signal changes in homologous channels (47 pairs). These com-
parisons were based on the assumption that the optical path lengths 
in homologous regions were equivalent to each other. No regions 
showed significant differences between the homologous channels. 
This result demonstrated that both hemispheres were involved in 
the processing of speech sounds.

FIguRe 2 | Representative signal changes in the three periods. The oxy-Hb and deoxy-Hb signal changes in five channels in each hemisphere were plotted. The 
red and blue lines indicate oxy- and deoxy-Hb signals, respectively. The vertical lines in period 2 indicate the onset and offset of the stimulus presentation.
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FunctIonal connectIvIty In PerIod 2
The direct comparison between period 1 and period 2 revealed the 
increases in connectivity in period 2 (Figure 8A). Both the homolo-
gous connectivity and fronto-posterior connectivity in period 2 was 
higher than those in period 1. The higher fronto-posterior con-
nectivity in the ipsilateral hemisphere was found in the left and the 
right hemispheres (Figure 8B). The most prominent changes were 
observed in prefrontal and posterior temporal/occipital connectiv-
ity in the right hemisphere (p = 0.0001, a bold line in Figure 8B), 
and the left homologous connectivity also showed large changes 
(Figure 8C). When we ceased to present speech sounds (period 3), 
correlations between these regions returned to the level of period 
1, suggesting that these networks functioned during the processing 
of speech sounds.

In addition, hemispheric differences were observed in this com-
parison. For one example, correlations between the anterior regions 
of the prefrontal cortex and the occipital regions in the left hemi-
sphere were higher than those in the right hemisphere. Another 
example is that the right temporoparietal region, which is related 
to the processing of pitch information (Homae et al., 2006, 2007, in 
press), showed an increase in connectivity with the right prefrontal 
region (thick circles in Figure 8B), whereas the left homologous 
pair did not exhibit such changes (p > 0.1). These differences were 
not clarified when the intensity of signal changes was tested. The 
analyses of functional connectivity provided novel information 
about the processing of speech sounds in the infant brain.

FunctIonal connectIvIty In PerIod 3
Both periods 1 and 3 were no-stimulus conditions, but the context 
of period 3 differed from that of period 1. If the presentation of 
speech sounds affects the brain networks for a long time, func-
tional connectivity in period 3 would be expected to differ from 
that of period 1. The direct comparison between the two periods 

FIguRe 3 | The averaged time courses of oxy-Hb and deoxy-Hb signal 

changes in all the measurement channels during period 2. The gray bar 
indicates the period during which the speech sounds were presented (mean 
duration: 4.0 s). The red and blue lines indicate oxy-Hb and deoxy-Hb signals, 
respectively.

FIguRe 4 | The signal changes in all measurement channels during period 

2. (A) The averaged time courses. The red and blue lines indicate oxy-Hb and 
deoxy-Hb signals, respectively. The 0 baseline was set at the mean value 
elicited for each measurement channel around the stimulus onset (see 
Materials and Methods). (B) The statistical map of the oxy-Hb signal increases 

and deoxy-Hb signal decreases in period 2. The red filled circles indicate 
measurement channels that showed significant oxy-Hb signal changes 
(p < 0.05, FDR corrected). The blue open circles over the red circles indicate 
measurement channels that showed deoxy-Hb signal changes (p < 0.05, 
FDR corrected).

we focused on two direct comparisons of these correlations: 
period 1 vs. period 2, and period 1 vs. period 3. The former 
comparison will clarify cortical networks related to the process-
ing of speech sounds. The latter will reveal the aftereffects of 
the perceiving of speech sounds. If the processing occurs only 
in the midst of speech-stimulus presentation, we will obtain 
null results in the latter comparison; otherwise, the functional 
networks will show state-dependent changes.
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p < 0.0005), indicating that the presentation of speech sounds 
affected cortical activity after the presentation period, especially 
in the long-distance brain networks.

Interestingly, the four pairs in the left hemisphere showed 
increases from period 2 to period 3 (sign test, p < 0.05), while such a 
difference was not observed in the right hemisphere (p > 0.9). This 
trend was remarkable in the low-frequency band in the coherence 
analysis (Figure 9C). The coherence in lesser than 0.04 Hz of the 
left hemisphere was highest during period 3, while one in the right 
hemisphere did not show such a difference during periods 2 and 3. 

supported this possibility. We found that the fronto-posterior 
connectivity between the prefrontal regions and the temporal/
temporoparietal regions in period 3 are higher than those in 
period 1 (Figure 9A). We used all four pairs in each hemisphere, 
which connect the frontal and posterior regions (bold lines in 
Figure 9A), to calculate mean z values for each subject (Figure 9B). 
The mean r values of the four pairs in period 3 were 0.572, 0.557, 
0.554, and 0.523 in the left hemisphere and 0.472, 0.462, 0.458, and 
0.447 in the right hemisphere. We confirmed that the differences 
between period 1 and period 3 were significant (both hemispheres: 

FIguRe 5 | The signal changes in the temporal and occipital channels 

during period 2. (A) The average time course of oxy-Hb signals in the left 
hemisphere. The red and magenta lines indicate the temporal and occipital 
channels, respectively (filled circles in the bottom panel). (B) The average time 
course of oxy-Hb signals in the right hemisphere. The red and magenta lines 
indicate the temporal and occipital channels, respectively. (C) The average time 
course of deoxy-Hb signals in the left hemisphere. The blue and cyan lines 
indicate the temporal and occipital channels, respectively (filled circles in the 
bottom panel). (D) The average time course of deoxy-Hb signals in the right 

hemisphere. The blue and cyan lines indicate the temporal and occipital 
channels, respectively. (e) The average peak time of the oxy-Hb signals in 10 
columns from temporal to occipital columns. The abscissa indicates the columns 
shown in the bottom panel. The average time courses were calculated from 
oxy-Hb signals of 6 channels (columns 1, 3, 5, 7, and 9 in the left and right 
hemispheres; three channels in each hemisphere) or four channels (columns 2, 
4, 6, 8, and 10 in the left and right hemispheres; two channels in each 
hemisphere), and the peak time in each time course was investigated. The 
ordinate shows the peak time from the onset of the stimulus presentation.
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The simple main effect showed that the coherence of period 3 in 
the left hemisphere was higher than that in the right hemisphere 
(p < 0.01). These results indicate that the increase in correlations 

We conducted a two-by-two ANOVA (hemisphere, left and right; 
period, 2 and 3) using the values between 0.009 – 0.04 Hz, and 
found that the interaction was significant (F (1,20) = 4.58, p < 0.05). 

FIguRe 6 | Functional networks based on oxy-Hb signals, deoxy-Hb 

signals, and total-Hb signals. (A) Temporal correlations in oxy-Hb signals 
across the three periods. The distributions of correlation coefficients 
(r values) are shown by the three lines. The ordinates denote the total 
number of channel pairs across the infants. The representative correlations 

during each period are exhibited. The five channels in each hemisphere are 
the same as those shown in Figure 2. The lines show correlations that are 
higher than 0.5 (averaged across all infants in each group). (B) Temporal 
correlations in deoxy-Hb signals. (C) Temporal correlations in 
total-Hb signals.
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FIguRe 7 | All the connectivity in the three periods. The lines show 
correlations that were higher than 0.5 (averaged across all infants). The 
correlations between one of the 94 measurement channels and other 
channels are shown according to the arrangement of channel 
settings (Figure 1B).

FIguRe 8 | The direct comparison between period 1 and period 2. (A) All 
the connectivity that showed higher correlations in period 2 in comparison 
with period 1 (p < 0.005). (B) The ipsilateral connectivity revealed by the direct 
comparison (p < 0.005). The bold line indicates the connectivity that showed 
the largest difference. The thick circles show the measurement channels of a 
right temporoparietal region and a right prefrontal region. (C) Individual data 
of temporal correlations normalized to z scores. The scatter plots show z 
scores in the pair indicated by the bold line in (B) and its left homologous pair. 
The blue, red, and green circles indicate individual data of z scores during 
periods 1, 2, and 3, respectively. The black circles indicate mean values in 
each period.
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FIguRe 9 | The direct comparison between period 3 and period 1. (A) All the 
connectivity that showed higher correlations in period 3 in comparison with 
period 1 (p < 0.005). All the connectivity results were overlaid in a single figure. 
The bold lines indicate the connectivity that connects the frontal and temporal 
channels (four pairs in each hemisphere). (B) Individual data of temporal 
correlations normalized to z scores. The scatter plots show mean z scores in the 
four pairs indicated by the bold lines in each hemisphere in (A). The blue, red, 
and green circles indicate individual data of z scores during periods 1, 2, and 3, 

respectively. The black circles indicate mean values in each period. (C) The 
magnitudes of squared coherence between the frontal and temporal channels. 
We calculated the squared coherence of oxy-Hb signals between the four pairs 
in each hemisphere, shown in (A). The four values for each frequency were 
averaged for each infant. The blue, red, and green lines indicate the mean values 
in periods 1, 2, and 3, respectively (error bar: the SE). Data below 1 Hz were 
presented in each period. The abscissa and ordinate show the frequency in a log 
scale and the magnitude of squared coherence, respectively.

FIguRe 10 | Spatial configuration of the 4 clusters obtained by cluster analyses. We defined the distance between two channels by calculating 1 – r, and 
conducted cluster analyses. The four clusters in each period can be identified by coloring. The small dots are the landmarks shown in Figure 1B.
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not observed under conditions of auditory-stimulus presentation, 
we have to carefully examine the auditory/speech stimuli, tasks, and 
probe settings in NIRS measurements of the study.

In the present study, we found that the bilateral cortical regions 
were responsive to speech sounds, and there were no significant 
differences in the amount of signal changes between homologous 
regions. We presented only normal speech in period 2, and thus 
both segmental and suprasegmental information is included in all 
the stimuli. In such a case, infants would perceive and process both 
rapid and slow changes in acoustic/speech information, resulting 
in a similar degree of activation in the left and right hemispheres. 
A lateralized activation pattern would emerge if some features in 
speech sounds were highlighted by the presentation of multiple types 
of speech stimuli. In our previous studies, we presented normal and 
flattened speech sounds to infants and found the right-lateralized 
activation pattern in the temporoparietal region related to processing 
pitch information in speech sounds (Homae et al., 2006, 2007). In the 
present study, we observed significant activation in the temporopa-
rietal regions in both hemispheres, and an increase in correlations 
between the right temporoparietal region and the right prefrontal 
region in period 2. The connectivity was right-lateralized and the 
increase was not observed in the left homologue. These findings 
and our previous studies suggest that  the prosodic information in 
normal speech would be processed in the right-lateralized network.

actIvatIon and connectIvIty In the extensIve cortIcal regIons
The speech sounds we presented in period 2 induced bilateral activa-
tion in extensive cortical regions posterior to the temporal regions, 
including the occipital regions. These distributed activation patterns 
in sleeping infants have been observed in our previous studies, but 
the present result is the first demonstration of oxy-Hb increases and 
deoxy-Hb decreases in the occipital regions. The oxy-Hb and deoxy-
Hb signal changes indicated the neural responses, in these regions, to 
the speech sounds. There are at least three possibilities that explain 
this broad activation. First, corticocortical connections convey the 
information from the temporal region to the posterior regions. In 
the perinatal period, the temporal lobe expands and the auditory 
cortex develops. Mature axons in the auditory cortex, which run 
parallel to the cortical surface for long distances, are present in the 
most superficial layer (Moore, 2002). These axons could be related 
to cortico-cortical connections. Second, direct connections between 
the auditory and visual cortices subserve the information transmis-
sion. Although the direct pathway has not been clarified in infants, 
neurophysiological and neuroimaging studies on animals and human 
adults provide multiple evidence (Bavelier and Neville, 2002; Falchier 
et al., 2002; Rockland and Ojima, 2003; Eckert et al., 2008). An fMRI 
study on adults reported that the visual cortices showed responses to 
the auditory stimuli and the peak times of the signal changes in the 
visual cortex were later than those in the auditory cortex (Martuzzi 
et al., 2007). This trend is observed in our study. If the speech infor-
mation is conveyed to the auditory regions in the cerebral cortex 
firstly, the activation in the visual cortex would not precede to the 
activation in the auditory cortex. Third, the thalamus plays a role in 
the transmission from the auditory cortices to the visual cortices. 
Audio–visual interaction via the thalamus has been reported in the 
early stages of audio–visual processing (Baier et al., 2006; Noesselt 
et al., 2010). It is possible that activation in the medial geniculate body 

from period 2 to 3 was observed in the lower frequency of activation 
in the left hemisphere. Further, the coherence analysis suggests that 
the highest correlation of the left hemisphere during period 3 does 
not depend on signal fluctuations immediately after the end point 
of the speech presentation (period 2), but reflects activation of the 
fronto-temporal network in the left hemisphere during period 3.

the cluster analyses
To reveal the spatial formation of regions that had similar temporal 
correlations, we applied cluster analyses to the correlation coef-
ficients calculated from oxy-Hb, deoxy-Hb, and total-Hb signals 
(Figure 10). In all periods, the four clusters showed bilateral pat-
terns, in which clusters were formed across the midline and included 
homologous channels. The bilateral frontal, temporal, temporopa-
rietal, and parieto-occipital regions formed clusters. The clusters 
above T3 and T4 (red cluster) based on oxy-Hb signals showed 
notable consistency in terms of spatial configuration in both the 
hemispheres across all three periods. However, when the cluster 
analysis was done based on total-Hb signals, the red cluster in the 
left hemisphere during period 3 extended to frontal and posterior 
temporal regions. The left–right asymmetry in the fronto-tempo-
ral direction was consistent with the result in the analyses above 
(Figure 9). Our findings are consistent with the idea that long-
distance functional networks show lateralization in the infant brain.

dIscussIon
The present study demonstrated that extensive cortical regions of 
3-month-old infants formed large-scale brain networks that are 
related to the processing of speech sounds. We found that not only 
the bilateral temporal and temporoparietal regions, but also the pre-
frontal and occipital regions showed oxy-Hb signal increases and 
deoxy-Hb signal decreases when speech sounds were presented to 
the infants. While the bilateral regions were responsive to speech 
sounds, a hemispheric difference was marked in the fronto-temporal 
networks. Our correlation analyses revealed long-distance functional 
connectivity in the antero-posterior direction during and after the 
presentation of spoken sentences, suggesting that the large-scale brain 
networks of infants provide the foundation for speech processing.

the leFt and rIght heMIsPheres
The hemispheric difference in speech perception in infancy is one 
of the greatest questions in the developmental cognitive neuro-
sciences. An NIRS study on neonates was reported by Kotilahti 
et al. (2005), in which the bilateral temporal regions were respon-
sive to sinusoidal tones. This bilateral activation in response to 
auditory stimuli was reproduced by Telkemeyer et al. (2009). They 
showed not only bilateral activation, but also right lateralization 
in response to slow acoustic modulations. These studies suggest 
that speech sounds, including both rapid and slow changes, induce 
bilateral activation in the temporal regions. This suggestion has 
been supported by multiple NIRS studies of infants (Homae et al., 
2006, 2007; Minagawa-Kawai et al., 2007; Taga and Asakawa, 2007; 
Nakano et al., 2008, 2009; Bortfeld et al., 2009; Kotilahti et al., 2010; 
Sato et al., 2010). It is informative to investigate activation in the 
bilateral auditory regions, when speech sounds and other sounds 
are presented, before testing hemispheric differences in signal inten-
sity. We consider that if the bilateral activation in auditory regions is 
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temporal/temporoparietal region has been reported in primate stud-
ies (Petrides and Pandya, 1988; Romanski et al., 1999) and in human 
studies using DTI (Makris et al., 2005; Tomassini et al., 2007). In 
the infants, a small tract of the superior longitudinal fasciculus and 
the arcuate fasciculus connecting these regions was identified and 
reconstructed by tractography of DTI (Zhang et al., 2007; Dubois 
et al., 2009). These studies suggest that these anatomical connec-
tions, at least partly, exist in infancy. Our results are consistent with 
the hypothesis that the fronto-temporal networks begin to function 
in infancy, and may play a role in the processing of speech sounds.

Speech sounds affect brain activation of infants even after the 
presentation has ceased. The comparison between the functional 
connectivity in a no-stimulus condition before and after the speech-
stimulus presentation revealed resultant modulation of speech 
sounds in the bilateral fronto-temporal connectivity. Pairs in the left 
hemisphere that showed high correlations in period 3 did not exhibit 
significantly high correlations in the period 2 (Figures 8A and 9A). 
This implies that high correlations in period 3 were not remainders 
of activation in the period 2, but the reflection of co-activation of 
these regions during period 3. The findings of this study demonstrate 
that the functional network of the infant brain is state-dependent, 
and further, it may suggest that the functional network works as a 
hysteresis system that has a memory of the previous inputs. Hysteresis 
in the neural mechanisms is, in principle, related to learning and 
development. A recent fMRI study reported that motor learning 
by 11-min visuomotor training can modulate subsequent activity 
within resting-state networks (Albert et al., 2009). The hysteresis 
system that we found in the infant brain would be involved in the 
learning of speech perception and language acquisition.

The possibility that the left and right functional networks play dis-
tinct roles is suggested by the hemispheric difference in the networks 
between periods 2 and 3. The left fronto-temporal network showed 
higher correlations in period 3 in comparison with those in period 2, 
whereas such a difference was not observed in the right network. The 
candidate roles are, for example, that the right network is involved 
in retaining speech information and the left network produces some 
representation that is relevant to speech information. The coher-
ence analysis revealed that the high correlations in the left networks 
mostly depended on synchronization in the lower frequency. Our 
findings allow us to propose the hypothesis that the large-scale (long-
distance in spatial and long-range in temporal) connectivity between 
the frontal and temporal regions underlies the speech processing of 
infants. The large-scale brain networks would enable the processing 
of internal and external information hierarchically and recursively, 
which might constrain language acquisition in infancy. These net-
works are supposed to be dynamic and not static, and thus, their roles 
would vary during the course of development. The accumulation 
of knowledge of the functional networks in the developing infant 
brain, as well as data on functional brain mapping, opens up a new 
field – the developmental brain science of language – and will further 
clarify how and why infants acquire their native languages.
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induces activation in the lateral geniculate body and the visual corti-
ces in the sleeping infants. In awake infants of 2- to 4-months old, in 
contrast, activation in the perisylvian regions and deactivation in the 
occipital region were reported in an fMRI study (Dehaene-Lambertz 
et al., 2006). Thus, infants’ wakefulness would determine the activa-
tion pattern in the occipital regions. Excitatory and inhibitory bal-
ance in the visual regions of infants might depend on awake/sleep 
states or stimulus differences. Future studies are needed to clarify 
the mechanisms of extensive activation in the posterior regions and 
their dependency on infants’ wakefulness.

The correlation between the left occipital regions and the left frontal 
regions were high in period 2. We have reported that the correlation 
between these regions in the resting state exhibited U-shaped changes: 
It was lowest in 3-month-old infants in comparison with neonates and 
6-month-old infants (Homae et al., 2010). A recent resting-state fcMRI 
study reported consistent results on neonates. The right dorsolateral 
prefrontal cortex had functional connectivity with the left homologous 
region and the bilateral precuneus (Fransson et al., 2011). The present 
results demonstrate that the left fronto-occipital network in 3-month-
old infants could be activated if speech sounds were presented, although 
physiological confounds, including respiratory, cardiovascular, and 
blood pressure oscillations, should be carefully considered. One anatomi-
cal basis connecting these regions might be the occipitofrontal fascicle, 
which was traced in a DTI study on adults (Makris et al., 2007). The 
potential role of this fascicle in adults is visual processing, but its role 
in early infancy is not yet known. We observed significant activation in 
the occipital regions and the frontal regions only in period 2 and con-
nectivity between these regions in the period. Because speech sounds 
were presented in period 2, speech sounds would modulate activity in 
the occipital and frontal regions and the fronto-occipital connectivity. 
We propose a possibility that the fronto-occipital network might make 
some contribution to the perception of speech sounds in sleeping infants.

large-scale FunctIonal networks and hysteresIs In the 
InFant BraIn
To date, functional studies on infant brain networks mainly dealt 
with no-stimulus conditions and reported the precursors of default-
mode networks (Fransson et al., 2007; Gao et al., 2009). Recently, 
we found the development of global cortical networks in the infant 
brain (Homae et al., 2010): The resting-state connectivity between 
homologous regions in the temporal and posterior cortices, and 
the connectivity between the left temporal and parietal regions, are 
strengthened from neonates to 3- and 6-month-old infants. However, 
the relationship between the frontal and temporal regions was not 
evident in the resting state of infants, in contrast to connectivity 
between the left frontal and temporal regions in the resting state of 
adults (Zhang et al., 2010). Our previous studies (Homae et al., 2007; 
Nakano et al., 2009) and those of others (Imada et al., 2006; Gervain 
et al., 2008) show co-occurrence of activation in the temporal/tem-
poroparietal and frontal regions when speech sounds are presented, 
leading us to hypothesize that the fronto-temporal networks begin 
to function during early infancy. The presentation of speech sounds 
would change the state of networks including these regions. In the 
present study, we clarified that the connectivity between the prefron-
tal and posterior portions of the temporal regions was high in both 
hemispheres under the stimulus presentation condition (period 2). 
The anatomical connection between the prefrontal region and the 

Homae et al. Cortical networks for language acquisition

Frontiers in Psychology | Language Sciences  May 2011 | Volume 2 | Article 93 | 92

http://www.frontiersin.org/language_sciences/
http://www.frontiersin.org/language_sciences/archive


vivo, DT-MRI study. Cereb. Cortex 15, 
854–869.

Makris, N., Papadimitriou, G. M., 
Sorg, S., Kennedy, D. N., Caviness, 
V. S., and Pandya, D. N. (2007). The 
occipitofrontal fascicle in humans: a 
quantitative, in vivo, DT-MRI study. 
Neuroimage 37, 1100–1111.

Martuzzi, R., Murray, M. M., Michel, C. 
M., Thiran, J. P., Maeder, P. P., Clarke, S., 
and Meuli, R. A. (2007). Multisensory 
interactions within human primary 
cortices revealed by BOLD dynamics. 
Cereb. Cortex 17, 1672–1679.

Mesquita, R. C., Franceschini, M. A., 
and Boas, D. A. (2010). Resting state 
functional connectivity of the whole 
head with near-infrared spectroscopy. 
Biomed. Opt. Express 1, 324–336.

Minagawa-Kawai, Y., Mori, K., Hebden, 
J. C., and Dupoux, E. (2008). Optical 
Imaging of infants’ neurocognitive 
development: recent advances and 
perspectives. Dev. Neurobiol. 68, 
712–728.

Minagawa-Kawai, Y., Mori, K., Naoi, N., 
and Kojima, S. (2007). Neural attune-
ment processes in infants during the 
acquisition of a language-specific 
phonemic contrast. J. Neurosci. 27, 
315–321.

Moore, J. K. (2002). Maturation of human 
auditory cortex: implications for 
speech perception. Ann. Otol. Rhinol. 
Laryngol. Suppl. 189, 7–10.

Nakano, T., Homae, F., Watanabe, H., 
and Taga, G. (2008). Anticipatory 
cortical activation precedes audi-
tory events in sleeping infants. PLoS 
ONE 3, e3912. doi: 10.1371/journal.
pone.0003912

Nakano, T., Watanabe, H., Homae, F., 
and Taga, G. (2009). Prefrontal cor-
tical involvement in young infants’ 
analysis of novelty. Cereb. Cortex 19, 
455–463.

Noesselt, T., Tyll, S., Boehler, C. N., 
Budinger, E., Heinze, H. J., and 
Driver, J. (2010). Sound-induced 
enhancement of low-intensity vision: 
multisensory influences on human 
sensory-specific cortices and thalamic 
bodies relate to perceptual enhance-
ment of visual detection sensitivity. J. 
Neurosci. 30, 13609–13623.

Obrig, H., and Villringer, A. (2003). 
Beyond the visible – imaging the 
human brain with light. J. Cereb. Blood 
Flow Metab. 23, 1–18.

Okamoto, M., Dan, H., Sakamoto, K., 
Takeo, K., Shimizu, K., Kohno, S., Oda, 
I., Isobe, S., Suzuki, T., Kohyama, K., 
and Dan, I. (2004). Three-dimensional 
probabilistic anatomical cranio- 
cerebral correlation via the inter-
national 10-20 system oriented for 
transcranial functional brain map-
ping. Neuroimage 21, 99–111.

Homae, F., Watanabe, H., Nakano, T., and 
Taga, G. (2007). Prosodic processing 
in the developing brain. Neurosci. Res. 
59, 29–39.

Homae, F., Watanabe, H., Nakano, T., 
and Taga, G. (in press). Functional 
development in the infant brain for 
auditory pitch processing. Hum. Brain 
Mapp.

Homae, F., Watanabe, H., Otobe, T., 
Nakano, T., Go, T., Konishi, Y., and 
Taga, G. (2010). Development of glo-
bal cortical networks in early infancy. 
J. Neurosci. 30, 4877–4882.

Homan, R. W., Herman, J., and Purdy, 
P. (1987). Cerebral location of inter-
national 10-20 system electrode 
placement. Electroencephalogr. Clin. 
Neurophysiol. 66, 376–382.

Hoshi, Y. (2007). Functional near-infra-
red spectroscopy: current status and 
future prospects. J. Biomed. Opt. 12, 
062106.

Imada, T., Zhang, Y., Cheour, M., Taulu, 
S., Ahonen, A., and Kuhl, P. K. (2006). 
Infant speech perception activates 
Broca’s area: a developmental magne-
toencephalography study. Neuroreport 
17, 957–962.

Jöbsis, F. F. (1977). Noninvasive, infrared 
monitoring of cerebral and myocar-
dial oxygen sufficiency and circulatory 
parameters. Science 198, 1264–1267.

Kotilahti, K., Nissilä, I., Huotilainen, M., 
Mäkelä, R., Gavrielides, N., Noponen, 
T., Björkman, P., Fellman, V., and 
Katila, T. (2005). Bilateral hemody-
namic responses to auditory stimula-
tion in newborn infants. Neuroreport 
16, 1373–1377.

Kotilahti, K., Nissilä, I., Näsi, T., Lipiäinen, 
L., Noponen, T., Meriläinen, P., 
Huotilainen, M., and Fellman, V. 
(2010). Hemodynamic responses to 
speech and music in newborn infants. 
Hum. Brain Mapp. 31, 595–603.

Lagercrantz, H., and Changeux, J. P. 
(2009). The emergence of human 
consciousness: from fetal to neonatal 
life. Pediatr. Res. 65, 255–260.

Lloyd-Fox, S., Blasi, A., and Elwell, C. E. 
(2010). Illuminating the developing 
brain: the past, present and future 
of functional near infrared spec-
troscopy. Neurosci. Biobehav. Rev. 
34, 269–284.

Maki, A., Yamashita, Y., Ito, Y., Watanabe, 
E., Mayanagi, Y., and Koizumi, H. 
(1995). Spatial and temporal analysis 
of human motor activity using non-
invasive NIR topography. Med. Phys. 
22, 1997–2005.

Makris, N., Kennedy, D. N., McInerney, 
S., Sorensen, A. G., Wang, R., Caviness, 
V. S., and Pandya, D. N. (2005). 
Segmentation of subcomponents 
within the superior longitudinal 
fascicle in humans: a quantitative, in 

networks. Proc. Natl. Acad. Sci. U.S.A. 
102, 9673–9678.

Fransson, P., Aden, U., Blennow, M., and 
Lagercrantz, H. (2011). The functional 
architecture of the infant brain as 
revealed by resting-state fMRI. Cereb. 
Cortex 21, 145–154.

Fransson, P., Skiold, B., Horsch, S., Nordell, 
A., Blennow, M., Lagercrantz, H., and 
Aden, U. (2007). Resting-state net-
works in the infant brain. Proc. Natl. 
Acad. Sci. U.S.A. 104, 15531–15536.

Friederici, A. D. (2006). Broca’s area and 
the ventral premotor cortex in lan-
guage: functional differentiation and 
specificity. Cortex 42, 472–475.

Friederici, A. D., Bahlmann, J., Heim, 
S., Schubotz, R. I., and Anwander, 
A. (2006). The brain differentiates 
human and non-human grammars: 
functional localization and structural 
connectivity. Proc. Natl. Acad. Sci. 
U.S.A. 103, 2458–2463.

Gao, W., Zhu, H., Giovanello, K. S., Smith, 
J. K., Shen, D., Gilmore, J. H., and Lin, 
W. (2009). Evidence on the emergence 
of the brain’s default network from 
2-week-old to 2-year-old healthy 
pediatric subjects. Proc. Natl. Acad. 
Sci. U.S.A. 106, 6790–6795.

Genovese, C. R., Lazar, N. A., and Nichols, 
T. (2002). Thresholding of  statistical 
maps in functional neuroimag-
ing using the false discovery rate. 
Neuroimage 15, 870–878.

Gervain, J., Macagno, F., Cogoi, S., 
Peña, M., and Mehler, J. (2008). The 
neonate brain detects speech struc-
ture. Proc. Natl. Acad. Sci. U.S.A. 105, 
14222–14227.

Gervain, J., Mehler, J., Werker, J. F., Nelson, 
C. A., Csibra, G., Lloyd-Fox, S., Shukla, 
M., and Aslin, R. N. (2011). Near-
infrared spectroscopy: a report from 
the McDonnell infant methodology 
consortium. Dev. Cogn. Neurosci. 1, 
22–46.

Hauser, M. D., Chomsky, N., and Fitch, 
W. T. (2002). The faculty of language: 
what is it, who has it, and how did it 
evolve? Science 298, 1569–1579.

Herwig, U., Satrapi, P., and Schonfeldt-
Lecuona, C. (2003). Using the 
International 10-20 EEG system for 
positioning of transcranial magnetic 
stimulation. Brain Topogr. 16, 95–99.

Hill, J., Dierker, D., Neil, J., Inder, T., 
Knutsen, A., Harwell, J., Coalson, 
T., and Van Essen, D. (2010). A sur-
face-based analysis of hemispheric 
asymmetries and folding of cerebral 
cortex in term-born human infants. J. 
Neurosci. 30, 2268–2276.

Homae, F., Watanabe, H., Nakano, T., 
Asakawa, K., and Taga, G. (2006). 
The right hemisphere of sleeping 
infant perceives sentential prosody. 
Neurosci. Res. 54, 276–280.

reFerences
Albert, N. B., Robertson, E. M., and Miall, 

R. C. (2009). The resting human brain 
and motor learning. Curr. Biol. 19, 
1023–1027.

Baier, B., Kleinschmidt, A., and Muller, 
N. G. (2006). Cross-modal processing 
in early visual and auditory cortices 
depends on expected statistical rela-
tionship of multisensory information. 
J. Neurosci. 26, 12260–12265.

Bavelier, D., and Neville, H. J. (2002). 
Cross-modal plasticity: where and 
how? Nat. Rev. Neurosci. 3, 443–452.

Benjamini, Y., and Hochberg, Y. (1995). 
Controlling the false discovery rate – 
a practical and powerful approach to 
multiple testing. J. R. Stat. Soc. Ser. B 
Methodol. 57, 289–300.

Bortfeld, H., Fava, E., and Boas, D. A. 
(2009). Identifying cortical lateraliza-
tion of speech processing in infants 
using near-infrared spectroscopy. Dev. 
Neuropsychol. 34, 52–65.

Catani, M., Howard, R. J., Pajevic, S., 
and Jones, D. K. (2002). Virtual in 
vivo interactive dissection of white 
matter fasciculi in the human brain. 
Neuroimage 17, 77–94.

Dehaene, S., Kerszberg, M., and Changeux, 
J. P. (1998). A neuronal model of a 
global workspace in effortful cogni-
tive tasks. Proc. Natl. Acad. Sci. U.S.A. 
95, 14529–14534.

Dehaene-Lambertz, G., Dehaene, S., and 
Hertz-Pannier, L. (2002). Functional 
neuroimaging of speech perception in 
infants. Science 298, 2013–2015.

Dehaene-Lambertz, G., Hertz-Pannier, 
L., Dubois, J., Meriaux, S., Roche, A., 
Sigman, M., and Dehaene, S. (2006). 
Functional organization of perisylvian 
activation during presentation of sen-
tences in preverbal infants. Proc. Natl. 
Acad. Sci. U.S.A. 103, 14240–14245.

Dubois, J., Hertz-Pannier, L., Cachia, 
A., Mangin, J. F., Le Bihan, D., and 
Dehaene-Lambertz, G. (2009). 
Structural asymmetries in the infant 
language and sensori-motor networks. 
Cereb. Cortex 19, 414–423.

Eckert, M. A., Kamdar, N. V., Chang, C. 
E., Beckmann, C. F., Greicius, M. D., 
and Menon, V. (2008). A cross-modal 
system linking primary auditory and 
visual cortices: evidence from intrin-
sic fMRI connectivity analysis. Hum. 
Brain Mapp. 29, 848–857.

Falchier, A., Clavagnier, S., Barone, P., 
and Kennedy, H. (2002). Anatomical 
evidence of multimodal integration 
in primate striate cortex. J. Neurosci. 
22, 5749–5759.

Fox, M. D., Snyder, A. Z., Vincent, J. L., 
Corbetta, M., Van Essen, D. C., and 
Raichle, M. E. (2005). The human 
brain is intrinsically organized into 
dynamic, anticorrelated functional 

Homae et al. Cortical networks for language acquisition

www.frontiersin.org May 2011 | Volume 2 | Article 93 | 93

http://www.frontiersin.org/
http://www.frontiersin.org/language_sciences/archive


Zhang, J. Y., Evans, A., Hermoye, L., 
Lee, S. K., Wakana, S., Zhang, W. H., 
Donohue, P., Miller, M. I., Huang, H., 
Wang, X. Q., van Zijl, P. C. M., and 
Mori, S. (2007). Evidence of slow 
maturation of the superior longitu-
dinal fasciculus in early childhood by 
diffusion tensor imaging. Neuroimage 
38, 239–247.

Zhang, Y. J., Lu, C. M., Biswal, B. B., Zang, 
Y. F., Peng, D. L., and Zhu, C. Z. (2010). 
Detecting resting-state functional con-
nectivity in the language system using 
functional near-infrared spectroscopy. 
J. Biomed. Opt. 15, 047003.

Conflict of Interest Statement: The 
authors declare that the research was 
conducted in the absence of any com-
mercial or financial relationships that 
could be construed as a potential conflict 
of interest.

Received: 30 December 2010; paper pending 
published: 07 February 2011; accepted: 28 
April 2011; published online: 17 May 2011.
Citation: Homae F, Watanabe H, Nakano 
T and Taga G (2011) Large-scale brain 
networks underlying language acquisition 
in early infancy. Front. Psychology 2:93. doi: 
10.3389/fpsyg.2011.00093
This article was submitted to Frontiers in 
Language Sciences, a specialty of Frontiers 
in Psychology.
Copyright © 2011 Homae, Watanabe, 
Nakano and Taga. This is an open-access 
article subject to a non-exclusive license 
between the authors and Frontiers Media 
SA, which permits use, distribution and 
reproduction in other forums, provided 
the original authors and source are cred-
ited and other Frontiers conditions are 
complied with.

Peña, M., Maki, A., Kovacic, D., Dehaene-
Lambertz, G., Koizumi, H., Bouquet, 
F., and Mehler, J. (2003). Sounds and 
silence: an optical topography study of 
language recognition at birth. Proc. Natl. 
Acad. Sci. U.S.A. 100, 11702–11705.

Petrides, M., and Pandya, D. N. (1988). 
Association fiber pathways to the fron-
tal cortex from the superior temporal 
region in the rhesus monkey. J. Comp. 
Neurol. 273, 52–66.

Poeppel, D., Idsardi, W. J., and van 
Wassenhove, V. (2008). Speech percep-
tion at the interface of neurobiology 
and linguistics. Philos. Trans. R. Soc. 
Lond. B Biol. Sci. 363, 1071–1086.

Portas, C. M., Krakow, K., Allen, P., 
Josephs, O., Armony, J. L., and Frith, 
C. D. (2000). Auditory processing 
across the sleep-wake cycle: simulta-
neous EEG and fMRI monitoring in 
humans. Neuron 28, 991–999.

Price, C. J. (2010). The anatomy of lan-
guage: a review of 100 fMRI studies 
published in 2009. Ann. N. Y. Acad. Sci. 
1191, 62–88.

Reynolds, E. O. R., Wyatt, J. S., Azzopardi, 
D., Delpy, D. T., Cady, E. B., Cope, M., 
and Wray, S. (1988). New non-invasive 
methods for assessing brain oxygena-
tion and hemodynamics. Br. Med. Bull. 
44, 1052–1075.

Rockland, K. S., and Ojima, H. (2003). 
Multisensory convergence in calcarine 
visual areas in macaque monkey. Int. 
J. Psychophysiol. 50, 19–26.

Romanski, L. M., Tian, B., Fritz, J., 
Mishkin, M., Goldman-Rakic, P. S., 
and Rauschecker, J. P. (1999). Dual 
streams of auditory afferents target 
multiple domains in the primate 
prefrontal cortex. Nat. Neurosci. 2, 
1131–1136.

P. M., Rushworth, M. F. S., and 
Johansen-Berg, H. (2007). Diffusion-
weighted Imaging tractography-based 
parcellation of the human lateral pre-
motor cortex identifies dorsal and ven-
tral subregions with anatomical and 
functional specializations. J. Neurosci. 
27, 10259–10269.

Villringer, A., and Chance, B. (1997). 
Non-invasive optical spectroscopy 
and imaging of human brain function. 
Trends Neurosci. 20, 435–442.

Watanabe, H., Homae, F., Nakano, T., and 
Taga, G. (2008). Functional activation 
in diverse regions of the developing 
brain of human infants. Neuroimage 
43, 346–357.

Watanabe, H., Homae, F., and Taga, G. 
(2010). General to specific develop-
ment of functional activation in the 
cerebral cortexes of 2- to 3-month-old 
infants. Neuroimage 50, 1536–1544.

White, B. R., Snyder, A. Z., Cohen, A. 
L., Petersen, S. E., Raichle, M. E., 
Schlaggar, B. L., and Culver, J. P. (2009). 
Resting-state functional connectivity 
in the human brain revealed with dif-
fuse optical tomography. Neuroimage 
47, 148–156.

Wolf, M., Ferrari, M., and Quaresima, V. 
(2007). Progress of near-infrared spec-
troscopy and topography for brain and 
muscle clinical applications. J. Biomed. 
Opt. 12, 062104.

Zatorre, R. J., Belin, P., and Penhune, V. 
B. (2002). Structure and function of 
auditory cortex: music and speech. 
Trends Cogn. Sci. 6, 37–46.

Zatorre, R. J., and Gandour, J. T. (2008). 
Neural specializations for speech and 
pitch: moving beyond the dichoto-
mies. Philos. Trans. R. Soc. Lond. B 
Biol. Sci. 363, 1087–1104.

Sasai, S., Homae, F., Watanabe, H., and 
Taga, G. (2011). Frequency-specific 
functional connectivity in the brain 
during resting state revealed by NIRS. 
Neuroimage 56, 252–257.

Sato, Y., Sogabe, Y., and Mazuka, R. 
(2010). Development of hemispheric 
specialization for lexical pitch-accent 
in Japanese infants. J. Cogn. Neurosci. 
22, 2503–2513.

Singh, A. K., and Dan, I. (2006). Exploring 
the false discovery rate in multichan-
nel NIRS. Neuroimage 33, 542–549.

Smyser, C. D., Inder, T. E., Shimony, J. S., 
Hill, J. E., Degnan, A. J., Snyder, A. Z., 
and Neil, J. J. (2010). Longitudinal 
analysis of neural network develop-
ment in preterm infants. Cereb. Cortex 
20, 2852–2862.

Steinmetz, H., Fürst, G., and Meyer, B. U. 
(1989). Craniocerebral topography 
within the international 10-20 system. 
Electroencephalogr. Clin. Neurophysiol. 
72, 499–506.

Taga, G., and Asakawa, K. (2007). 
Selectivity and localization of corti-
cal response to auditory and visual 
stimulation in awake infants aged 2 to 
4 months. Neuroimage 36, 1246–1252.

Taga, G., Homae, F., and Watanabe, H. 
(2007). Effects of source-detector 
distance of near infrared spectroscopy 
on the measurement of the cortical 
hemodynamic response in infants. 
Neuroimage 38, 452–460.

Telkemeyer, S., Rossi, S., Koch, S. P., 
Nierhaus, T., Steinbrink, J., Poeppel, 
D., Obrig, H., and Wartenburger, I. 
(2009). Sensitivity of newborn audi-
tory cortex to the temporal structure of 
sounds. J. Neurosci. 29, 14726–14733.

Tomassini, V., Jbabdi, S., Klein, J. C., 
Behrens, T. E. J., Pozzilli, C., Matthews, 

Homae et al. Cortical networks for language acquisition

Frontiers in Psychology | Language Sciences  May 2011 | Volume 2 | Article 93 | 94

http://www.frontiersin.org/language_sciences/
http://www.frontiersin.org/language_sciences/archive


changing  stimulus salience over development (e.g., Dawson and 
Gerken, 2009), and rule abstraction across visual domains (Saffran 
et al., 2007; Johnson et al., 2009). The behavioral literature points 
to shifting rule abstraction abilities between 5- and 12-months, but 
little work has examined the neural correlates of pattern detection 
abilities in this age group.

A growing set of infant language studies have utilized near-
infrared spectroscopy (NIRS), an optical imaging method that 
assesses hemodynamic response in awake participants, to examine 
the brain regions activated during processing and discrimination of 
linguistically relevant auditory input within the first few months of 
life (e.g., Pena et al., 2003; Homae et al., 2006; Saito et al., 2007a,b; 
Gervain et al., 2008; Telkemeyer et al., 2009; see Obrig et al., 2010; 
Gervain et al., 2011, for reviews). For example, Pena et al. (2003) 
presented newborn infants with blocks of forward and backward 
speech and used NIRS to measure hemodynamic response in the 
left and right hemisphere during these auditory streams. During 
forward speech, Pena et al. (2003) found greater activation in left 
temporal areas. More specifically relating to the rule-learning lit-
erature, Gervain et al. (2008) also examined auditory processing in 
newborn infants using NIRS, presenting blocks of trisyllabic words 

IntroductIon
The first year of life represents an important period for language 
development that culminates with infants producing their first 
words. Even before they begin speaking, however, research has 
shown that infants can pick up on important and complex linguistic 
cues from their auditory input, including rhythmical cues (Mehler 
et al., 1988), phonemic contrasts (e.g., Werker and Tees, 1984; Kuhl 
et al., 2006), structural regularities (e.g., Christophe et al., 1994), 
and transitional probabilities (e.g., Saffran et al., 1996; Teinonen 
et al., 2009; for a review of early infant language development, see 
Gervain and Mehler, 2010).

A rich set of behavioral work with infants during the first year of 
life has highlighted abilities for extracting rules from stimuli varying 
in repetition structure. Seminal work by Marcus et al. (1999) found 
that 7-month-old infants tracked an embedded syllable structure 
and later used this to generalize to novel stimuli. Subsequent work 
has focused on the generalizability of this rule-learning mecha-
nism, including the ability to extract rule information when syl-
lables are substituted with other auditory sounds, such as tones 
(e.g., Marcus et al., 2007; Dawson and Gerken, 2009), the use of 
redundant cues to support rule learning (e.g., Frank et al., 2009), 

Neural processing of repetition and non-repetition grammars 
in 7- and 9-month-old infants
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An essential aspect of infant language development involves the extraction of meaningful 
information from a continuous stream of auditory input. Studies have identified early abilities 
to differentiate auditory input along various dimensions, including the presence or absence 
of structural regularities. In newborn infants, frontal and temporal regions were found to 
respond differentially to these regularities (Gervain et al., 2008), and in order to examine the 
development of this abstract rule learning we presented 7- and 9-month-old infants with syllables 
containing an ABB pattern (e.g., “balolo”) or an ABC pattern (e.g., “baloti”) and measured 
activity in left and right lateral brain regions using near-infrared spectroscopy (NIRS). While prior 
newborn work found increases in oxyhemoglobin (oxyHb) activity in response to ABB blocks 
as compared to ABC blocks in anterior regions, 7- and 9-month-olds showed no differentiation 
between grammars in oxyHb. However, changes in deoxyhemoglobin (deoxyHb) pointed to a 
developmental shift, whereby 7-month-olds showed deoxyHb responding significantly different 
from zero for ABB blocks, but not ABC blocks, and 9-month-olds showed the opposite pattern, 
with deoxyHb responding significantly different from zero for the ABC blocks but not the ABB 
blocks. DeoxyHb responses were more pronounced over anterior regions. A grammar by time 
interaction also illustrated that during the early blocks, deoxyHb was significantly greater to 
ABC than in later blocks, but there was no change in ABB activation over time. The shift from 
stronger activation to ABB in newborns (Gervain et al., 2008) and 7-month-olds in the present 
study to stronger activation to ABC by 9-month-olds here is discussed in terms of changes in 
stimulus salience and novelty preference over the first year of life. The present discussion also 
highlights the importance of future work exploring the coupling between oxyHb and deoxyHb 
activation in infant NIRS studies.
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with either an ABB pattern or an ABC pattern. Newborns showed 
greater activation to the ABB grammar than the ABC grammar, 
providing evidence that infants are capable of extracting regularities 
from their speech stream from birth (Gervain et al., 2008).

Although NIRS has provided researchers with the opportunity 
to examine the neural bases of auditory processing, and in the case 
of Gervain et al. (2008), repetition detection in very young infants, 
few studies thus far have used this novel method to study auditory 
processing in infants beyond 6-months-of-age (e.g., Homae et al., 
2007; Minagawa-Kawai et al., 2007; Sato et al., 2009; see Obrig et al., 
2010, for a review). By looking at a single auditory processing task 
over a wider range of ages, researchers can develop a more compre-
hensive understanding of how auditory and linguistic processing 
change over the course of infancy. Work by Minagawa-Kawai et al. 
(2007) adopted this developmental approach and used NIRS to 
examine the discrimination of phonemic contrasts in infants rang-
ing from 3- to 28-months-of-age. Minagawa-Kawai et al. (2007) 
identified a developmental shift in oxyhemoglobin responses to 
across-category and within-category phonemic contrasts, as well 
as changes in hemispheric lateralization over the first 2 years of life.

The present study aimed to examine the neural basis of linguistic 
processing of repetition- and non-repetition-based grammars dur-
ing the first year of life, extending from the paradigm developed by 
Gervain et al. (2008). With a host of behavioral work showing subtle 
shifts in development with respect to abstracting rules from input, 
this work will contribute to a neural framework of learning and 
pattern extraction. Seven- and 9-month-old infants were presented 
with grammars that did or did not contain syllables with a repeti-
tion (ABB vs. ABC), and NIRS was used to capture hemodynamic 
changes throughout the task. This work aimed to provide a richer 
picture of the neural correlates of auditory processing and pattern 
detection, across the first year of life.

MaterIals and Methods
PartIcIPants
The final sample consisted of thirteen 7-month-old infants (mean 
age = 208 days, SD = 17; six female infants) and fifteen 9-month-old 
infants (mean age = 286 days, SD = 11; nine female infants). An 
additional five 7-month-old infants and two 9-month-old infants 
participated in the experiment, but were excluded due to excessive 
noise due to hair and/or motion artifact that resulted in missing 
data for over 30% of channels. All infants included in the experi-
ment were: (1) born after 36 weeks gestational age, (2) born weigh-
ing more than 2500 g, and (3) born without a known neurological 
abnormality. Project approval was obtained from the Institutional 
Review Board of Children’s Hospital Boston. Written informed 
consent was obtained from the parents of all infant participants.

stIMulI
Stimuli consisted of trisyllabic sequences identical to those used 
in a prior study by Gervain et al. (2008) with newborn infants that 
presented a repetition based ABB artificial grammar (e.g., “balolo”) 
and an unstructured ABC control grammar (e.g., “baloti”; see 
Gervain et al. for further details of the ABB and ABC grammar 
construction). ABB and ABC grammars were matched in syllabic 
repertoire, frequency of syllables, and transitional probabilities 
between syllables.

Trisyllabic sequences were grouped into blocks of 10, with 
intervals of 0.5–1.5 s of silence occurring between each sequence. 
Each block was, on average, 16 s in length. Blocks of the ABB and 
ABC grammars were presented in one of two semi-randomized 
sequences, and were separated by a silent pause of varying dura-
tion (15 s minimum).

aPParatus
A Hitachi ETG-4000 NIRS system with 24 simultaneously record-
ing channels was used to collect hemodynamic response during 
stimulus presentation. Two wavelengths of light (695 and 830 nm) 
were used to measure cortical levels of oxyhemoglobin and deoxy-
hemoglobin (oxyHb and deoxyHb). The near-infrared light was 
guided by optical fiber bundles that were 1 mm in diameter. On 
the ETG-4000 device, each pair of adjacent incident and detection 
fibers defines a single measurement channel, allowing the measure-
ment of the hemodynamic changes in the brain corresponding to 
a specific stimulus. The NIRS probes consist of two 3 × 3 chevron 
arrays, each with five emitting and four detecting fibers held in place 
by a silicone support with 3 cm spacing, and attached to a soft cap 
designed for infants (see Figure 1A). The flexibility of the silicone 
supported by an adjustable neoprene band allowed for a bilateral 
placement of the probes spanning from anterior to posterior lateral 
regions on each side of the head (see Figure 1B).

Procedure
Infants were seated on a parent’s lap throughout the experiment. 
Infants passively listened to the auditory stimuli, which were pre-
sented through speakers placed behind a curtain in front of the 
infants. During presentation of the ABB and ABC blocks, infants 
were presented with a video containing shapes moving on a screen, 
and when uninterested in the videos, an experimenter used silent 
toys and bubbles to keep infants calm and still. Infants who became 
fussy were permitted to nurse, feed from a bottle, or eat finger 
foods to expose them to as many blocks as possible. While this had 
the potential to introduce motion artifacts, past work recording 
EEG during auditory stimuli (a method much more susceptible 
to motion artifacts than NIRS) with infants who were nursing or 
bottle-feeding obtained sufficient artifact-free data for analyses 
under similar circumstances (Thomas and Lykins, 1995; Little et al., 
1999). Generally, trials were presented until the infant heard all 28 
blocks, or until the infant became too fussy to continue.

data analysIs
Based on the light intensity detected through each channel, rela-
tive concentrations of oxyHb and deoxyHb were calculated from 
absorbance at each wavelength using the modified Beer–Lambert 
law. This conversion, as well as further data analyses, was imple-
mented through customized Matlab scripts (version 7.6, Mathworks 
Inc., Natick, MA, USA).

Timeseries corresponding to oxyHb and deoxyHb values were 
first processed using a fifth order Butterworth filter between 0.01 
and 1.0 Hz, and additional artifacts were identified and extracted if 
the raw signal exceeded a threshold value (4.95), indicating satura-
tion of the detector optodes, or if total hemoglobin change exceeded 
0.3 mM*mm within a 0.7-s time window. For each subject with at 
least 10 trials of each condition (ABB and ABC) and no significant 
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with grammar, hemisphere, and region as within-subjects fac-
tors and age as the between-subjects factor revealed a marginal 
three-way interaction between grammar, hemisphere, and region, 
F(1,26) = 3.29, p = 0.08, ηp

2 0 11= . , but no other significant 
main effects or interactions (ps > 0.12). This trend showed that 
oxyHb responses in the left hemisphere appeared similar in the 
anterior and posterior regions for the ABB grammar (ABB Left 
Anterior: M = 0.018 mmol*mm, SD = 0.009; ABB Left Posterior: 
M = 0.014 mmol*mm, SD = 0.013) and for the ABC grammar 
(ABC Left Anterior: M = 0.020 mmol*mm, SD = 0.010; ABC Left 
Posterior: M = 0.018 mmol*mm, SD = 0.014). In the right hemi-
sphere, however, the ABB grammar trended toward larger respond-
ing in the anterior region (M = 0.026 mmol*mm, SD = 0.019) 
as compared to the posterior region (M = 0.005 mmol*mm, 
SD = 0.015), while the ABC grammar showed the opposite pat-
tern (ABC Right Anterior: M = 0.004 mmol*mm, SD = 0.011; ABC 
Right Posterior: M = 0.025 mmol*mm, SD = 0.017).

Average deoxyHb response
Using the average deoxyHb concentration calculated across the 16-s 
time window for all trials, a 2 (Grammar: ABB, ABC) × 2 (Hemisphere: 
Left, Right) × 2 (Region: Anterior, Posterior) × 2 (Age: 7-month-old, 
9-month-old) repeated-measures ANOVA with grammar, hemisphere, 
and region as within-subjects factors and age as the between-subjects 
factor revealed a main effect of region, F(1,26) = 13.19, p = 0.001, 
ηp

2 0 34= . , whereby a stronger negative response was found over 

artifacts after initial filtering, the data from each block were parsed 
into a 16-s time window with 0.1 s time resolution beginning at 
stimulus onset. In addition to inter-block intervals of at least 15 s 
to allow the hemodynamic response to return to baseline, each 16 s 
time window was corrected to a zero baseline value at stimulus 
onset in order to allow for standardized comparisons across con-
ditions. Specifically, for each trial, the oxyHb and deoxyHb value 
in the first 0.1 s time bin was subtracted from itself to create a 
zero baseline in each channel at the start of every trial. This value 
was then subtracted from each subsequent time point for a given 
channel to adjust the entire trial by this baseline correction within 
the initial time bin.

Each block from a single participant was grouped by grammar 
type and averaged to obtain mean values of oxyHb and deoxyHb 
across time for each individual channel during the ABB and ABC 
blocks. On a subject-by-subject level, any channels with low oxyHb 
signal-to-noise (Mean/SD < 1.0) were excluded from subsequent 
analyses. If this analysis of noise revealed a loss of more than 30% 
of channels, infants were excluded from further analyses. On aver-
age, infants included in subsequent analyses lost 12% of channels 
due to low signal-to-noise (SD = 8%).

Based on the work of Gervain et al. (2008), two sets of analyses 
were conducted on the present data. The primary analyses exam-
ined the average value of oxyHb and deoxyHb across the 16-s time 
window for each grammar type at each channel. A second analysis 
calculated the average oxyHb and deoxyHb response from the first 
four blocks of each condition and the last four blocks of each con-
dition for every channel to examine differential activation across 
time. For both analyses, channels were grouped into four regions, 
Left Anterior (channels 1–5), Right Anterior (channels 20–24), Left 
Posterior (channels 6–12), and Right Posterior (channels 13–19). 
The probes were positioned such that posterior regions were pos-
terior to the infant’s ear (see Figure 1).

results
Figure 2 illustrates the grand average oxyHb and deoxyHb responses 
to the ABB and ABC grammars for each age group across all tri-
als, collapsed across the 24 channels used in subsequent analyses. 
Preliminary repeated-measures ANOVAs were run to examine the 
between-subjects effect of gender for each of the four analyses out-
lined below (average oxyHb response, average deoxyHb response, 
oxyHb response over time, and deoxyHb response over time). No 
significant main effects were found and subsequent analyses col-
lapsed across gender.

Initial analyses examined the changes in oxyHb and deoxyHb by 
the ABB and ABC grammars in each channel using paired t-tests for 
each age group. No single channel showed a significant difference 
between conditions in oxyHb or deoxyHb at either age (channel-
by-channel t-maps for oxyHb and deoxyHb in 7- and 9-month-old 
infants are illustrated in the Appendix).

average oxyhb and deoxyhb resPonse across all trIals
Average oxyHb response
Based on the average oxyHb concentration calculated across the 
16-s time window for all trials, a 2 (Grammar: ABB, ABC) × 2 
(Hemisphere: Left, Right) × 2 (Region: Anterior, Posterior) × 2 
(Age: 7-month-old, 9-month-old) repeated-measures ANOVA 

FIguRe 1 | (A) Images of the neoprene headband used to hold the NIRS 
probes in place in the present experiment. (B) Schematic of probe placement 
over the left and right lateral regions of the infant head. Due to individual 
variation, analyses were based on groups of channels to create standardized 
regions of interest across infants. The left anterior region included channels 
1–5; the left posterior region included channels 6–12, the right anterior region 
included channels 20–24, and the right posterior region included channels 
13–19.
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ANOVA with time, grammar, hemisphere, and region as within-
subjects factors and age as the between-subjects factor revealed no 
main effects or interactions.

DeoxyHb response across blocks
Parallel to the analysis described above, a repeated-measures 
ANOVA with time, grammar, hemisphere, and region as within-
subjects factors and age as the between-subjects factor examined 
deoxyHb responding within the first four and last four blocks of 
the experiment. This analysis revealed several findings. First, as in 
the average deoxyHb analysis, a main effect of region was observed, 
F(1,22) = 19.09, p < 0.001, ηp

2 0 47= . ,with greater activation in 
anterior regions (M = −0.015 mmol*mm, SD = 0.026) than pos-
terior regions (M = −0.003 mmol*mm, SD = 0.020). Additionally, 
there was a significant interaction between grammar and time, 
F(1,22) = 5.80, p = 0.025, ηp

2 0 21= . , such that the ABC grammar 
showed a significantly greater negative deoxyHb response during 

anterior regions (M = −0.016 mmol*mm, SD = 0.016) as compared 
to posterior regions (M = −0.003 mmol*mm, SD = 0.018). A signifi-
cant interaction between hemisphere and region was also identified, 
F(1,26) = 5.71, p = 0.024, ηp

2 0 18= . . Post hoc pairwise comparisons 
revealed that for anterior regions, the right hemisphere showed a greater 
negative deoxyHb response (M = −0.021 mmol*mm, SD = 0.023) as 
compared to the left hemisphere (M = −0.012 mmol*mm, SD = 0.016), 
t(27) = 2.11, p = 0.044, d = 0.46, but in posterior regions, there was no 
significant difference between hemispheres, t(27) = −0.92, p = 0.37, 
d = 0.19 (Left Posterior: M = −0.005 mmol*mm, SD = 0.021; Right 
Posterior: M = −0.001 mmol*mm, SD = 0.022).

Further, a marginal interaction was observed between grammar 
and age, F(1,26) = 3.18, p = 0.086, ηp

2 0 11= . , whereby 7-month-old 
infants showed a greater negative deoxyHb response to the ABB gram-
mar (M = −0.018 mmol*mm, SD = 0.022) as compared to the ABC 
grammar (M = −0.005 mmol*mm, SD = 0.024), and 9-month-old 
infants showed the opposite pattern, with larger negative deoxyHb 
responding to the ABC grammar (M = −0.014 mmol*mm, SD = 0.025) 
as compared to the ABB grammar (M = −0.002 mmol*mm, 
SD = 0.023). Follow-up one-sample t-tests revealed that in 7-month-
olds, the ABB deoxyHB response was significantly different from 
zero, t(12) = −2.879, p = 0.014, d = 0.80, and in 9-month-olds, 
the ABC deoxyHb response was significantly different from zero, 
t(14) = −2.220, p = 0.043, d = 0.57. The 7-month-old ABC deoxyHb 
response and the 9-month-old ABB deoxyHb responses were not 
significantly different from zero (ps > 0.45; Figure 3).

average oxyhb and deoxyhb resPonse: early vs. late blocks
Based on the work of Gervain et al. (2008), hemodynamic activ-
ity was compared between the first four blocks of each condition 
and the last four blocks of each condition to examine differential 
activation over time. These analyses included thirteen 7-month-
old-infants, and eleven 9-month-old infants. The remaining four 
9-month-olds who were included in the first analysis were excluded 
from the response-over-time analysis because they made it through 
less than 21 trials before becoming fussy.

OxyHb response across blocks
A 2 (Time: First 4 blocks, Last 4 blocks) × 2 (Grammar: ABB, 
ABC) × 2 (Hemisphere: Left, Right) × 2 (Region: Anterior, 
Posterior) × 2 (Age: 7-month-old, 9-month-old) repeated-measures 

FIguRe 2 | Time course of oxyHb and deoxyHb. Illustration of the average oxyHb and deoxyHb concentration at each time point across the 16-s time window for 
the ABB and ABC grammar in the group of 7-month-old infants (left) and the group of 9-month-old infants (right). Concentrations are averaged across all 24 channels.

FIguRe 3 | Average deoxyHb concentration. Analysis of mean deoxyHb 
concentration revealed a marginal age by condition interaction (p = 0.08). 
Post hoc analyses revealed that 7-month-olds show a negative response 
significantly different from zero for the ABB grammar, while the 9-month-olds 
show a negative response significantly different from zero for the ABC 
grammar. Error bars represent ±SE.
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while 9-month-olds showed the opposite effect, with activation 
significantly different from zero for the ABC grammar and not 
the ABB grammar.

Average deoxyHb across all trials also revealed an interaction 
between region and hemisphere, with posterior regions showing 
no differences in responding across hemispheres, but significantly 
greater activation in the right anterior region than the left anterior 
region. When examining deoxyHb activation across early and late 
blocks, a grammar by time interaction was observed as well. Between 
the early and late blocks, ABC activation significantly decreased, 
while no difference in ABB responding was found between the two 
time points. The deoxyHb response to ABC during the early trials 
was significantly different than zero.

With regards to localization of the neural response, paral-
lel to the oxyHb findings from Gervain et al. (2008), the present 
study revealed stronger deoxyHb activation in anterior regions 
as compared to posterior regions. However, no left hemisphere 
bias was found, contrary to prior studies using auditory stimuli 
with infants from 0- to 4-months-of-age (e.g., Dehaene-Lambertz, 
2000; Dehaene-Lambertz et al., 2002; Pena et al., 2003). In fact, the 
only significant finding relating to hemisphere in the present work 
identified greater deoxyHb responding in right anterior regions as 
compared to left anterior regions. Although the work of Gervain 
et al. (2008) showed no absolute left hemisphere bias to the syl-
lables in newborns, the oxyHb response to the ABB grammar did 
show a significantly greater response in the left hemisphere, raising 
the question of why the 7- and 9-month-old infants in the present 
study show little influence of the left hemisphere on hemodynamic 
activity. In considering important changes in speech perception that 
occur between 8- and 12-months-of-age (e.g., Werker, 1989), it is 
possible that the present stimuli, spoken by a native French speaker, 
could mark these stimuli as less linguistically meaningful to children 
as they become older. Further, recent work by Homae et al. (2007) 
found stronger right hemisphere activation for flattened speech 
streams, and because the present stimuli contained monotonous 
prosody, this could perhaps result in right hemisphere activation 
that tempers any left hemisphere dominance that might otherwise 
be found relating to rule learning and pattern extraction processes.

By using NIRS to examine the neural response to ABB and ABC 
grammars in 7- and 9-month-old infants, the present work extends 
the newborn ABB and ABC study of Gervain et al. (2008). Gervain 
et al. (2008) found greater oxyHb activation in response to the ABB 
grammar than the ABC grammar, and this was more pronounced 
in the anterior regions of the newborn brain. The current study 
found a developmental shift in this response, with 7-month-old 
infants showing a significant response to ABB blocks but not ABC 
blocks, and 9-month-olds showing a significant response to ABC 
blocks but not ABB blocks. The heightened neural attunement to 
differing patterns at different ages is consistent with behavioral 
work illustrating shifts in sensitivity to repetition patterns during 
the first year of life (e.g., Johnson et al., 2009).

With larger negative deoxyHb responses expected to corre-
spond with greater activation to that stimulus (see Obrig et al., 
2010, for a review), the present findings suggest changes in the 
salience of the ABB and ABC grammars across the first year of 
life, as newborns (Gervain et al., 2008) and 7-month-olds show 
more negative deoxyHb responding to the ABB grammar and 

the first four blocks than the last four blocks, t(23) = 2.56, p = 0.017, 
d = 0.61, but the ABB grammar showed no difference across time, 
t(23) = 0.77, p = 0.45, d = 0.21. One-sample t-tests revealed that 
the ABC response during the first four blocks was significantly 
different from zero, t(23) = −2.94, p = 0.007, d = 0.60, and that the 
ABB response during the last four blocks was marginally different 
from zero, t(23) = −1.83, p = 0.08, d = 0.37.

Finally, a marginal interaction between grammar and age was 
also found, F(1,22) = 4.06, p = 0.056, ηp

2 0 16= . , with 7-month-
olds showing greater activation to the ABB grammar than the 
ABC grammar, and 9-month-olds showing greater activation to 
ABC than ABB, though neither difference reaches significance 
(ps > 0.1). One-sample t-tests revealed that overall activation to 
the ABB grammar in 7-month-olds was significantly different from 
zero, t(12) = −2.78, p = 0.017, d = 0.77, and activation to the ABC 
grammar in 9-month-olds was significantly different from zero, 
t(10) = −2.14, p = 0.058, d = 0.64 (see Figure 4).

dIscussIon
In the present study we examined oxyHb and deoxyHb responses 
to two artificial grammars, one containing syllables in an ABB pat-
tern and the other containing syllables in an ABC pattern. Analyses 
examining the average oxyHb response to each grammar across all 
trials of the experiment as well as across early and late blocks found 
no differential responses relating to hemisphere or region and 
no differentiation between the ABB and ABC grammars. Across 
analyses examining deoxyHb responding, overall greater negative 
response was found in anterior regions as compared to posterior 
regions, and 7- and 9-month-olds showed trends toward differ-
ential responding to the ABB and ABC grammars. Specifically, 
7-month-olds showed deoxyHb responding significantly differ-
ent from zero for the ABB grammar and not the ABC grammar, 

FIguRe 4 | Average deoxyHb concentration over time. Analysis of deoxyHb 
concentration during the first four blocks and the last four blocks revealed a 
significant interaction between condition and time (p = 0.025), with a significantly 
larger deoxyHb response for the ABC grammar during the early blocks than the 
later blocks (p < 0.02) and no change in ABB grammar responding across time  
(p = 0.45). Additionally, a marginal interaction was found between condition and 
age (p = 0.056). One-sample t-tests revealed that the 7-month-old ABB  
response during Blocks 1–4 and the 9-month-old ABC response during Blocks 
1–4 are significantly different from zero. Error bars represent ±SE.
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the areas of the brain examined (see Gervain et al., 2011, for fur-
ther discussion). While many infant NIRS studies have reported 
significant oxyHb effects alongside few or no significant deoxyHb 
effects (e.g., Saito et al., 2007a,b; Gervain et al., 2008; Lloyd-Fox 
et al., 2009; Sato et al., 2009), some studies have reported signifi-
cant activation in both oxyHb and deoxyHb (e.g., Wilcox et al., 
2005; Homae et al., 2006). The first year of life includes develop-
mental changes in brain maturation such as changes in vascular 
tone and blood flow patterns, and NIRS work should continue 
to explore how this development differentially affects oxyHb and 
deoxyHb responding. The importance of understanding changes 
in deoxyHb has been emphasized by adult neuroimaging work 
that identifies deoxyHb as the species of hemoglobin correlated 
with the blood oxygenation level-dependent response found in 
fMRI studies (e.g., Kleinschmidt et al., 1996; see Steinbrink et al., 
2006, for a review). This fMRI/NIRS literature supports data inter-
pretation that gives at least as much weight to deoxyHb findings 
as oxyHb findings, an important consideration for future infant 
NIRS studies.

An important limitation of the present study is the varying 
attentional state of the infant participants throughout the session 
due to the range of silent activities permitted to keep them free 
of motion (e.g., watching videos, examining novel toys, drinking 
from a bottle, sleeping). Because of the more limited time span for 
keeping 7- and 9-month-old infants still during this 15-min task 
as compared to the newborn infants tested in Gervain et al. (2008), 
follow-up studies in older infants should consider a paradigm with 
fewer blocks of shorter duration in order to equate testing condi-
tions across infants as carefully as possible.

conclusIon
In summary, the present work has identified bilateral regions in 
7- and 9-month-old infants that show neural attunement to blocks 
of syllables containing a repetition (ABB) and blocks without a 
repetition (ABC). While newborn infants (Gervain et al., 2008) and 
7-month-old infants showed heightened activity to ABB stimuli, 
9-month-old infants showed greater responding to the ABC gram-
mar, perhaps reflecting increased attention to the complexity of the 
always-changing stimulus. Current work with 3- and 12-month-old 
infants is underway to more clearly delineate changes in activation 
across the first year of life to stimuli with and without structural 
regularities. Specifically, this work will explore the shifting contri-
butions of both oxyHb and deoxyHb in differentiating linguisti-
cally relevant information and contribute to our understanding 
of the factors influencing hemispheric lateralization in response 
to auditory stimuli. Moreover, this work will allow researchers to 
gain further insight into the neural bases of developmental shifts 
in abstract rule learning.
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9-month-olds show more negative responding to the ABC gram-
mar This shift in salience from ABB to ABC over the first year of 
life might parallel infant looking-time findings that show that, 
after a familiarization period, preference for the familiar stimulus 
is found in younger infants, while preference for the novel stimu-
lus can be found in older infants (e.g., Ferry et al., 2010). Aslin 
(2007) describes this difference in terms of a balance, whereby 
“…stimuli can trigger a recognition response for familiarity that 
is stronger than the attentional response to novelty.” The new-
borns tested by Gervain et al. (2008) could be neurally attuned 
to the familiarity and regularity of the repetition rule within the 
ABB blocks, while the ABC grammar could represent an overly 
complex stimulus to 1-day-old participants. On the other hand, 
in 7- to 9-months-olds who have been exposed to a wider range 
of auditory input and can proficiently extract regularities from 
the surrounding speech stream (e.g., Saffran et al., 1996), it is 
possible that the easily detectable repetition in ABB blocks is 
redundant and requires less neural processing than the consist-
ently novel ABC input.

Gervain et al. (2008) found that over the course of their experi-
ment, newborns showed an interaction between grammar and 
time, such that the ABB grammar showed increasing activation 
from the early blocks to the late blocks, while the ABC grammar 
showed no change. The present study also found an interaction 
between these two variables: 7- to 9-month-olds show a different 
response pattern, with significantly more activation to ABC during 
the first four blocks as compared to the last four blocks, and no 
difference between ABB activation across time. In the newborn 
study, infants become increasingly responsive to their preferred 
stimulus throughout the experiment, while 7- to 9-month-olds 
showed responding significantly greater than zero for only the 
ABC stimulus early on, but no significant difference from zero 
for either stimulus during late blocks. One probable explanation 
for this early differentiation followed by no differentiation in the 
7- to 9-month-olds is that the experiment extended beyond their 
interest and led to diminished attention and responding to the 
differences between the ABB and ABC grammars. A recent review 
by Turk-Browne et al. (2008) discusses infant studies that resulted 
in either the habituation of responses across time or the enhance-
ment of responses across time and the related phenomenon in 
adult neuroimaging work, but the factors that lead to habitua-
tion vs. enhancement remain unclear. In order to further delineate 
developmental shifts between the repetition enhancement found 
by Gervain et al. (2008) in newborns and the repetition suppres-
sion found in the present study with older infants, work is under 
way using the present auditory NIRS task with a wider age range 
of infants.

Finally, it is important to mention that while Gervain et al. 
(2008) found significant effects in their analyses of oxyHb acti-
vation, in the present study we only find effects in analyses of 
deoxyHb activation. Cortical activation is traditionally thought 
to result in both an increase in oxyHb and a decrease in deoxyHb; 
however, studies using NIRS often find stronger effects in one 
over the other. Many complex factors likely contribute to how 
robustly oxy- and deoxyHb activation are coupled in infant NIRS 
experiments, including the equipment used, the ages tested, and 
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warmer colors (reds) signify greater activation to ABB grammar 
as compared to ABC grammar; for deoxyHb t-tests (right side of 
Figures A1 and A2), colder colors (blues) signify greater activation 
to ABB as compared to ABC. No channels showed significant dif-
ferences between the two grammars (all ps > 0.05).

aPPendIx
Statistical maps (t-maps) comparing oxyHb and deoxyHb responses 
to the repetition (ABB) and non-repetition (ABC) grammars for 
7-month-olds (Figure A1) and 9-month-olds (Figure A2). For 
ABB vs. ABC in oxyHb t-tests (left side of Figures A1 and A2), 

FIguRe A1 | Channel-by-channel t-tests for 7-month-old infants in the present study.

FIguRe A2 | Channel-by-channel t-tests for 9-month-old infants in the present study.
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Empathy, the ability to understand and share another person’s 
inner life, is an essential process in social cognition. It is a complex 
form of psychological inference, in which observation, memory, 
knowledge, and reasoning as well as affective sharing are com-
bined (Ickes, 1997). Empathy describes both, sharing as well as 
understanding the emotional state of others in relation to oneself 
(Decety et al., 2008). Thus, previous research focused on two main 
approaches to empathy:

(1) The ability to understand the intentions of another person, so-
called cognitive empathy (Baron-Cohen and Wheelwright, 2004; 
Shamay-Tsoory et al., 2008), sometimes also termed perspective-
taking (Lamm et al., 2007), “Theory of Mind” (ToM; Wimmer 
and Perner, 1983), or mentalizing (Frith and Frith, 2006a, 2006b).

(2) In contrast, affective empathy focuses on the affective response 
to another person’s presumed affective state (Eisenberg and 
Miller, 1987) and is sometimes also called affective sharing 

IntroductIon
As social interaction is central to the life of human beings, paying 
attention to and trying to understand the cognitive and affective 
processes of others is important for the prediction and interpre-
tation of their behavior. These skills are studied under the label 
of social cognition. Studies concerning the neural basis of social 
cognition have mainly focused on adults (Amodio and Frith, 
2006). Thus, relatively little is known about the neural process-
ing of socio-emotional information in children, although it is well 
known that changes in many domains of cognition occur with 
development (Durston and Casey, 2006). For example, the devel-
opment of higher-level cognitive processes is discussed to covary 
with maturation of the prefrontal cortex throughout childhood and 
adolescence (Casey, 1999). In particular, the most anterior part of 
the prefrontal cortex, the orbitofrontal cortex (OFC), is supposed 
to support the processing of social cognition, while it is known to 
mature last in ontogeny (Barbey et al., 2009).

The role of orbitofrontal cortex in processing empathy stories 
in 4- to 8-year-old children

Tila Tabea Brink1,2*, Karolina Urton1, Dada Held1, Evgeniya Kirilina1,3, Markus J. Hofmann1,2, 
Gisela Klann-Delius1,4, Arthur M. Jacobs1,2,3 and Lars Kuchinke1,5*
1 The Cluster of Excellence “Languages of Emotion”, Freie Universität Berlin, Berlin, Germany
2 Neurocognitive Psychology, Freie Universität Berlin, Berlin, Germany
3 Dahlem Institute for Neuroimaging of Emotion, Freie Universität Berlin, Berlin, Germany
4 Department of Linguistics, Institut für Deutsche und Niederländische Philologie, Freie Universität Berlin, Berlin, Germany
5 Department of Psychology, Ruhr-Universität Bochum, Bochum, Germany

This study investigates the neuronal correlates of empathic processing in children aged 4–8 years, 
an age range discussed to be crucial for the development of empathy. Empathy, defined as the 
ability to understand and share another person’s inner life, consists of two components: affective 
(emotion-sharing) and cognitive empathy (Theory of Mind). We examined the hemodynamic 
responses of preschool and school children (N = 48), while they processed verbal (auditory) and 
non-verbal (cartoons) empathy stories in a passive following paradigm, using functional Near-
Infrared Spectroscopy. To control for the two types of empathy, children were presented blocks 
of stories eliciting either affective or cognitive empathy, or neutral scenes which relied on the 
understanding of physical causalities. By contrasting the activations of the younger and older 
children, we expected to observe developmental changes in brain activations when children 
process stories eliciting empathy in either stimulus modality toward a greater involvement of 
anterior frontal brain regions. Our results indicate that children’s processing of stories eliciting 
affective and cognitive empathy is associated with medial and bilateral orbitofrontal cortex (OFC) 
activation. In contrast to what is known from studies using adult participants, no additional 
recruitment of posterior brain regions was observed, often associated with the processing of 
stories eliciting empathy. Developmental changes were found only for stories eliciting affective 
empathy with increased activation, in older children, in medial OFC, left inferior frontal gyrus, 
and the left dorsolateral prefrontal cortex. Activations for the two modalities differ only little, 
with non-verbal presentation of the stimuli having a greater impact on empathy processing in 
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(Decety and Jackson, 2006). Although empathy and affective 
empathy are sometimes used synonymously in literature, we 
will use the term “affective empathy” in the following to distin-
guish it from “cognitive empathy.”

Cognitive empathy is defined as the ability to imagine or 
“experience” a situation from another person’s point of view. 
At the age of two, typically developing children understand 
another person’s intentions, independently from their own 
intentions (Leslie, 1987; Flavell, 1999). Understanding another 
person’s beliefs, for example that a person is thinking wrongly 
about something, develops at the age of about four (see Wellman 
et al., 2001, for an overview). Children between two and a half 
and almost 4 years make the so-called “false belief ”-mistake 
(Baron-Cohen et al., 1985). They are unaware of the fact that 
their knowledge is different from another person’s knowledge and 
do not yet understand that different people, depending on their 
perspective, can have different thoughts about the same situation 
(“first-order false belief ”). With the age of four, most children 
solve the “false belief ” task successfully and 5- to 6-year-olds are 
able to give correct answers in 90% of the cases (Baron-Cohen 
et al., 1985; Perner et al., 1987), and solve even higher-order 
abstraction tasks (Perner and Wimmer, 1985).

Affective empathy is defined as an affective response, derived 
from the apprehension and comprehension of another person’s 
affective state, which is identical or very similar to what the other 
person is expected to feel (Eisenberg, 2000). To empathize with 
another person does not only mean understanding why the other 
person is happy or sad, but also being able to feel with her or him, 
i.e., to mentally “simulate” the other person’s feelings. Affective 
empathy develops very early in life, and the mechanism underlying 
affective sharing is discussed to be present from birth on (Decety 
and Meyer, 2008). The earliest form of empathy is “reactive crying” 
(emotional contagion) in newborns, presumably lacking any cogni-
tive component. Hamlin et al. (2007) suggested that already at about 
6 months of age infants engage in rudimentary forms of social 
evaluation and preferentially interact with an agent who helped 
rather than hindered the actions of another character. Altruistic 
helping as a form of pro-social behavior also emerges early in child-
hood. Behavioral studies demonstrate that by 12 months of age 
infants begin to comfort victims of distress, and 14- to 18-month-
old infants exhibit spontaneous, unrewarded instrumental helping 
behaviors (Warneken and Tomasello, 2009). These naturally emerg-
ing behaviors are thought to be motivated by sympathetic emotion 
or concern for others’ well-being. Affective empathy develops and is 
at its highest level when a person is able to empathize with another 
person’s experiences and feelings beyond the immediate situation 
(Hoffman, 2000).

At present, an important argument for distinguishing the two 
different approaches are the different roles affective and cogni-
tive empathy play in psychiatric disorders like autism and psy-
chopathy: While patients with autism spectrum disorder often 
show impairment in ToM (Baron-Cohen et al., 1985), affective 
empathy may be preserved (Blair, 2005; Dziobek et al., 2008). In 
contrast, psychopaths show a great lack of affective, but mostly no 
impairment in cognitive empathy (e.g., Baron-Cohen et al., 1985; 
Soderstrom, 2003). These findings support the assumption that 

the two concepts, besides sharing similar features and common 
neural networks, may have specific neuronal correlates, distinct 
from each other.

Most imaging studies on cognitive empathy have examined 
mentalizing-tasks that did not include any affective component 
(Decety and Jackson, 2004). Only few studies have been carried 
out linking the two components by directly contrasting cognitive 
and affective empathy tasks in adults (e.g., Hynes et al., 2006; Völlm 
et al., 2006; Shamay-Tsoory et al., 2008), while studies in children 
are lacking. The relationship of affective and cognitive empathy has 
yet to be further determined, especially referring to their neuronal 
correlates in children.

A neural network often described in empathy research is the 
frontal mirror neuron system (MNS), including the pars opercularis 
of the inferior frontal gyrus (IFG; e.g., Singer, 2006; Pfeifer et al., 
2008; Hooker et al., 2009). The main function associated with the 
MNS is that of a simulation mechanism: Perceiving the actions of 
another person elicits activity in neurons that are also active when 
we perform those actions ourselves (Gallese and Goldman, 1998), 
which makes it a suitable mechanism underlying both, affective 
and cognitive empathic processes (Völlm et al., 2006).

Based on studies on autism and psychopathy, some researchers 
still argue for a dissociation and define empathy as a general term for 
a collection of specific neurocognitive functions (Blair, 2005, 2008). 
The temporoparietal junction (Frith and Frith, 2006a; Decety and 
Lamm, 2007; Decety et al., 2008; Hooker et al., 2009), for example, 
is discussed to only support the processing of cognitive empathy 
and according to a recent meta-analysis on the neural correlates of 
cognitive empathy (Carrington and Bailey, 2009), OFC, temporopa-
rietal junction and the superior temporal sulcus (Hein and Singer, 
2008) are commonly found to be activated by cognitive empathy 
tasks. Somewhat surprisingly, the same study could not identify a 
single region that was consistently activated across all analyzed stud-
ies (Carrington and Bailey, 2009). This could partly be due to the 
diversity of the paradigms, but is also evidence for the complexity of 
social cognition. Moreover, orbitofrontal regions have been found 
active in both, affective (Hynes et al., 2006; Decety and Meyer, 2008; 
Decety et al., 2008) and cognitive empathy tasks (Carrington and 
Bailey, 2009). OFC functioning is known to be critical for social 
cognition processes, moral decisions, and emotion control.

In the present study we investigate the contribution of the OFC 
to empathic processing, both, affective and cognitive, in young 
children.

There is a great lack of developmental studies on empathy and 
a need for investigating the different levels of empathic respond-
ing in further detail, in particular with respect to their underlying 
neural networks. A neurodevelopmental approach on cognitive 
and affective empathy may therefore help to better dissociate the 
two mechanisms (Singer, 2006). A recent functional magnetic reso-
nance imaging (fMRI) study examined the neural correlates of ToM 
judgments in 8- to 12-year-old children and in adults, using verbal 
and non-verbal cartoons. The results suggest that children and 
adults both activate the temporoparietal junction and the IFG for 
ToM judgments, but differ in their activation patterns depending 
on task modality, e.g., children have higher activation in left IFG 
when processing non-verbal cartoons, whereas adults show higher 
activation in left IFG when processing verbal stimuli. Kobayashi 

Brink et al. Affective and cognitive empathy in children

Frontiers in Psychology | Language Sciences  April 2011 | Volume 2 | Article 80 | 104

http://www.frontiersin.org/language_sciences/
http://www.frontiersin.org/language_sciences/archive


empathic responses in young children were examined in two stimulus 
modalities, a non-verbal set of cartoon stories and a set of verbal, audi-
torily presented stories. The aim was to control for modality-specific 
effects which allows us to identify modality-independent and -specific 
activations. Thus, we expected that brain regions that are activated in 
a modality-independent manner, like the posterior temporal regions 
reported by Kobayashi et al. (2007) for visual processing of ToM judg-
ments, could also be identified across a visual and an auditory record-
ing session related either to affective or cognitive empathy. Finding 
brain regions that are activated under both empathy conditions and 
across the different sensory channels would argue for a more general, 
supervisory role of these regions in empathy.

As most studies investigated adults, we had to derive our hypoth-
eses mainly from those results, tentatively assuming analogous 
processing in children. The OFC supports affective as well as cog-
nitive empathy, thus we expect specific activations in this region in 
both conditions. Hynes et al. (2006) already investigated the adult 
OFC’s role in affective versus cognitive perspective-taking by means 
of fMRI. They observed neural activations in both conditions in 
bilateral OFC, but far more for the emotional than for the cognitive 
condition, especially concerning the medial OFC. Thus, we expect 
to observe neural activations for cognitive empathy in lateral and 
for affective empathy in medial OFC.

According to ToM developmental research, older children have 
developed higher empathy skills and should thus show different 
activation-patterns than younger subjects. As affective empathy 
starts to develop very early but seems to change in quality with 
cognitive development, one would expect age-related differences 
in both, affective and cognitive empathy responses. In particular, 
Decety and colleagues (Decety and Michalska; 2010; Decety, 2011) 
hypothesize that a higher involvement of executive functioning 
in empathy processing develops (relatively slowly) in parallel to 
brain maturation, pointing to a role of frontal regions in modulat-
ing empathetic responses (see also Hoffman, 2000). Focusing on a 
relatively young sample of participants provides the opportunity 
to investigate developmental differences in children’s empathy after 
the age of four, when basic abilities are present but still develop 
further. Still, because of sparse experimental results, we are reluctant 
to hypothesize on age differences in more detail.

MaterIals and Methods
saMple
Forty-eight participants (22 male/26 female) aged between 4;0 and 
8;8 (mean age 6;2) were recruited from daycare centers and pri-
mary schools in Berlin. To examine developmental changes, two 
age groups were formed relative to the age of 6;6. Because in the 
German educational system children start attending primary school 
at the age of 6, and one can assume that formal education has an 
important impact on social and cognitive development, the younger 
group mainly consisted of preschool children aged 4;0–6;6 (N = 24; 
mean age = 5;0) and the older group consisted of school children 
aged 6;6 and older (N = 24; mean age = 7;6).

All participants were native German speakers, never had inju-
ries or operations on the brain, were not taking any medication 
and did not show behavioral or neurological conspicuities. Their 
parents received an information-brochure and obtained 20 Euros 
for participation. Both, children and parents were informed about 

et al. (2007) suggest that children adopt different strategies, and 
that the observed interactions with age may be linked to age-related 
refinement of the inferior frontal and posterior temporal regions. A 
further study by Pfeifer et al. (2008) focused on the role of simula-
tion in affective empathy in 10-year-old children. Their findings 
show that activity in the posterior IFG (pars opercularis) correlated 
significantly and positively with empathy and social skills.

The present study examines the processing of affective and 
cognitive empathy in children between 4 and 8 years of age in a 
passive empathy recognition paradigm. Most studies on empathy 
have examined adults and those studies that investigated empathy 
processing in children examined samples aged seven (Decety et al., 
2008; Decety and Michalska, 2010) and older (Kobayashi et al., 
2007; Pfeifer et al., 2008). Morphometric studies have demonstrated 
that structural brain changes in gray and white matter are present 
at preschool age (Giedd et al., 1999). Similarly, the first and main 
developmental steps of cognitive empathy are completed about the 
age of four and affective empathy and forms of pro-social behavior 
are present from early childhood on.

Empathy development and its neural correlates in preschool 
children are poorly understood. Therefore, the age range exam-
ined in the current study includes preschoolers as well as young 
school children. One reason for the lack of developmental studies 
on neural correlates of affective and cognitive empathy is that fMRI 
studies with children are relatively rare. It is still a challenge to per-
form experiments with small children in the noisy and unfamiliar 
environment of an fMRI scanner. Another problem is the high level 
of motion artifacts, occurring during the measurement of young 
children (Karmiloff-Smith, 2010).

To measure the neural correlates of empathy processing in chil-
dren, we used functional near-infrared spectroscopy (fNIRS). This 
is a non-invasive, functional optical imaging method, assessing 
changes in cortical oxygenation by applying near-infrared light to 
measure changes in tissue attenuation. It monitors the brain func-
tion by measuring changes in the concentrations of oxygenated 
[oxy-Hb] and deoxygenated hemoglobin [deoxy-Hb] and is based 
on the fact that hemoglobin changes its color when the oxygen con-
tent changes (Obrig and Villringer, 2003; Hofmann et al., 2008). In 
particular, brain activation is indicated by an increase in [oxy-Hb] 
and a decrease in [deoxy-Hb], and it is shown that the latter is highly 
correlated with an increase in fMRI blood oxygen level dependent 
(BOLD) response (Steinbrink et al., 2006). Near-infrared light is 
emitted into the cortex by light-sources and the re-emitted light 
is collected by another set of optic probes (so-called detectors) 
at a distance of 3 cm, making it possible to detect activated brain 
regions, which are approximately 1.5 cm under the cranium. NIRS 
is a high-potential tool in developmental research due to high light 
penetration depth in children’s brains. fNIRS lowers the sensitivity 
to motional artifacts and is a less stressful procedure than fMRI 
(Lloyd-Fox et al., 2010).

There are no studies on empathy using fNIRS so far and generally 
imaging studies on empathy in children are rare. Therefore, a first aim 
of this study is to introduce fNIRS to the field of neurodevelopmen-
tal research on empathy processing. Functional brain responses in 
orbitofrontal and posterior temporal brain regions are investigated 
under affective and cognitive empathy conditions to reveal  similarities 
and differences in the underlying cortical networks. Furthermore, 
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scrambled. For the cartoon condition, an ANOVA revealed a sig-
nificant main effect of affective empathy ratings [F(3,44) = 25.206, 
p < 0.001]. Pairwise post hoc comparisons using Scheffé’s test 
revealed that the affective empathy cartoons (M = 3.81) differed 
from all other cartoon conditions (cognitive empathy: M = 2.60; 
neutral stories with one character: M = 2.47; neutral stories with 
two characters: M = 1.97). Similarly, an ANOVA for the ver-
bal listening stories revealed a main effect of affective empathy 
[F(3,44) = 34.917, p < 0.001], again driven by higher ratings for 
affective empathy stories (M = 3.78) as compared to cognitive 
empathy (M = 2.00), neutral with one character (M = 2.01), and 
neutral with two characters (M = 1.86). The length of the spoken 
sentences and the average number of words of the verbal stories 
were balanced across conditions (mean number of words: 37.3, 
range 21–50; mean length: 11.64 s).

experIMental procedure
The stimuli were presented on a standard 17′ PC screen, which 
was placed 60 cm in front of the participants. The experiment 
started with an instruction to listen to in the verbal session or 
watch the stories carefully in the non-verbal session, respectively, 
followed by an example story introducing each block of one of 
the four experimental conditions. Verbal listening stories were 
presented via earphones. Stimulus presentation and timing in 
both modalities were controlled using OGAMA (version 2.0; 
Voßkühler et al., 2008).

After clicking the mouse, a colored screen appeared in both 
modalities, and after a second mouse click, an example story 
started. Following the example, a question was asked (“Did you 
understand?”). This allowed time for more detailed instructions 
and answering questions. When all questions were answered to 
the satisfaction of the child, clicking the mouse once again started 
the actual setting.

For the non-verbal modality, each trial consisted of four pictures, 
each presented for 1.5 s, so that one cartoon story lasted 6 s. After 
the fourth picture, a fixation cross (+) appeared in the middle of 
the screen for 4 s, and the participants were asked to simply click 
the mouse. This mouse clicking after each story did not have an 
influence on the speed of presentation, but was used to keep the 
children concentrated.

The four blocks (affective, cognitive, neutral with one character, 
and neutral with two characters), each containing 12 stories, were 
presented in random order. Inside of each block the two types of 
stories were presented in equal number and pseudorandomized 
order: an affective empathy block contained six stories with posi-
tive and six stories with negative ending; a cognitive empathy block 
contained six stories with logical and six stories with non-logical 
ending, and in neutral blocks six stories were presented in correct 
and six in scrambled order. Between the blocks a colored screen 
appeared, so that the participants could take a break before con-
tinuing by clicking.

The verbal session worked exactly the same way, except that 
a fixation cross was displayed while the participants listened to 
the four sentences. The average length of one sentence was 2.9 s. 
The two runs (two modalities) were presented one after the other, 
with a short break in between. Half of the subjects started with the 
cartoons, the other half with the listening stories.

the background of the study and its procedure and gave their 
agreement. Parents attended the whole session and could observe 
it via video from a second laboratory room. The recruitment and 
experimental procedure was performed in accordance with the local 
ethical guidelines and consent and assent were obtained from the 
parent(s) or legal guardian(s) and the child.

A short form of the Kaufman assessment battery for children 
(K-ABC; Kaufman and Applegate, 1988) was used to make sure 
none of the participants had an estimated IQ lower than 85, 
which is 1 SD below the mean. The mean score was 109.38 (range: 
85–134.10, SD = 11.90) for the mental processing composite (MPC) 
and 111.42 (range: 88.40–132.35, SD = 8.45) for the Achievement 
Scales (ACH). The two age groups did not differ significantly 
in K-ABC scores (young children: mean MPC score = 107.52, 
SD = 12.34; mean ACH score = 113.38, SD = 8.78; older children: 
mean MPC score = 111.23, SD = 11.40; mean ACH score = 111.42, 
SD = 8.45), as proven by a t-test [MPC: t(46) = −1.038, p = 0.285; 
ACH: T(46) = 1.631, p = 0.110].

MaterIal
The material consisted of two sets of stimuli, a visual set of non-
verbal cartoon stories and an auditory set of verbal listening stories. 
Every cartoon consisted of four pictures and every story consisted of 
four sentences, which were presented in a fixed order (see Figure 2). 
Four conditions were presented during the study:

1. Affective empathy (two characters)
2. Cognitive empathy (one character)
3. Neutral stories with one character
4. Neutral stories with two characters

The material is based on a study by Völlm et al. (2006). A profes-
sional illustrator was engaged to adapt these cartoons for the cur-
rent study. Additionally, new stories were developed. The cartoon 
stories were drawn in black and white. Only the main character 
was wearing something colored to direct the attention to her or 
him (see Figures 1A–D, see also Appendix).

The verbal listening stories were derived from the cartoon sto-
ries by describing each picture by one sentence (Figure 1E). These 
stories were then read in by an actress. In analogy to Völlm et al. 
(2006), all stories were constructed in two versions, which differed 
only in the last picture/sentence. The affective empathy stories had 
either a positive ending or a negative one. The cognitive empathy 
stories ended logically or illogically (i.e., the behavior of the main 
character was reasonable or not). All neutral stories relied on the 
understanding of physical causalities and were shown in correct or 
scrambled order, the fourth picture being necessary to recognize 
the difference. Every story was only seen and heard in one version 
by each subject.

The final material was derived from a larger set of stories by 
means of a rating study. Sixteen to 24 adults rated all cartoon stories 
online, evaluating how strongly the course of the story elicits affec-
tive empathy on a scale from 1 (not at all) to 5 (very strongly), to 
control for the affective empathy elicited by these stories.

The final stimulus set consisted of 48 stories in each stimulus 
modality, 12 of each experimental condition, half of them posi-
tive, logical, or in correct order and half negative, not logical, or 
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Parallel to the experimental sessions, all parents answered 
a German version of the “Griffith empathy measure (GEM)” 
scale (Dadds et al., 2008), a brief parent-report measure of child 
empathy. Overall, the children varied widely in their resulting 
empathy scores with a GEM total of 15.54 (SD = 18.24). For the 
affective empathy sub-scale, the mean score was 3.56 (SD = 7.24), 
for the cognitive empathy sub-scale it was 3.91 (SD = 9.14). A 

Every cartoon story took 6 s plus break, thus every block took 
2 min (8 min for all four blocks) plus breaks and examples for the 
visual trials; the auditory blocks took 3.13 min on average each, 
12.51 min altogether plus breaks and examples.

Throughout the whole measuring procedure, a supervisor 
stayed in the room, read instructions to the children and answered 
questions.

FIguRe 1 | (A) Example of a cartoon stimulus from the negative affective 
empathy condition. (B) Example of a cartoon stimulus from the positive affective 
empathy condition. (C) Example of a cartoon stimulus from the logical cognitive 

empathy condition. (D) Example of a cartoon stimulus from the non-logical 
cognitive empathy condition. (e) Examples of auditory stimuli: negative affective 
and logical cognitive story, in German and English.
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2.3214 mM−1cm−1, deoxy-Hb 1.4866 mM−1cm−1, 760 nm oxy-Hb 
1.7917 mM−1cm−1, deoxy-Hb 3.8437 mM−1cm−1 (using data from: 
W. B. Gratzer, Med. Res. Council Labs, Holly Hill, London), and 
a photon differential path-length factor of 5.98 cm for 830 nm 
and 7.15 for 760 nm. The obtained time series of [oxy-Hb] 
and [deoxy-Hb] concentration changes were low-pass filtered 
with a cut-off frequency of 0.4 Hz and visually inspected to 
correct for artifacts related to the subjects’ motion. The trial 
was excluded from further analysis, if simultaneous step-like 
changes were observed for both, [oxy-Hb] and [deoxy-Hb], in 
at least two neighboring channels. Due to this procedure 21.03% 
(24.67/16.57% in younger/older group) of all data in the visual 
and 21.19% (21.57/20.78% in younger/older group) in the audi-
tory condition were discarded.

The experimental time courses were block-averaged over six 
repetitions of every condition in the interval between −10 and +20 s 
around the stimulus onset of the last sentence (to cover the length 
of the hemodynamic responses to each presented story as a whole) 
and detrended to correct for linear baseline drift.

General linear modeling
Preprocessed data were subjected to a general linear model (GLM) 
analysis. Each of the four conditions – cognitive empathy, affective 
empathy, neutral story with one character, neutral story with two 
characters – was modeled with two predictors: The first predictor 
of each condition modeled cerebral activation at the onsets of the 
first three sentences/pictures of the story, the second predictor of 
each condition modeled the onsets of the last sentence/picture. 
Delta functions of the sentence/picture onsets were convolved with 
a hemodynamic response function (sum of two gamma functions 
with time constants of 5 and 16 s and with weights of 1 and −1/6). 
The predictors were subjected to the same block average procedure 
as the experimental time courses, accounting for blocks dismissed 
due to motion correction. An example of block-averaged data 
together with predictor time course is shown in Figure 4. Since 
each of the four conditions was presented in non-overlapping 
blocks, they were analyzed separately. Contrasts of interest were 
computed from the estimated beta values of the predictor of the last 

comparison of the younger and older children did not reveal 
significant differences [GEM total: T(46) = 0.564, p = 0.575; GEM 
affective T(46) = 0.500, p = 0.620; GEM cognitive: T(46) = 0.413, 
p = 0.681].

nIrs data acquIsItIon
The fNIRS measurements were performed by a DYNOT System 
(32 sources/32 detectors, NIRx Medizintechnik, GmbH, Berlin, 
Germany) operating at two wavelengths (760 and 830 nm) at a 
sampling rate of 4.13 Hz. An optode-set of 11 sources and 21 
detectors was used, making 39 source detector pairs (channels; 
see Figure 3B). The output ends of the sources and the input ends 
of the detector fibers were inserted into the electrode holes of a 
52-cm Easycap (M16, equidistant system; Falk Minow Services), 
which was placed on the participants’ heads. The optodes were 
placed on the orbitofrontal and temporal regions of the head with 
3 cm averaged source detector-distance (equidistant system). 
To capture the orbitofrontal regions, the Easycap was turned by 
180°, so that optodes could be placed on the forehead, positioned 
more orbital than usual. Synchronization with the experimental 
procedures was provided by marker signals (TTL), sent via the 
parallel port of the stimuli presenting computer, using OGAMA 
software.

In order to avoid time-consuming optode positioning proce-
dures, the Easycap was prepared in advance by placing the optodes 
on it. Some sources and detectors had to be optimized by fixing hair 
with a small amount of gel (EASYCAP Supervisc, high-viscosity 
electrolyte-gel) to make sure no hair absorbed the light.

data analysIs
Preprocessing
The NILAB toolbox (Koch et al., 2009) and Matlab (The 
MathWorks) were used for fNIRS-data analysis. The time 
courses of detected light intensities at both wavelengths were 
transformed into time courses of concentration changes of oxy-
genated [oxy-Hb] and deoxygenated [deoxy-Hb] hemoglobin by 
using the modified Beer Lambert law (Cope and Delpy, 1988). 
We used the following extinction coefficients: 830 nm oxy-Hb 

FIguRe 2 | Design. 
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(3) [Affective empathy – Neutral (two)] > [Cognitive empathy – 
Neutral (one)]: to directly contrast affective and cognitive 
empathy processing, contrast 1 and 2 are subtracted. As a 
result, activation increases are related to affective empathy 
processing, whereas decreases are related to cognitive empa-
thy processing.

To detect effects of age, paired t-tests comprising “age group” 
as factor were computed. In addition, to identify whether or not 
neural activity in our a priori regions of interest correlated with the 
parent-reported empathy scores, a correlational analysis across all 
subjects was performed between the activity in the three contrasts 
and the affective and cognitive GEM sub-scores. For all analyses, 
significant results are reported that exceed a conservative threshold 
of p < 0.01 (uncorrected).

results
Due to unusually high residual variance in some subjects, data 
for seven cartoon and four listening sessions had to be excluded 
from further analysis. Cartoon (N = 40) and auditory listening 
story (N = 44) data were analyzed separately. Significant changes 
in oxygenated [oxy-Hb] and deoxygenated blood [deoxy-Hb] dur-
ing the trials are given in Table 2 for visual and Table 3 for auditory 
presentation.

sentence/picture and subjected to a second level analysis. Results for 
 non-verbal cartoon stories and verbal stories and for both hemo-
globin species are reported.

Optode locations as a basis for neuroanatomical labeling of the 
NIRS channels were obtained by means of an anatomical MRI tem-
plate. Since the brain volume and geometry changes only slightly 
after the age of two (Faria et al., 2010), we acquired an anatomical 
T1 scan of an adult subject with a head circumference of 52 cm, 
the same circumference our sample had on average, wearing the 
Easycap (3T, SIEMENS-Trio, MPRAGE-Sequence, resolution 
1 mm × 1 mm × 1 mm). The fiducial markers were placed in all 
optode positions and reference Cz. The anatomical volume was 
normalized to standard Talairach 3D space using BrainVoyager QX 
(v 1.7; Brain Innovation, Maastricht, The Netherlands). The channel-
positions were defined, computing the exact midway between source 
and detector and the most probable anatomical label was obtained 
using the NFRI-toolbox (Okamoto et al., 2004; Singh et al., 2005).

Channels were clustered to define regions of interest, based on 
our initial hypotheses. One cluster comprised the average signal of 
three defining channels (see Figure 3; Table 1). Five clusters were 
defined: medial OFC, left OFC, right OFC, left PTR, and right PTR. 
In addition to this clustered region-of-interest analysis, significant 
activations of single channels which exceed a conservative threshold 
of p < 0.01 are reported, too. The positions of the channels and 
clusters can be seen in Figure 3.

For each stimulus modality one-sample t-tests (two-tailed) were 
computed at the second level for the following three main contrasts:

(1) Affective empathy > Neutral (two characters): subtracting activa-
tions during the processing of neutral stimuli from those during 
processing affective empathy stimuli to reveal hemodynamic 
responses related to affective empathy processing only (Note 
that both conditions contained stories with two characters).

(2) Cognitive empathy > Neutral (one character): subtracting acti-
vations during the processing of neutral stimuli from those 
during processing cognitive empathy stimuli to reveal hemo-
dynamic responses related to cognitive empathy only.

FIguRe 3 | (A) Optode positions on an equidistant 88-channel EEG cap. 
Note that the EEG cap was turned by 180° to place optodes on the forehead 
to be able to record orbitofrontal activation; green: sources, orange: 

detectors; (B) location of the channels superimposed on a equidistant 
88-channel EEG cap together with the approximate location of the selected 
regions of interest.

Table 1 | Cluster definitions.

Cluster Channels

ORBITOFRONTAl CORTex (OFC) COveRINg BA10, BA11

Medial OFC Ch1, ch9, ch10

Left OFC Ch2, ch7, ch8

Right OFC Ch5, Ch11, Ch12

POSTeRIOR TemPORAl RegION (PTR) INCluDINg SuPeRIOR  

TemPORAl SulCuS AND TemPOROPARIeTAl juNCTION

Left PTR Ch30, ch31, ch37

Right PTR Ch33, ch35, ch38
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contrast (2): cognItIve > neutral wIth one character
Cartoons
Significant activations related to cognitive empathy processing were 
elicited in right and left OFC, as well as in channel 16 [oxy-Hb] 
of the left dlPFC. No significant age differences were observed in 
this contrast.

Listening stories
Significant activations were observed in left and right OFC. 
Additionally [deoxy-Hb] channel 20 of the right dlPFC showed a 
significant activation. No age-group differences were found.

contrast (3): (affectIve – neutral wIth one 
character) > (cognItIve – neutral wIth two characters)
Cartoons
No region reached the level of significance in the direct contrast. 
No age differences were found.

Listening stories
No region reached the level of significance. A significant effect of age 
group was observed in the medial OFC ([oxy-Hb]; T(42) = −2.925; 
p = 0.006). The effect was due to larger positive concentration 
changes in [oxy-Hb] in the older children’s group in the affective 
empathy condition compared with higher activation of medial OFC 
in the cognitive empathy condition in younger children.

The correlational analysis with the affective and cognitive 
GEM scores revealed significant correlations with the parent-
rated affective empathy measure only. Significant positive 
correlations were found for the non-verbal cartoon-modal-
ity in the medial OFC in contrast (1) ([Affective > Neutral]; 
[deoxy-Hb]; r = 0.409, p = 0.009) as well as in contrast (2) 
([Cognitive > Neutral]; [deoxy-Hb]; r = 0.460; p = 0.003), reveal-
ing activation decreases in children with higher affective GEM 
scores in the medial OFC.

dIscussIon
The present study investigated the neural correlates of affec-
tive and cognitive empathy in young children in orbitofrontal 
and posterior temporal regions. We measured hemodynamic 
responses of empathy processing in a non-verbal cartoon and a 
verbal story-listening task using fNIRS and observed activations 
related to empathy processing in medial and bilateral OFC for 
both types of stimuli.

Our results provide evidence for the hypothesis that empathy 
processing in young, healthy children requires a greater involve-
ment of orbitofrontal brain regions, irrespective of whether the 
task elicits affective or cognitive empathy. As such, the present 
study extends recent findings from studies examining adult par-
ticipants that also found orbitofrontal regions involved in empathy 
processing (Hynes et al., 2006; Decety and Meyer, 2008; Decety 
et al., 2008). Thus, although it is discussed that anterior frontal 
regions mature relatively late (until the age of 20, see Giedd et al., 
1999), and maturation itself is suggested to be the reason for the 
late development of complex social cognition skills in ontogeny, 
our results suggest that also young children’s empathic process-
ing depends on orbitofrontal functioning comparable to what is 
known from adult studies.

contrast (1): affectIve > neutral wIth two characters
Cartoons
Significant activations were observed in medial OFC and bilat-
eral OFC. In addition, channels in dorsolateral prefrontal cortex 
(dlPFC) revealed significant activations: channel 15 [deoxy-Hb] 
and 17 [oxy-Hb] of the left and channel 19 [oxy-Hb] of the right 
dlPFC (see Table 2; Figure 5).

The t-test for age-group differences showed a significant age-
effect in channel 17 [oxy-Hb], left dlPFC, demonstrating that older 
children activated this region to a greater degree than younger ones 
[T(38) = −3.737; p = 0.001].

Listening stories
The left OFC was significantly activated for the affective condi-
tion. Age differences were observed in [deoxy-Hb] channel 24 
[T(42) = 3.728; p = 0.001] in the anterior left IFG. Again, older 
children showed higher activations (increased deactivations in 
[deoxy-Hb]) revealing age-related differences in left IFG involve-
ment in affective empathy processing (see Table 3; Figure 6).

Table 2 | Significant findings for non-verbal cartoon stories.

 main effects

 [Oxy-Hb] [Deoxy-Hb]

 T-value p-value T-value p-value

AFF > NeuTRAl

Medial OFC 3.342 0.002** 0.146 0.884

Left OFC 5.048 0.000** −3.504 0.001**

Right OFC 4.137 0.000** −3.069 0.004**

Left dlPFC (channel 15) 0.747 0.472 −3.481 0.001**

Left dlPFC (channel 17) 2.823 0.007** −1.771 0.084

Right dlPFC (channel 19) 3.007 0.005** −0.546 0.588

COg > NeuTRAl

Left OFC 2.800 0.008** −3.937 0.000**

Right OFC 3.029 0.004** −1.251 0.218

Left dlPFC (channel 16) 3.851 0.000** −2.198 0.043

Two-tailed t-tests; **p < 0.01.

Table 3 | Significant findings for verbal listening series.

 main effects

 [Oxy-Hb] [Deoxy-Hb]

 T-value p-value T-value p-value

AFF > NeuTRAl

Left OFC 2.741 0.009** −1.195 0.239

COg > NeuTRAl

Left OFC 1.386 0.173 −4.035 0.000**

Right OFC 1.313 0.196 −2.952 0.005**

Right dlPFC (channel 20) 0.126 0.827 −2.951 0.005**

Two-tailed t-tests; **p < 0.01
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MaIn fIndIngs
In line with our initial hypothesis, affective as well as cognitive 
empathy processing activates the OFC bilaterally. The occurrence 
of similar activation patterns for the two conditions is additionally 
supported by the finding that the direct (Affective > Cognitive) 
contrast showed no significant differences.

The role of the OFC has been examined by recent fMRI stud-
ies, investigating either affective (e.g., Decety et al., 2008) or 
cognitive (see Carrington and Bailey, 2009) empathic processing 
in adults, but without contrasting the two conditions directly. 
The neuropsychological lesion literature indicates, too, that the 
critical areas for empathic impairment of empathy processing 
are located in the OFC, as damage to those regions is associ-
ated with deficits in empathy (Eslinger, 1998; Shamay-Tsoory 
et al., 2004).

Only two fMRI studies, both on adults, were conducted that 
were comparable: Völlm et al. (2006) as well as Hynes et al. (2006) 
found OFC activations for both conditions bilaterally. In the latter 
study, affective empathic processing elicited higher activation and 
additionally activated the medial OFC (Hynes et al., 2006). Still, 
these studies differ from the present study in critical aspects and 
therefore their results are not directly comparable to ours: Both 
fMRI studies relied on adult participants, who were asked to make 
explicit empathy judgments, whereas the present study might have 
triggered empathic responses implicitly, more closely related to the 
concept of empathy as “Einfühlen,” defining empathy as a mode of 
inner imitation or “feeling into someone” (Eisenberg and Strayer, 
1987; Barnes and Thagard, 1997).

A direct comparison of the auditory and visual modality has 
so far not been conducted with young participants and it seems 
likely that their empathic processing might differ from that in 
adults. Since no additional activations in temporal regions were 

observed in the present study, differences between children’s and 
adults’ processing of empathic stories seem to be associated with 
differences in the engagement of temporal regions, and not the 
OFC. Still, it should be noted that the present definition of the 
PTR and its approximate location does not fully overlap with the 
often reported TPJ area in adults’ cognitive empathy processing. 
The examined PTR cluster is located in large parts along the 
superior temporal sulcus. The latter has reciprocal connections 
to the OFC (Barbas, 1988) and has been implicated in cognitive 
empathy processing and social cognition (Allison et al., 2000; 
Hein and Singer, 2008). Figure 5 shows that activations in PTR 
occurred in both visual empathy conditions, but did not reach 
our a priori level of significance1. Whether this trend occurred 
because of a loss in statistical power due to methodological 
issues or whether it indicates principal differences between an 
involvement of the posterior superior temporal sulcus and the 
neighboring TPJ in children’s empathy processing should be 
examined in future longitudinal neuroimaging studies using 
similar paradigms in adults and children that can help solving 
this issue.

The OFC is suggested to be a key region supporting social cog-
nition in general: It was found to be critical for ToM-processing 
(Carrington and Bailey, 2009) and decision making (Kringelbach, 
2005) on the one hand, and moral appraisals (Moll et al., 2002) and 
affective empathy (Decety and Jackson, 2004; Hynes et al., 2006) 
on the other hand. Thus, it is likely that social cognition, including 
empathy, is supported by OFC functioning, independent of how 
affective or cognitive the process might be.

FIguRe 4 | (A) Example time course of the predictors used for GLM-analysis of 
block-averaged fNIRS-data in the interval between −10 to +20 s around onset of 
the fourth picture (sentence) of one subject. Displayed are the delta functions 
and the two predictors that model hemodynamic responses induced by the 
first three or the fourth picture (sentence) of the story presented at t = 0s. (B) 
Example time course of [oxy-Hb] and [deoxy-Hb] concentration changes for left 
OFC for the visual affective empathy condition averaged over all block 
repetitions and over subject population, overlaid with corresponding 

GLM-model. Note that the time courses show a relative deactivation for the 
visual affective empathy condition with decreasing [oxy-Hb] and increasing 
[deoxy-Hb] due to the superposition of the first three and the fourth cartoon 
slides. The relative deactivation of the lateral orbitofrontal regions during 
processing of the stories is in agreement with fMRI results on similar material 
(Hynes et al., 2006, Figure 2). Besides this overall deactivation during the 
processing of the empathy stories, activation was revealed for the respective 
contrasts (see results, Table 2).

1left PTR [deoxy-Hb]: visual (Affective > Neutral) contrast: T(39) = −1.950; 
p = 0.058; left PTR [deoxy-Hb]: visual (Cognitive > Neutral) contrast: 
T(39) = −2.176; p = 0.036;
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these concepts can focus on different aspects. Thus, it can be discussed 
whether the notion of affective empathy in terms of a social cogni-
tion process differs from the notion of affective empathy in terms 
of pain in others (e.g., Decety et al., 2008; Hein and Singer, 2008).

Finally, the diversity of paradigms and materials may account 
for some of the variability in the results of different studies: Written 
scenarios or cartoons (Kobayashi et al., 2007), interpretation of 
facial expression from the eyes (Baron-Cohen et al., 1999), detec-
tion of faux-pas and irony (Shamay-Tsoory et al., 2005), judgments 
(Völlm et al., 2006), or pain in others (Decety et al., 2008) are 
all paradigms used in empathy research. The present study was 
designed to focus on the direct comparison of equivalent process-
ing of affective versus cognitive empathy, while passively following 
the course of a stimulus story. We think a strength of the present 
study lies in the parallel measurement of a visual non-verbal and an 
auditory verbal condition, which shows a remarkably high degree of 
concordance in the results and thus is able to replicate the OFC find-
ings in each presentation domain. However, across all  conditions, 

The observed involvement of the OFC in empathy processing 
is also in line with theories that propose a hierarchical structure 
of the prefrontal cortex, postulating more complex cognitive 
processes, the more anterior a region is located in the frontal lobe 
(Fuster, 2004; Botvinick, 2008; Barbey et al., 2009). As a first result, 
thus, complex socio-emotional processing as in the affective and 
cognitive empathy conditions of our study, demanding the mir-
roring of different plots, intentions and emotions, seems to require 
the most anterior part of the brain in young children.

It still remains an open question why other studies on the same 
issue did not find OFC activations for affective and cognitive empathy 
(see Hein and Singer, 2008). There is a lot of variance among activated 
areas within empathy paradigms (Carrington and Bailey, 2009). It is 
also obvious from the heterogeneity in the literature that there are 
several ways of defining and assessing empathy and the relationship 
of its components. For example, “affective ToM,” “affective perspec-
tive-taking,” and ”affective empathy” are often used synonymously, 
but do not always really describe and measure the same process, as 

FIguRe 5 | Activations for the visual condition; [oxy-Hb] and [deoxy-Hb] results across all four main contrasts in the sagittal and a frontal view.

Brink et al. Affective and cognitive empathy in children

Frontiers in Psychology | Language Sciences  April 2011 | Volume 2 | Article 80 | 112

http://www.frontiersin.org/language_sciences/
http://www.frontiersin.org/language_sciences/archive


to be the difference between the two empathy-components. Again, 
it should be noted that medial PFC has not been the focus of the 
present study due to the low sensitivity of fNIRS to signals in these 
deeper brain regions along the medial wall.

We further observed an effect of children’s age in medial OFC, 
related to affective empathy processing: Older children showed 
higher medial OFC activation for the direct (Affective empa-
thy > Cognitive empathy) contrast than younger ones. We think 
that this main effect of age indicates a shift toward an involvement 
of additional medial parts of the anterior frontal lobe with older age 
in affective but not in cognitive empathy processing. This finding is 
supported by the neuroimaging literature on adults’ affective empa-
thy processing, who additionally require medial frontal regions 
(Decety and Jackson, 2004; Hynes et al., 2006; Hein and Singer, 
2008). As such, our results show a pattern opposite to that of a 
recent neurodevelopmental study by Decety and Michalska (2010), 
who conducted an fMRI study with participants ranging from 7 
to 40 years of age. Decety and Michalska (2010) report greater 
activation in the OFC in response to affective  empathy-eliciting 

cartoon stories elicited overall higher activations, recruited more 
anterior frontal regions in the OFC, and enhanced activations in 
dorsolateral regions. This points to the hypothesized visual domi-
nance in younger children’s processing (Guttentag, 1985), and a 
higher familiarity and external validity of cartoon-like stories. Thus, 
it seems likely that the visual modality facilitates the processing of 
its content and therefore the processing of empathic contents, too.

Only small differences are visible between affective and cognitive 
empathy processing in the present study and those did not sur-
vive the direct contrasting. fNIRS can only measure hemodynamic 
responses in the outer cortical regions. Thus, it is obvious that this 
method is not able to detect emotion-related differences in subcor-
tical parts of the emotion processing circuits (Dolan, 2002), where 
further specific activations related to affective processing may be 
located. Still, our finding of additional medial OFC involvement, 
specific for affective empathy processing, is in line with the results 
of Hynes et al. (2006) for adults, even if we observed this activation 
for the visual modality only. Hynes et al. (2006) report medial OFC 
and medial PFC activations for affective processing, suggesting this 

FIguRe 6 | Activations for the auditory condition; [oxy-Hb] and [deoxy-Hb] results across all four main contrasts in the sagittal and a frontal view.
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 activation of the left IFG probably point to a similar age-depend-
ent shift in affective empathy processing in older compared with 
younger children. Older children’s processing of auditory affective 
empathy stories is associated with higher involvement of the left 
IFG. Thus, children seem to increase the use of the frontal MNS 
more with ongoing development.

A different view comes from semantic memory research. Left 
IFG has been shown to be more active in tasks requiring retrieval of 
semantic knowledge and verbal recoding (Thompson-Schill et al., 
1997; Poldrack et al., 1999). Thus, it is also reasonable to argue 
that younger and older children differ in the amount of verbal 
processing (e.g., rehearsal or recoding) when listening to affective 
empathy stories. As the IFG was only activated for age differences, 
the theory of a developing MNS seems to be a plausible account.

Finally, an age-effect was observed for channel 17 [oxy-Hb], 
showing higher activation in left dlPFC for older children for affec-
tive empathic processing in the visual domain. Apart from a general 
discussion on the role of dlPFC in working memory and executive 
functions (Miller and Cohen, 2001; Fuster, 2004; Petrides, 2005), 
an involvement of dlPFC in empathy processing has previously 
been reported in a lesion study (Shamay-Tsoory et al., 2003; also 
see Shamay-Tsoory and Aharon-Peretz, 2007). Patients with dlPFC 
lesions, as well as patients with ventro-medial PFC lesions, showed 
higher deficits in different ToM tasks, as compared to healthy con-
trol participants. Still, these authors also showed that empathy per-
formance in the dlPFC group correlates with cognitive flexibility 
measures, again pointing more toward a role of dlPFC in executive 
functioning as a basis for empathy processing.

Taken together, the age-effects observed in the present study are 
all related to affective empathy processing, thus indicating devel-
opmental changes in the affective empathy component in the age-
group investigated. Future research might use the same design in 
a study on adults to further our knowledge of developmental dif-
ferences between children and adults.

addItIonal fIndIngs
Apart from the finding of medial OFC involvement, no specific 
activations were found for the affective versus cognitive empathy 
comparisons. Also, no PTR cluster and no other channel in the 
temporal lobe became significantly activated. Temporal regions 
are discussed to be specifically activated for cognitive empathic 
processing in adults (Frith and Frith, 2006a). As Carrington and 
Bailey (2009) meta-analyzed, many different studies on ToM found 
different regions, but no single region to be activated concordantly. 
Only few other functional imaging studies on children’s empathic 
processing (Kobayashi et al., 2007; Pfeifer et al., 2008; Decety and 
Michalska, 2010, age seven and above) reported a TPJ activation. 
In this study, school children processed ToM stories and were asked 
to judge false beliefs (Kobayashi et al., 2007). Thus, it is likely that 
passive following of empathic stories in young children, as in the 
present study, does not recruit additional neural circuits in anterior 
and posterior temporal regions. Empathic processing in this age 
range may be restricted to the most anterior parts of the brain.

For the visual modality, correlations of the affective GEM 
scores with medial OFC activation were found, revealing a nega-
tive correlation with affective and cognitive empathic processing, 
whereas cognitive GEM scores did not correlate significantly with 

scenarios (depicting intentional harm) that was shifted from its 
medial portion in younger participants, to the lateral portion in 
older participants. The authors discuss this pattern of developmen-
tal change in the OFC as reflecting a gradual shift from the monitor-
ing of somatovisceral responses in young children to the executive 
control of emotion processing in older participants. Interestingly, 
Decety and Michalska (2010) report also age-related correlations 
in lateral frontal regions (enhanced involvement with older age) 
which seem to be more consistent with age-related findings in left 
dlPFC and IFG for the affective empathy condition.

Because Decety and Michalska (2010) investigated a much larger 
age range (with only a small amount of children at the age of our sam-
ple) and focused on somatovisceral empathic processing, whereas 
our study examined affective empathy processing in everyday social 
contexts, these two studies are not directly comparable. Still, we see 
the increased activation in medial OFC in older children as evidence 
in support of the hypothesis of an ongoing development of affective 
empathy processing in children aged between 4 and 8 years, with 
a further specialization of medial OFC in social- cognitive affective 
empathy processing in the older children. Whereas the younger age 
group shows no differential activation in medial OFC between the 
affective and cognitive condition, older children have a higher activa-
tion in medial OFC during affective empathy processing compared 
than during cognitive empathy processing2.

Still, one might wonder why this age-effect was only found in the 
auditory condition. This finding suggests that visual and auditory 
processing of empathy stories in young children are qualitatively 
different due to their different everyday familiarity. We suggest this 
to result from a visual processing dominance in children. Children 
are probably more used to following visually guided cartoon sto-
ries than to listening mindfully to auditory empathy stories (e.g., 
Hayes and Birnbaum, 1980). Moreover, one could suppose that 
visual empathic processing along the OFC is developed earlier in 
ontogeny than the development of auditory empathic processing. 
For example, when children’s auditory and visual perception of 
video-clips was tested, the results provide evidence that children, 
especially preschoolers, payed more attention to and recognized 
more details in visual than in auditory information (Grieve and 
Williamson, 1977; Hayes and Birnbaum, 1980). This is supported 
by the pattern of results for the visual condition which in general 
more closely mirrors the results obtained in studies with adults. 
The observed medial OFC activation in the visual affective empathy 
condition across the whole sample may result from facilitated and 
further-developed processing in the visual domain. Accordingly, it 
seems possible that it is easier to detect developmental changes in 
the auditory domain. Still, the adult fMRI studies relied on visual 
processing, and processing of empathy has not been investigated 
with auditory stimuli yet.

A second developmental effect was visible in affective empa-
thy processing of auditory stimuli in the left IFG. As mentioned 
above, involvement of left IFG is often reported in adult studies 
on  empathy processing and the MNS. These differences in the 

2To further evaluate the age-related effect in [oxy-Hb] in contrast 3 (Affecti-
ve empathy > Cognitive empathy) post hoc simple t-test were computed for each 
age-group separately. In young children, no significant contrast effect was visible 
[T(22) = −1.750; p = 0.094], whereas older children showed a significant higher 
activation in affective empathy processing [T(20) = 2.609; p = 0.017].
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does not allow to conclude that all children processed all stories 
deeply and with an intention to take the point of view of the main 
character which might have led to less activations in empathy 
processing regions. Secondly, one might ask whether the adult 
ratings to the empathy stories are also valid for children. Children’s 
ratings are not yet available for the stimulus set and it is question-
able to what extend young children are able to explicitly judge their 
empathic involvement – which is the reason why we had to base 
the study on adult rating data. Therefore, we cannot be certain, 
for example, whether the children processed all empathy stories 
in an affective manner or not. Still, given the post-experimental 
interviews, we believe, that the children processed the stories in 
the intended manner, and the high concordance of the results with 
that of previous adult studies seems to validate this assumption. 
Further studies are needed which directly address the differences 
between passively following and explicitly judging of empathy 
stories in young children.

conclusIon
Taken together, our findings provide evidence for higher medial and 
bilateral OFC activation in both, affective and cognitive empathy 
processing in a sample of young children 4–8 years of age. Thus, in 
a manner similar to what is known from adult OFC recruitment in 
complex social cognition tasks and empathy processing, orbitof-
rontal regions were involved in a task in which children passively 
followed empathic narratives – independently of whether these 
stories presented social situations where a character experiences 
affective outcomes of its own action or the plot required the men-
talizing and prediction of further actions, and independently of 
whether these stories were presented visually or auditorily. Hence, 
our results support the idea that the OFC is a brain region associ-
ated with computing and evaluating predictions of other persons’ 
actions and the comparison of these predictions with subjective 
states across both affective and non-affective situations.

Furthermore, in contrast to our initial hypotheses, developmen-
tal changes with increased brain activation in older children were 
observed in affective empathy processing as compared to neutral 
stories in left dlPFC in the visual condition and left anterior IFG in 
the auditory condition, but no age-related effects were observed in 
cognitive empathy processing. In contrast, medial OFC showed a 
higher activation when directly contrasting affective and cognitive 
processing conditions. Thus, the results support the idea of medial 
OFC being especially engaged in socio-affective processing and a 
development of medial OFC functioning toward a higher involve-
ment with older ages during childhood.

any activated brain region in the present study. These results lead 
to the question to what extent children who score high in affective 
GEM activate the medial OFC less for affective and for cognitive 
empathic processing.

As parent-rated GEM scores and age did not correlate in the 
present study, this effect cannot simply be attributed to age. The 
finding suggests that children who are more affectively empathic 
process affective and cognitive empathy stories differently in the 
medial OFC (whose activation was only found to be related with 
affective empathic processing). Although the particular correlations 
are negative, this result mirrors well the above findings which point 
to the close relationship between medial OFC and children’s affec-
tive empathy processing. Here, less activation in the medial OFC is 
found for children who are more empathic. This rather paradoxical 
finding might indicate a shift of empathic processing away from 
anterior frontal regions in emphatic children, toward subcortical 
processing (as mirrored by the reported positive correlations in 
adult studies between empathic traits and anterior insula activa-
tion, e.g., Moriguchi et al., 2007; Silani et al., 2008, see Hein and 
Singer, 2008). However, this aspect remains speculative and should 
be investigated in future studies using fMRI.

With the present study, we introduce the method of fNIRS to 
the field of neurodevelopmental studies on empathy processing, 
and we believe it is a valuable tool for research in this field. fNIRS 
has several advantages over other imaging methods such as fMRI 
or PET, first of all, that no fixation of the head is needed. The child 
can sit on a comfortable chair in front of a screen, communicate 
with supervisor and parents during preparation and, if necessary, 
also during the trials. The optodes can easily be prepared before-
hand, thus the actual preparation is comfortable and not so time-
consuming. Because of its low constraints on the experimental 
environment, fNIRS is a good tool to investigate higher cognition, 
whereas an MRI environment may impair children’s concentration 
and speech perception (Hofmann et al., 2008). It has already been 
established as a method in studying neuropsychological develop-
ment in neonates and infants (Peña et al., 2003; Taga et al., 2004; 
Wartenburger et al., 2007). Additionally, fNIRS might be less prone 
than, e.g., fMRI to artifacts caused by the proximity to the air-filled 
sinuses of the OFC, when measuring OFC activations (Kringelbach, 
2005). However, fNIRS cannot supply the spatial resolution of 
fMRI-based approaches (Hofmann et al., 2008).

There are some limitations to our study. Both limitations are 
based on the fact that we employed a design that was applicable to 
young children, having in mind not to overtax the children. First 
of all, the application of a passive following paradigm in children 
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Affective empathy negative
 Lisa und Tom spielen zusammen auf dem Spielplatz und ihre 
Mutter schaut von einer Bank aus zu.
 Tom steht vor der Rutsche, die Lisa gerade heruntergerutscht 
kommt.
Lisa rutscht Tom in den Rücken, beide fallen hin und weinen.
Die Mutter steht von der Bank auf und geht davon.

 Lisa and Tom are playing together on the playground, their 
mother watches them from a bench.
Tom is standing in front of the slide, which Lisa is just sliding down.
 Lisa slides into Tom’s back, both of them fall down and start crying.
Their mother gets up from the bench and walks away.

Cognitive empathy logical
Anna läuft zu einem Apfelbaum an dem viele Äpfel hängen
Sie möchte einen Apfel pflücken aber kommt nicht dran
Sie holt sich eine Kiste und schiebt sie unter den Baum
Sie stellt sich auf die Kiste und pflückt einen Apfel

Anna walks towards an apple-tree full of apples.
She wants to pick an apple, but cannot reach any.
She fetches a box and puts it under the tree (gets places).
She steps up on the box and picks an apple

Cognitive empathy unlogical
 Jannis entdeckt im obersten Fach des Schranks seiner Eltern 
ein Geschenk.
 Nach einigem Überlegen geht ihm ein Licht auf, wie er wie er 
daran kommen könnte.
Er holt sich eine lange Leiter.
 Jannis legt die Leiter auf den Boden und beginnt auf ihr zu 
balancieren

Jannis discovers a present in the top shelf of his parents’ closet.
After thinking a while, he gets an idea how to get it.
He fetches a long ladder.
Jannis puts the ladder on the ground and starts to walk on it.

Neutral with one person
Olli sieht eine Schaukel an einem Baum hängen
Er zieht die Schaukel zu sich
 Er klettert auf den untersten Ast, damit er richtig Schwung holen kann
Mit Schwung fängt er an zu schaukeln

Olli sees a swing hanging on a tree.
He pulls the swing towards himself.
He climbs onto the lowest branch, to get a good start.
He begins to swing.

Neutral with two persons
Der Vater zieht Jan auf dem Schlitten den Berg hinauf.
Die beide kommen oben an. 
Der Vater setzt sich zu Jan auf den Schlitten.
Sie rodeln gemeinsam den Berg hinunter.

The father pulls Jan on the sleigh up the hill.
They arrive at the top of the mountain.
The father sits down on the sleigh with Jan.
They sled down the mountain together.

appendIx
vIsual stIMulI
Affective empathy negative

Affective empathy positive

Cognitive empathy logical

Cognitive empathy non-logical

Neutral story with one person

Neutral story with two persons

wrItten versIons for the audItory storIes, read and 
recorded by an actress, gerMan orIgInal and englIsh 
translatIon
Affective empathy positive

Tim steht vor einer Bude und schleckt sein Eis.
Ein Mann kommt den Weg entlang gelaufen.
 Er übersieht den Jungen und rempelt ihn so an, dass Tim das 
Eis aus der Hand fällt.
Der Mann schenkt Tim ein neues Eis.

 Tim is standing in front of an ice-cream booth and licks his 
ice-cream 
A man comes walking along.
 He overlooks the boy and bumps into him, so that the ice-cream 
falls down from Tim’s hand.
The man buys a new ice-cream for Tim.
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