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Editorial on the Research Topic
 Music and Cochlear Implants: Recent Developments and Continued Challenges



Cochlear implants (CI) rank as the most successful neural prostheses. They can restore hearing in severe-to-profound hearing-impaired individuals, whether congenitally or post-lingually deafened. Almost a million patients worldwide have received a cochlear implant. Unlike traditional hearing aids, cochlear implants do not amplify sounds. They electrically stimulate the auditory nerve directly, thereby sending signals to the brain that can be perceived as sounds. Although most CI patients achieve some level of speech perception, many experience very poor music perception, both in terms of self-reported music enjoyment and objective perceptual abilities, which are significantly lower than in normal hearing subjects (Marozeau et al., 2014).

Far from being “auditory cheesecake,” music is an important part of social life, well-being, and quality of life. From prehistory to the present, and across all known cultures, music has always played an important role in social gatherings and mood regulation (Huron, 2008). Listening to music with friends, singing in a religious event, playing an instrument, or attending live music events are things with which many cochlear implant patients struggle. Recent evidences also point to music as an important medium for developing the human brain—both in terms of cognitive, emotional, and auditory-motor processing abilities (Thaut and Hodges, 2021).

However, decades of research and development on signal processing, stimulation, perception, and rehabilitation in cochlear implant recipients have focused mainly on speech. Substantial research is needed to give cochlear implant recipients better access to music and its numerous benefits. To stimulate and synthesize this expanding field of research, a group of researchers from all over the world gathered at McGill University in Montreal, Canada in August 2018 for the second international symposium on Music and Cochlear Implants. During two stimulating days, attendees presented and discussed recent developments and current challenges in music perception, appreciation, and music-based rehabilitation. A unique aspect of the symposium was that six cochlear implant recipients, trained at a high level of musicianship, answered our call for participation. They shared very moving testimonials and were featured on a dedicated panel discussing their experiences with music. Their stories made an everlasting impression on all the attendants. A unique aspect of this Research Topic is the involvement and co-authoring of these six musicians CI users in a patient-centered article by music and implant pioneer Dr. Gfeller from the University of Iowa.

Several attendees at this meeting contributed to this Research Topic; other research groups have added contributions sharing related ideas. The present Research Topic thus provides an excellent overview of the current state of the art in music and cochlear implants. The music cognition literature makes an important distinction between music perception and music appraisal, the former being about the objectively measured capacity to process certain sound features. In contrast, the latter is about the listener's subjective experience of music (Looi et al., 2012). This Research Topic covers the two main dimensions of music perception and music appraisal, in such diverse fields as psychoacoustics, psycholinguistics, electrophysiology, audiology, signal processing, music psychology as well as qualitative and patient-engaged research, both in pediatric and adult CI recipients.

Starting with the perceptual aspect of music, Erickson et al. used multidimensional scaling to investigate timbre perception in normal-hearing participants listening to vocoded stimuli to simulate CI hearing. Also, using a vocoded approach, Luo and Hayes asked whether supplementing hearing with vibrotactile stimulation can improve melody identification. All other studies in this Research Topic were conducted with cochlear implant recipients, in some cases matched with normal-hearing controls. Zimmer et al. examined musical harmony and syntax in pediatric pre-lingually deaf CI users, using psychoacoustic discrimination and preference of typical musical chords. Also using musical chords, but in a linguistic priming task, Tillmann et al. investigated implicit processing of pitch in post-lingually deafened CI adults. Using a continuous rating approach, Spangmose et al. evaluated CI users' ability to perceive musical tension, an important high-level feature in appreciating music. Looking at important low-level features, Swanson et al. compared pitch and melody perception using place of excitation and temporal cues. One of the challenges in this field is using appropriate tools to assess music perception in the CI population, Steel et al. created a modified version of a popular music cognition battery by manipulating the music excerpt's timbre and spectrum to account for the technological limitation of cochlear implants. To complement behavioral measures with objective physiological recordings, Petersen et al. have introduced a new paradigm using the mismatch negativity response to test music discrimination in CI users. Given the importance of bass frequencies in music cognition, several studies looked at the impact of additional low-frequency access in patients. Yüksel et al. assessed the effect of low-frequency residual hearing on pediatric CI users' music perception. D'Onofrio et al. examined the impact of combining electric (cochlear implant) and contralateral acoustic (hearing aid) stimulation on the perception of musical emotion in so-called “bimodal” patients. Two studies took advantage of the unique research opportunities offered by so called “single-sided-deafness” patients, who have normal hearing on one ear and a cochlear implant in the contralateral ear and can therefore perform direct perceptual comparisons between normal-hearing and cochlear-implant hearing. Spitzer et al. compared dissonance ratings of harmonic interval between the normal hearing and CI ears. Adel et al. examined the effects of electrode position and acoustic stimulus type on a classical pitch-matching task used in this population.

Assessing the subjective music experience, as well as perceptual abilities, Fuller et al. addressed a long-standing question of music appraisal differences between pre- and post-lingually deafened individuals and how it relates to perceptual skills. The next four studies focus on the experience and appraisal of music. Berg et al. measured the perceived sound quality and its relation to the number of implant channels. An approach to improve music appraisal in CI users is to modify the actual music signal. Gauer et al. examined how a music-pre-processing scheme based on spectral complexity reduction impacted music enjoyment in CI users. Tahmasebi et al. designed a real-time music processing algorithm and examined the impact of independently adjust the loudness of the vocals in the music on CI users' enjoyment. The last three studies of this Research Topic went beyond the lab, focusing on every day musical experiences of CI users and their family, using questionnaires, interviews and patient–engaged methodology. Gfeller, Driscoll, et al. explored the perspectives of adult CI recipients regarding two experiences with music in everyday life: music listening and background music that competes with spoken conversation. Looi et al. examined the role and importance placed on music by families with normally hearing children compared to hearing-impaired children. Last but not least, another contribution by Gfeller, MacMullen Mallalieu et al. involved a unique collaboration and co-authorship of six CI users engaged in high levels of musicianship who participated in the Music & CI symposium. It is also the only contribution from this Research Topic that looks at music-making. It documents personal characteristics and experiences and suggests possible strategies useful to other CI users interested in improving music experiences.

Taken together, the contributions in this Research Topic are a first step in driving this new exciting field in the making, and we hope it may inspire new research that addresses many of the pending fundamental and clinical questions on the topic. For instance, why do some CI users have “supernatural” pitch discrimination abilities given the current technical and biological constraints (Maarefvand et al., 2013; Limb and Roy, 2014)? Should clinicians try to improve music perception or rather focus on eliciting an equivalent emotional response to music (Paquette et al., 2018)? How can we bring research toward more ecological, real-life-like situations to understand the patient experience better? Finally, how does one advocate dedicating time for music when resources are already severely limited for speech-focused interventions?
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Prelingually deaf children listening through cochlear implants (CIs) face severe limitations on their experience of music, since the hearing device degrades relevant details of the acoustic input. An important parameter of music is harmony, which conveys emotional as well as syntactic information. The present study addresses musical harmony in three psychoacoustic experiments in young, prelingually deaf CI listeners and normal-hearing (NH) peers. The discrimination and preference of typical musical chords were studied, as well as cadence sequences conveying musical syntax. The ability to discriminate chords depended on the hearing age of the CI listeners, and was less accurate than for the NH peers. The groups did not differ with respect to the preference of certain chord types. NH listeners were able to categorize cadences, and performance improved with age at testing. In contrast, CI listeners were largely unable to categorize cadences. This dissociation is in accordance with data found in postlingually deafened adults. Consequently, while musical harmony is available to a limited degree to CI listeners, they are unable to use harmony to interpret musical syntax.
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INTRODUCTION

For young humans, music represents a beneficial factor in language, social, creative development (see Hallam, 2010), and plays a role in adolescents’ mood regulation (Saarikallio and Erkkilä, 2007). Although cochlear implant (CI) users face substantial degradations of sound details, many of them enjoy listening to music, and its contribution to their quality of life has been reported repeatedly (Leal et al., 2003; Lassaletta et al., 2007). This was mainly studied in adults but a positive attitude toward music may be regarded as an important objective also for young prelingually deaf who acquire their musical experience via the CI only. However, music appreciation is deteriorated by the unavoidable reduction of spectral and dynamical sound information coming with electrical stimulation (for a review, see Limb and Roy, 2014), partly due to technical shortcomings such as the limited number of electrodes and reduced fine temporal details which result in reduced pitch cues, and partly due to neuronal deprivation over the period of deafness. CI listeners perceive pitch less accurately than normal-hearing (NH) listeners (Pretorius and Hanekom, 2008; Kang et al., 2009), as well as other spectral parameters in music, such as melody contour (Galvin et al., 2009) and instrument timbre (Kang et al., 2009; Brockmeier et al., 2011). Roy et al. (2014) found similar results in CI children, who exhibited difficulty in discriminating pitch and timbre, but less so for discriminating chord sequences.

Western music makes use of distinct tone combinations that may convey pleasantness or rest, as opposed to agitation or tension, commonly seen as different degrees of dissonance. Discrimination and preference of two-tone intervals or chords combining three or more tones was only addressed in very few studies involving CI listeners, showing, for example, that they may be able to discriminate chords from natural piano recordings, but with significantly more effort than NH listeners (Brockmeier et al., 2011; Böckmann-Barthel et al., 2013). CI users may also assign valences to these chords (Brockmeier et al., 2011). The Mu.S.I.C. Perception test used in Brockmeier et al. (2011) was replicated in children with comparable results (Stabej et al., 2012), although the authors reported only the average valence of all chords. Roy et al. (2014) investigated five musical discrimination tasks in young CI listeners at an age of about seven and NH peers. Whereas on average CI listeners were outperformed by the NH peers, both groups were on a level in distinguishing three-chord sequences that differed only in the central chord. Whereas chords may be distinguishable through a CI, the perceived harmonic valence remains unclear.

The concept of harmony has been defined more precisely in music literature as the “combining of musical notes, simultaneously, to produce chords, and successively, to produce chord progressions” (Dahlhaus, 1980). Thus, this definition comprises “vertical” consonance of simultaneous musical tones as well as the “horizontal” relation of consecutive tone combinations. Vertical consonance itself consists of sensory factors such as roughness (Plomp and Levelt, 1965), and music-cultural factors acquired implicitly by exposition (Tramo et al., 2001; Cook et al., 2007). With respect to vertical consonance, the major triad, containing a note four semitones and another one seven semitones above the root note, is generally regarded as the most consonant chord. Several studies showed that (i) minor triads are perceived as somewhat less consonant than major triads, and (ii) that augmented and diminished are rather dissonant (Roberts, 1986; Cook et al., 2007; Johnson-Laird et al., 2012), in accordance with music theory.

The “horizontal” succession of tone combinations structures a musical piece, along with the melody, by means of harmonic tension and release. It requests characteristic chord sequences that indicate the conclusion of a musical phrase, and thus carry syntactic information, just as a full-stop in speech (Rockstro et al., 1980). The most general archetype is the authentic (or perfect) cadence, which is concluded by the dominant (a major chord with a root on the fifth step of the scale) followed by the tonic chord (on the root note of the scale). The present study addresses both the consonance of isolated chords and their functional role in authentic cadences. Following Tramo et al. (2001), we restrict the use of the term “consonance” to the vertical impression that can be derived from isolated chords. In contrast, “harmony” also comprises the horizontal arrangement of chords and their functional roles.

Koelsch et al. (2004) addressed the availability of such horizontal harmony to CI users by means of event-related brain potentials (ERP). The presence of components associated with musical syntax suggested that a certain harmonic irregularity, the Neapolitan sixth chord, is indeed transmitted, although the respective ERP amplitudes are considerably smaller than in NH listeners. Knobloch et al. (2018) varied authentic cadences by replacing the final tonic chord by an unexpected, ill-fitting chord. NH listeners easily detect such an alteration. In contrast, the vast majority of CI listeners were unsuccessful in this task, no matter whether the final chord was a vertically consonant transposition of the tonic, or a vertically dissonant chord. This finding indicates a different perception of chords within a cadence in contrast with chords in isolation, since the CI listeners judged the major chords (which ended the original cadences in one experimental condition) as clearly more consonant than the more dissonant types when presented alone.

Difficulties to perceive musical harmony through a CI may also depend on musical experience. In NH listeners, substantial aspects of musical harmony perception develop with age. For example, the identification of the musical modes major and minor with happy and sad emotions, respectively, is, in accompanied melodies, available by the age of eight but not at the age of four (Gregory et al., 1996). Horizontal aspects of harmony are significantly more subject to development. Processing of authentic cadences is not completely available to children at the age of 5 years when compared to children at 11 years (Schellenberg et al., 2005). These authors also concluded that acquisition of knowledge on horizontal aspects of harmony mostly relies on implicit learning. Only sensory consonance of isolated tone combinations is regarded as predominantly innate (Trainor and Heinmiller, 1998, however, see Plantinga and Trehub, 2014).

Such findings suggest that lack of exposure to music contributes to the above mentioned difficulties of CI listeners to gather harmonic syntax (Knobloch et al., 2018). Whereas these data were obtained from experienced, postlingually deafened listeners who were exposed to music prior to implantation, it is widely unclear to what degree the harmonic concepts, such as vertical consonance or horizontal cadences, might be transferred from previous acoustical experience to the perception of the CI signal. The findings of Knobloch et al. (2018) argue against such a benefit, because except for a single case their CI listeners were largely unable to recognize authentic cadences. It is, however, possible that the comparison with the acoustic music experience renders the music experience via the CI uncomfortable and confusing, because the dissimilar sound sensation of the electrical stimulation might conflict with the memory of previously experienced musical nuances. In this case, prelingually deafened CI listeners might respond closer to NH listeners especially with respect to deviant cadences.

In order to separate the contribution of prior musical experience from the signal-driven percept, this study focused on prelingually deafened children, whose only hearing experience is through a CI. This study includes three experiments, each focusing on a different aspect of harmony perception. Isolated chords had to be discriminated in the first experiment, providing a prerequisite for a correct perception of cadences. The hypothesis is that the CI may be able to do this task, although less accurate than the NH listeners, since the representation of the stimuli in the CI should be different for the different chords. The second experiment tested vertical consonance by investigating which chord types were preferred as more pleasant over others. If vertical harmony was preserved by the degraded CI signal, CI listeners with some musical experience, at least implicitly acquired, would actually prefer the same chords as their NH peers. The third experiment investigated the ability of the CI users to evaluate the musical correct chord progression in the form of authentic cadences with respect to horizontal harmony. If previous musical experience interfered with the experience of music through the CI, the prelingually deaf participants would be expected to be more successful here than the postlingually deaf adults in Knobloch et al. (2018). The cohort of NH listeners covered the hearing age of the CI listeners and was included in the study to test if the tasks were appropriate even for the youngest participants.



GENERAL METHODS

Participants

Cochlear implant listeners were recruited from regular follow-up visitors at the university hospital in Magdeburg and the Cecilienstift Cochlear Implant Rehabilitation Center in Halberstadt. Twelve children with bilateral congenital or prelingual deafness (four males and eight females) participated in the study. Except for listener CI02, all were implanted bilaterally and used both devices in daily life. Their age ranged between 7.6 and 18.9 years, with a mean of 14.4 ± 3.4 years. They had a CI experience between 6.0 and 17.2 years with a mean of 12.5 ± 3.3 years which is referred to as hearing age below. CI experience was highly correlated with age at testing, r = 0.989, p < 0.01. Seven of them used devices by MED-EL, four by Cochlear and one by Advanced Bionics. All of them were profoundly deaf by 2 years of age. No cases of known neurologic disorders or meningitis were included. Demographic and device data are specified in Table 1. All CI listeners spoke German as their first language. None of them had received any musical training beyond school, which usually covers some singing and basic musical knowledge. In particular, they did not participate in any individual instrument training.

TABLE 1. Demographic and device data of the CI participants.

[image: image]

Twenty-four NH children (14 males, 10 females) without musical training beyond school served as control group. They were recruited through internet announcements. Their age ranged between 5.8 and 18.2 years with a mean of 12.3 ± 3.5 years, thus matching the hearing age of the CI group. Normal hearing was verified prior to the experiments with pure-tone audiometry at audiometric frequencies from 125 to 8000 Hz. To be considered as a NH listener, all thresholds had to be better or equal to 25 dB hearing loss in both ears. All NH children spoke German as their first language. All 12 CI users and 24 NH listeners completed three experiments described below. Written informed consent to the study was obtained before the measurement by a parent or legal guardian or, in the case of the older children, the participant himself. The study was approved by the local institutional review board to fulfill the Declaration of Helsinki.

Apparatus

The chords used in all three experiments were constructed of four harmonic complex tones, as in our previous study with postlingually deaf adults (Knobloch et al., 2018). Each harmonic tone complex consisted of the fundamental frequency (F0) and the next four partials (2 F0 to 5 F0) with random phases and a decay of 6 dB per partial.

The children were tested separately in a large sound-attenuated room. Sounds were presented through a single frontal monitor loudspeaker (Reveal R5A, Tannoy Ltd., Coatbridge, United Kingdom) at a distance of 1.3 m to the forehead of the child. The sound level was chosen to be clear enough and comfortable to the listener, and did not exceed 85 dB SPL. If the child preferred so, a parent was allowed to be present within the room but outside the child’s view and without the opportunity to interact.

Stimulus presentation and response collection were administered by a MATLAB graphical user interface (The Mathworks Inc., Natick MA, United States). Instructions were provided and responses were given on a touchscreen monitor display in front of the listener.

Procedure

In order to familiarize the children with the tasks and the setup, the experiment was preceded by a short visual two-interval, two-alternative task that was a visual analog to the first discrimination experiment and used the same graphical user interface. Two pictures (drawn from a cartoon animal set of an orange mouse, a blue elephant, and a yellow duck) were shown in succession and the instruction: “Are the following images identical?” After each presentation, the two answer buttons marked “Ja” (“Yes” in German) with two identical pink triangles and “Nein” (“No” in German) with two different symbols (a pink triangle and a yellow circle) were shown. The symbols were added to enable even children without perfect reading to respond adequately. It was evident after only a few presentations that all children (including the youngest) responded perfectly and were thus able to perform the discrimination task.

Blocks of the three experimental tasks were interspersed. In each experiment, the listener started the next trial by pressing the button marked “Listen.” Stimuli started then without any cue sound after 500 ms. Repeated listening was allowed in all experiments, but this was rarely used by most of the CI and NH listeners. The specific tasks are described in detail in the following sections, and include description of the statistical analysis specific to each experiment.

Statistical analysis were performed with SPSS Statistics version 24 (IBM, Armonk NY, United States). For all experiments Pearson correlations were used to analyze age correlations.



EXPERIMENT 1

Methods

Experiment 1 assessed the discrimination of two chords. All chords were presented in open harmony. At least six semitone steps separated adjacent notes within each chord. Four chord types were used: major, minor, augmented, and diminished chords. Scores are shown in Figure 1. The fundamental F0 of the chord root was randomly chosen from five values separated by one semitone step: 125, 132, 140, 148, and 157 Hz. Each chord had a duration of 1500 ms including 80 ms raised cosine ramps at the beginning and end. The two chords of a pair were separated by silence of 2000 ms. The chord pairs were generated on demand by a MATLAB routine. Equal numbers of all chord types were presented in 48 pairs, 24 comprising identical chords and 24 comprising differing chords. Thus, each chord occurred in three identical pairs and six times in a differing pair. They were separated in four blocks of 12 trials each.


[image: image]

FIGURE 1. Musical scores for the four different chords used in experiments 1 and 2.



The instruction of the graphical user interface read (English translation of the original German instruction): “You will hear two sounds one after another. Are they the same?” and two answer buttons as above.

For the statistical analysis of the data, each response of type “Yes” (same) following an identical pair was considered as a hit, and each response of type “Yes” following a differing pair as a false alarm. For each participant the occurrence rates of hits (HR) and false alarms (FR) were converted into a sensitivity index according to signal detection theory as d′ = z(HR) – z(FR) (Macmillan and Creelman, 1990). In order to avoid infinite values, perfect false alarm rates of 0 were replaced by 1/(2n), n being the number of differing pairs, and perfect hit rates of 1 were replaced by 1 – 1/(2m), m being the number of identical pairs (cf. Stanislaw and Todorov, 1999). With this correction, perfect performance results in a value of d′ = 4.07. A one-sample t-test was used to examine if d′ was different from zero, i.e., chance performance, in the groups. To examine a possible bias in the answer behavior, the decision criterion c = [z(HR) + z(FR)]/2 was also calculated (Macmillan and Creelman, 1990). A listener’s c < 0 would indicate a bias toward judging even differing pairs as identical. Again, a one-sample t-test examined if c was different from zero in the groups. An independent-samples t-test was used to compare the mean d′ values of the two groups.

Results

In the discrimination of chord types, five out of twelve CI listeners scored a sensitivity index d′ < 1 for the ability to discriminate pairs of single chords. According to signal detection theory, this means that the probability density functions of the responses to targets and distractors are separated by less than one standard deviation (Stanislaw and Todorov, 1999). In other words, these listeners did not discriminate the chord types. In contrast, in the group of 24 NH listeners, only two listeners performed at such a low level. The CI listeners obtained a group mean d′ = 1.19 (SD = 0.86). The NH control listeners reached a group mean d′ = 2.00 (SD = 0.90), indicating that they were mostly able to discriminate the different chords. One-sample t-tests showed that for both groups the sensitivity indices were significantly above chance level, t(11) = 4.77, p < 0.01 for the CI listeners and t(23) = 10.85, p < 0.001 for the NH listeners. The performance of the CI listeners was significantly lower than that of the NH listeners, t(34) = 2.58, p < 0.05. In order to display the perceived differences of the chord types, Table 2 collects the correct rejection rates of the various differing pairs rated as different. The NH listeners discriminated the pairs involving a minor chord with greater accuracy than the others. The pattern is similar but less pronounced in the CI listeners. Figure 2 shows d′ values as a function of hearing age for individual subjects. A significant correlation was found in CI listeners between hearing age and d′, r = 0.654, p < 0.05. The correlation with age at testing was also significant, r = 0.654, p < 0.05. For the NH control listeners, the correlation between age and d′ was not significant, r = 0.378, p > 0.05. The mean decision criterion testing a tendency toward one of the two alternatives was c = -0.25 (SD = 0.64) on average for the CI listeners. This value was not significantly different from zero, t(11) = -1.33, p > 0.05. For the NH listeners, however, the mean decision criterion was c = -0.34 (SD = 0.47), which was significantly different from 0, t(23) = -3.68, p < 0.001, indicating a bias toward judging the chords as “same.”

TABLE 2. Detailed percent correct rejection rates, i.e., differing pairs rated as different, of experiment 1, for the combinations of chord types.
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FIGURE 2. Sensitivity index d′ for experiment 1 (chord discrimination task) for individual CI (circles) and NH listeners (diamonds), as a function of hearing age. The lines show linear regressions to the data.



Discussion

Although CI listeners on average were able to discriminate the chords, discrimination performance was significantly poorer than that of the NH peers. This was expected, since CI listeners typically face difficulties in tasks that rely on accurate spectral information (Limb and Roy, 2014). CI listeners often exhibit pitch difference limens for single tones on the order of several semitones (see, e.g., Pretorius and Hanekom, 2008; Kang et al., 2009). In the present experiment, a given pair of chords differed by only one or two semitones in the top two notes of the chords. Taken this small difference into account, an even larger discrepancy between the two groups might therefore have been expected. In some cases, children listening through a CI have been reported to discriminate chords on the same level as their NH peers (Roy et al., 2014). In their experiment, the target chords were framed by harmonically related major chords. Whereas this framing is not expected to facilitate the discrimination, the good performance might be related to large contrasts between the center chords in the frequency range. The present study showed that when using only chords with the same fundamental, still half of the CI listeners were able to discriminate these chords, although with more difficulty than the NH peers. It should be noted that the NH listeners showed a significant bias toward judging the pairs as same, underlining that even to them the stimuli sounded rather similar.



EXPERIMENT 2

Methods

Experiment 2 addressed the preference of chord types. To this end, 48 differing pairs of chords were presented in 4 blocks of 12 trials each. The sounds were identical to those used in experiment 1. Each of the four chords was thus presented 24 times. After a pair, the interface display read (original in German) “Which of the sounds sounded more pleasant?” and provided two buttons numbered “1” and “2.” Again, repeated listening was allowed. A preference score was determined for each chord type in each listener by subtracting the number of pairs in which this chord was judged as unpleasant from the number of pairs in which it was judged as pleasant (cf. Tufts et al., 2005). Possible score ranged between -24 and +24. A repeated-measures analysis of variance (ANOVA) with the factor chord type and Greenhouse–Geisser correction tested the null hypothesis that all chord types were preferred equally. It was further hypothesized that the chord preferences were of the following decreasing order: major – minor – diminished – augmented, thus matching the consonance expected from music theory and literature (e.g., Roberts, 1986). Therefore, the score values were ordered accordingly, and a trend line of the scores in this order was constructed for each participant: A steeper negative slope a indicates a stronger preference for the expected order of chord types. An independent-samples t-test was used to compare the means of the slope a of the two groups.

Results

On average, NH listeners preferred the major chord over the minor chord, the diminished chord, and the augmented chord (Figure 3), consistent with the hypothesized order. A repeated-measures ANOVA showed that the ratings of the different chord types depended significantly on the factor chord type, F(2.43,55.84) = 15.91, p < 0.001. In post hoc tests, scores for major and minor chords were significantly higher than those for diminished and augmented chords (p < 0.001). The difference of the major and minor chord just failed to reach significance (p = 0.051), all other differences were not significant. The CI listeners on average also preferred major and minor chords over augmented and diminished chords, and were thus also consistent with the suggested order. Again, the factor chord type was significant, F(1.66,18.26) = 7.57, p < 0.01. In post hoc tests, scores for the major and minor chords were significantly higher than those for diminished chords (p < 0.05). No other differences were significant. Because these post hoc tests did not reveal more differences between the chords due to the variability of the data, the slope of preference scores across chords was calculated for individual listeners. The group mean slopes were a = -4.58 (SD = 3.95) for the NH listeners and a = -3.60 (SD = 4.67) for the CI listeners, respectively. No significant difference was found between the two groups [t(34) = 2.58, p > 0.05]. Figure 4 shows slope values as a function of hearing age for individual listeners. For the CI listeners, the slope was not significantly correlated with hearing age, r = -0.248, p > 0.05, and also not with age at testing, r = -0.237, p > 0.05. For the NH children, however, a significant correlation between the slope and the age was found, r = -0.480, p < 0.05.
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FIGURE 3. Mean preference scores of the different chord types in experiment 2 (chord preference task), CI listeners (left panel) and NH listeners (right panel). Error bars indicate standard deviation.
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FIGURE 4. Slopes of the chord preferences of experiment 2 are shown as a function of the hearing age for CI listeners (circles) and NH listeners (diamonds) with corresponding correlation lines. The falling correlation lines indicate a tendency for increasing preference for more consonant chords for more experienced listeners in both groups.



Discussion

Previous studies have shown that NH listeners, whether musically trained or not, judge chord types according to the following order of increasing dissonance: major, minor, diminished, and augmented chord (Roberts, 1986; Johnson-Laird et al., 2012). Our data on the NH control listeners were consistent with this order, although the diminished and augmented chords were assigned similarly low preference scores. It was further hypothesized that children listening through a CI showed similar patterns of preference as NH listeners. Indeed, our CI listeners also preferred major and minor chords over diminished and augmented chords. The slope in judgment scores was slightly, (but not significantly) lower in CI than in NH listeners. Knobloch et al. (2018), using similar stimuli but with two additional chord types, reported that adult postlingually deaf CI listeners preferred major chords over all other chord types. In contrast NH adults preferred major and minor chords over other chord types, including diminished and augmented chord types, as expected. The present data were consistent with Knobloch et al. (2018), except that young, prelingually deafened CI listeners assigned higher scores to the minor chord, consistent with the above-mentioned musicological and psychoacoustical expectations.



EXPERIMENT 3

Methods

Experiment 3 used the final lines of eight different children’s tunes, each of which had a different key between D major and A flat major in semitone steps (see Table 3). The melody of all sequences ended on the root note of the key. Simple four-part harmonisations of all melodies were composed. Apart from the actual key, the last two chords of every harmonization were identical in all songs, as displayed in Figure 5, forming an authentic dominant-tonic cadence. The final tonic chord was in close root position, with four semitone steps separating the lowest two notes. The frequencies of the individual partials ranged from 100 to 2330 Hz. The scores of the examples are provided as Supplementary Material. In 50% of the presentations, these original sequences were presented, ending with the tonic chord. In the other 50% of the presentations, the final chord of the sequence was replaced by either an augmented, or a diminished chord with the same root note, providing a music-syntactically irregular ending. Each of the eight different sequences was presented four times ending in the original version, two times ending with an augmented chord, and two times ending with a diminished chord, resulting in 64 total trials. According to the tune, the duration of each sequence ranged from 7.5 to 8.2 s, and the duration of the final chord ranged from 950 to 1370 ms. An exception was “Sandmann” with the final chord lasting 1800 ms due to the slow tempo and triple metrum of the tune. The durations of the original and altered versions were identical for every tune.

TABLE 3. Keys and corresponding fundamental frequencies of tonic root notes of the eight different children’s tunes used in experiment 3.
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FIGURE 5. Exemplary score of the two final bars of a song harmonization, containing an authentic V-I cadence and a cadence ending with an augmented chord (right).



After each sequence, the interface display was “Did the tune end good or bad?” It was explained to the children that “good” was synonymous with “pleasant,” “satisfying,” or “familiar,” whereas “bad” was synonymous with “unpleasant,” “dissatisfying,” or “unfamiliar.” One of the two answer buttons displayed the word “Good” accompanied by a green, smiling face, and the other “Bad” accompanied by a red, sulking face.

The sequences of Experiment 3 were generated in MIDI format. These MIDI files were resynthesized with the same harmonic tone complexes as above using a MIDI to WAV freeware MATLAB code (Schutte, 2012) and saved as wav files. During the experiment, these wav files were played back.

For the data analysis, each response of “Good ending” following an original sequence was considered as a hit, and each response of “Good ending” following a sequence with an augmented or diminished ending as a false alarm. Otherwise the data analysis is analogous to experiment 1, i.e., for each participant, the occurrence rates of hits and false alarms were converted into a sensitivity index d′ and perfect false alarm rates and perfect hit rates were replaced as before to avoid infinite values. With the correction, perfect performance here results in values of d′ = 4.31. To examine a possible bias in the answer behavior the decision criterion c was also calculated. A decision criterion c < 0 indicated a bias toward judging even the altered versions of the tunes as “good.”

Results

Experiment 3 assessed whether the listeners categorized authentic cadences differently from altered versions. None of the CI listeners performed at d′ > 1.0, i.e., none of them discriminated the cadences successfully. The mean d′ = -0.10 (SD = 0.42) was not different from zero, representing chance level, t(11) = -0.80; p > 0.05. In contrast, the NH listeners reached a very high mean d′ = 3.68 (SD = 1.03). All except one of these achieved a d′ > 1.0, most of them had even perfect performance. NH listeners performed significantly better than the CI listeners, t(34) = 15.59, p < 0.001. The dependence of the individual performance on the hearing experience is shown in Figure 6. No significant correlation of d′ with hearing age was found in CI listeners, r = 0.133, p > 0.05, and also not with age at testing, r = 122, p > 0.05. In contrast, a significant correlation between age and d′ was found in NH listeners, r = 0.598, p < 0.01. Notably, the two youngest NH listeners provided the lowest d′ values. The mean decision criterion c = -0.31 (SD = 0.41) was significantly different from zero, t(11) = -2.58, p < 0.05 for the group of CI listeners, indicating a bias toward judging the melodies’ ending as “good.” For the NH, the mean decision criterion was c = +0.03 (SD = 0.31) and not significantly different from zero, t(23) = 0.43, p > 0.05. Thus, NH listeners did not show any bias.
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FIGURE 6. Individual sensitivity indices d′ of the cadence judgment task are shown as a function of hearing age for CI listeners (circles) and NH listeners (diamonds) with corresponding correlation lines.



Discussion

The function of a chord in conclusion of a harmonic phrase was tested by replacing the musically expected consonant tonic chord with a dissonant chord. This was expected to present a distinct violation of harmonic rules and thus to be far less satisfactory, at least for children with normal hearing and sufficient (implicit) musical experience. The results of the NH listeners (except those of the two youngest ones) confirmed this hypothesis. In contrast, none of the CI listeners achieved a performance above chance level. This striking difference between NH and CI listeners replicated the results in postlingually deafened adult CI listeners (Knobloch et al., 2018). However, Knobloch et al. (2018) also observed that harmonic function is not completely unaccessible when listening through a CI, since a single CI participant of their cohort was fairly successful in this task, and even more reliable in detecting tonic chords shifted by a semitone. This is corroborated by findings of an ERP component elicited by Neapolitan sixth chords (Koelsch et al., 2004). In chord progressions, this inherently consonant chord is musically quite irregular. The ERP component was regarded as a correlate of the neural representation of a violation of musical syntax. This component was found in NH listeners, but was less pronounced in CI listeners, indicating that a syntactic irregularity was registered by CI listeners to some extent. In contrast, the psychoacoustic study by Knobloch et al. (2018), as well as the present experiment, directly asked the listeners if they perceived a music-syntactic completion of the phrase. Whereas those harmonic violations do not seem to be more explicit than the ones used here and by Knobloch et al. (2018), it is unclear why they were evident for CI listeners in the ERP measurements but not registered by the listeners in the present behavioral experiment. Because the NH listeners showed a significant improvement with age, it is possible that single prelingually deaf CI listeners might develop some ability to recognize authentic cadences.



GENERAL DISCUSSION

The current study focused on how prelingually deafened, juvenile CI listeners perceive different musical chords in isolation (experiments 1 and 2) and within a music-syntactical context (experiment 3). NH juveniles at an age comparable with the CI experience of the CI listeners served as a control group. In order to test if individual participants excel or fail in both discrimination experiments, the correlations of the d′ values of the experiments were calculated (Figure 7). A significant correlation of the discrimination experiments 1 and 3 was found in the control group of NH juveniles (r = 0.482, p < 0.05) but not in the CI listeners (r = 0.376, p > 0.05). The latter result is explained by the fact that none of the CI listeners was able to successfully do the task of experiment 3. The correlation of both experiments in the NH listeners might suggest that good chord discrimination is linked with – or even a prerequisite for – registering the conclusiveness of a cadence. However, both abilities might also be governed by other factors such as age at testing or technical device limitations. No significant correlation of the slope of experiment 2 with the d′ values of experiments 1 and 3 was found in the NH listeners or in the CI listeners.
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FIGURE 7. Individual sensitivity indices d′ of experiment 3 are plotted versus the corresponding values of experiment 1 for CI listeners (circles) and NH listeners (rhombs) with corresponding correlation lines.



Discrimination of two chords can be regarded as a relatively basic capacity that does not even require a concept of consonance, and is available to 6-year-olds already (Hair, 1973). The perception of vertical consonance is also available at this age (Costa-Giomi, 2003). In contrast, reliable processing of cadences is hardly found before an age of six (Schellenberg et al., 2005). Such knowledge of harmonic syntax can thus be regarded as a higher stage of harmonic awareness (for a review, see Trainor and Hannon, 2013).

In total, the performance of the NH listeners in experiment 1 did not depend significantly on their age. Taken together with the average d′ of 2.0, the ability to discriminate chords is obviously developed at the age of the participants. It is nevertheless striking that most of the younger participants (with an age of six to about nine) provide lower d′ values here (see Figure 2). Notwithstanding the absence of a significant correlations, we thus cannot rule out that this performance might still develop further with age. The present experiments also cannot disentangle whether this is related to the implicit acquisition of harmonic concepts, or just task-related competence. Developing harmonic concepts might also explain why, in experiment 2, the slope of the chord type preferences became significantly steeper with age, suggesting that chord preference may be shaped by musical experience. Age at testing was more strongly correlated with categorization of cadences (experiment 3) than with the slope of the chord type preferences (experiment 2), suggesting a stronger developmental component for perception of harmonic syntax as compared to vertical consonance. Note that the average young NH listeners were comparably accurate as the adult NH listeners were in a similar task using abstract cadences (Knobloch et al., 2018). Taken together, our findings corroborate that harmonic concepts develop with age and are available by an age of about 8 years, and that the tests used here are appropriate for participants of that age.

The CI listeners in the present study all lacked acoustical experience in music and could, in particular, develop concepts of harmony through electric stimulation only. The effect of this experience is difficult to predict. On the one hand, electric-only listening experience might promote reliance on different features of music than with acoustic hearing, or may result in no clear concept at all. On the other hand one might argue that in cases of late, postlingual deafness, patterns and concepts developed with previous acoustic hearing may conflict with the patterns provided by electric hearing. It is, however, plausible that prelingually deaf CI listeners take longer to develop such complex harmonic competences than NH peers. In our data, chord discrimination started very low in the CI group but tended to catch up with the NH group, and the correlation with hearing age was significant. It should be noted that this increase in performance is also correlated with chronological age at testing and might therefore be due to hearing-independent development of the children. The perception of some complex, music related sounds appears to be related to hearing age rather than chronological age (DiNino and Arenberg, 2018). In the present data, these contributions cannot be separated, since hearing age and age at testing are highly correlated in the present CI participants. In experiment 2, the slopes of chord preference became also steeper with hearing age, not reaching significance. In experiment 3, no effect of hearing age was found since even the most experienced CI listener was largely unsuccessful in the task. Knobloch et al. (2018) found that only a single listener from their group of adult CI users was able to categorize abstract authentic cadences whereas the majority of participants was not. It remains open how far a focused musical training might help to improve the registration of harmonic syntax.

Beyond the hearing experience of the listeners, technical parameters of the CI devices might also influence the perception of musical stimuli, such as the degraded frequency mapping, the mismatch of place pitch, limitations in rate pitch, and dynamic range compression (Limb and Roy, 2014). General conclusions on influences of the processing strategy cannot be drawn from our results due to the relatively small number of participants using a certain strategy. Participants with disabled electrodes did not show any suspicious performance. It should be noted that in 6 of the 12 CI listeners, the minimum acoustic input frequency was ≥188 Hz (Table 1). As such, F0 for many stimuli in experiments 1–3 were below the acoustic input frequency range of the CI device. For the remaining 6 CI listeners, the minimum acoustic input frequency was 100 Hz and therefore could accommodate the F0 for the experimental stimuli. Again, no evidence for a better performance especially in the chord discrimination experiment emerged. Note that a missing fundamental of the lowest note might, as in NH listeners, still be perceived using the higher harmonics (cf. Hu and Loizou, 2010). The discriminating note in the chord pairs of experiment 1 and 2 was always one of the top two notes and thus in the audible range. Furthermore, the second lowest note was always the octave of the chord’s root. Thus, in case the root note would be inaudible, the chord was still musically of the same type.

The pitch of harmonic tone complexes depends on the regular frequency spacing of its components (Terhardt, 1998). The CI might compromise that spacing because the coded frequency often deviates by more than 50% (i.e., a musical fifth) from the best frequency of the stimulated site of the auditory nerve (Landsberger et al., 2015). Such a mismatch is likely to affect the perceived pitch relations within the musical interval, in particular for higher frequencies that stimulate the more basal electrodes. In addition, because the frequency allocation of the sound processor is fixed, components of the chord tones may fall into common bands in an uncontrolled manner. Knobloch et al. (2018) hypothesized that this might cause roughness patterns that are transmitted through temporal envelope fluctuations by the CI, and differ from those perceived with normal hearing, an effect which has not been studied systematically in CI listeners. This would modify the perceived dissonances in our experiments 2 and 3. The adult CI users from Knobloch et al. (2018) and the present juvenile CI users both judged the pleasantness of the different chord types similarly to the expected order. The influence of filter bandwidths on the perceived consonance of tone combinations would represent an interesting research question of a future study. In experiment 3, the roughness of a chord might vary with the position of the F0 of the chord root within the device’s frequency band. This effect was ruled out by choosing different keys (and thus different root F0 values) for the songs of the third experiment.

Nevertheless, the results of experiment 1 and 2 showed that when presented in isolation, chords could be discriminated by approximately half of CI participants, and that dissonance was perceived similarly by NH and CI listeners. These findings may not have been expected, since the chords of a pair differ by just a semitone in one or two of the chord tones, and the frequency discrimination of single tones, whether for pure tones or harmonic complex tones, is in the order of several semitones (see, e.g., Pretorius and Hanekom, 2008; Kang et al., 2009). Thus, the perceived difference of the chords obviously relies on more complex cues than pitch discrimination, such as temporal envelope fluctuations generated from the roughness of the chord tones. The findings by Koelsch et al. (2004) and Knobloch et al. (2018) corroborate that consonant and dissonant chords may be perceived differently even with that small contrasts.

The inability of the CI listeners to detect a correct ending in experiment 3, however, suggests that in chord sequences they fail to register the syntactical role of the cadences. Roy et al. (2014) asked children listening through a CI to discriminate chord triplets constructed from a chord x framed by two major chords I (I-x-I). These triplets might be regarded as a minimal cadence, although they were not controlled for harmonic syntax as are the present data. The CI listeners had comparable accuracy as their NH peers, thus showing surprisingly little challenge in a harmonic sequence task. Caldwell et al. (2016) asked adult CI users to rate the pleasantness of melodies accompanied with different levels of dissonance. Different from NH, CI listeners judged all accompaniments to be similarly pleasant, suggesting that they did not perceive any degree of dissonance. Due to the combination of the three experiments, the present results can provide a more detailed insight into the perception of harmonic sequences than the above studies. The results suggest that although CI listeners are capable of some degree of harmony perception (e.g., chord discrimination, chord preference), the degraded CI signal and the limited experience with harmonic syntax may have limited CI performance for more challenging perceptual tasks (e.g., perception of the tonic in an authentic cadence). It is possible that prolonged and focused training might strengthen the perception of harmony of CI listeners. A possible access might be available by comparison of acoustic and CI presentation in single-sided users with a certain musical experience.



SUMMARY AND CONCLUSION

Among the fundamental challenges of listening through a CI is the accurate reception of music. Prelingually deafened, early-implanted children must develop music perception via the degraded signal provided by the CI, which may limit the beneficial impact of music on their development. Nevertheless, the present findings suggest that consonance is somewhat accessible to at least some CI users. Isolated major chords are, on average, perceived as more consonant than augmented chords, thus providing access to elements of the language of Western music. Discrimination of chords furthermore develops with listening experience. In contrast, typical music-syntactical chord sequences, such as cadences indicating an ending of a phrase, are hardly available, just as it was found in postlingually deaf CI users. It remains to be investigated, to what extent a focused, long term musical training might foster the processing of musical syntax.
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Studies have demonstrated the benefits of low frequency residual hearing in music perception and for psychoacoustic abilities of adult cochlear implant (CI) users, but less is known about these effects in the pediatric group. Understanding the contribution of combined electric and acoustic stimulation in this group can help to gain a better perspective on decisions regarding bilateral implantation. We evaluated the performance of six unilaterally implanted children between 9 and 13 years of age with contralateral residual hearing using the Clinical Assessment of Music Perception (CAMP), spectral ripple discrimination (SRD), and temporal modulation transfer function (TMTF) tests and compared findings with previous research. Our study sample performed similarly to normal hearing subjects in pitch direction discrimination (0.81 semitones) and performed well above typical CI users in melody recognition (43.37%). The performance difference was less in timbre recognition (48.61%), SRD (1.47 ripple/octave), and TMTF for four modulation frequencies. These findings suggest that the combination of low frequency acoustic hearing with the broader frequency range of electric hearing can help to increase clinical CI benefit in pediatric users and decisions regarding second-side implantation should consider these factors.

Keywords: cochlear implant, residual hearing, hearing preservation, music perception, psychoacoustics


INTRODUCTION

Profoundly deaf patients can receive cochlear implants (CIs) and the advantages of electrical stimulation in restoring hearing capacity and speech understanding are well known. However, music perception and speech perception in noise are still generally poor in CI recipients without residual acoustic hearing, due to spectrotemporal limitations of electrical stimulation (Gfeller et al., 2002b, 2007; Nimmons et al., 2008; Won et al., 2010, 2011; Drennan et al., 2015). Combining acoustic hearing with electric stimulation, if available, can be advantageous and CI users who have residual low frequency hearing in the non-implanted ear or in the implanted ear can perform better on such tasks (Gantz and Turner, 2004; Gantz et al., 2006; Golub et al., 2012; Roland et al., 2016). There are different ways to achieve combined acoustic and electric hearing. CI users can use the residual hearing in the implanted ear when residual hearing is preserved, so called Hybrid (Cochlear Ltd., Sydney) or EAS (MED-EL, Innsbruck, Austria) hearing, or benefit from the residual hearing in the contralateral non-implanted ear, so-called bimodal hearing, with or without a hearing aid. The aim of both methods is to combine the high frequency information of electrical stimuli with the low frequency information of acoustic hearing to provide better spectral and temporal information via the combination than a CI can provide alone.

The benefits of combined acoustic and electric hearing are especially significant in music perception (Gfeller et al., 2006; Golub et al., 2012; Driscoll et al., 2016; Kelsall et al., 2017; Cheng et al., 2018; Parkinson et al., 2019). Gfeller et al. (2006) conducted two different experiments. In the first, authors compared 4 Hybrid CI users implanted with shorter electrode arrays with 39 CI users implanted with standard length electrodes and 17 normal hearing adults using an open-set melody recognition test. In the second, authors compared 14 Hybrid CI users implanted with shorter electrode arrays with 174 standard CI users implanted with standard length electrodes and 21 normal hearing adults using a closed set test of musical instrument identification. Hybrid CI users performed significantly better than standard CI users on both tests and similar to normal hearing subjects in melody recognition with lyrics. Dorman et al. (2008) evaluated and compared the melody recognition abilities of 15 CI users with and without a hearing aid in the non-implanted ear. Acoustic only (70.6%) and EAS (71.2%) modes were similar but the electric only mode (52%) was significantly poorer than the other two conditions. More recently, Kelsall et al. (2017) demonstrated that Hybrid CI users (N = 50) implanted with shorter electrode arrays performed similarly to normal hearing subjects in a pitch perception task using complex tones and the average score was 1.1 semitones. Conventional CI users tested in related studies have scores around three semitones. Melody perception was 65.9% and almost three times better than in conventional CI users. Timbre recognition was also better, but the difference was limited with Hybrid users scoring 56.6% and conventional CI users scoring 42.5%. The authors concluded that Hybrid CI users maintain music perception abilities postoperatively better than typically observed with conventional CIs.

To determine whether the preserved acoustic cues contribute to superior performance, Parkinson et al. (2019) examined the music perception of normal hearing subjects with acoustic simulations of Hybrid implants and compared electric only, acoustic only, and electro-acoustic conditions. Results showed better performance with the electric-acoustic condition (67.9%) in melody recognition scores compared to the electric-only condition (39.1%), but there was no effect of stimulation condition on timbre recognition scores. Researchers also compared the findings with the Hybrid L24 US clinical trial (Roland et al., 2016) and the results showed a similar pattern. The authors attributed the better melody recognition performance to the availability of low frequency spectral cues in the acoustic domain. In general, low frequency residual hearing appears highly beneficial for pitch and melody perception but less so for timbre perception.

Speech and musical sounds contain multiple frequency and timing cues that vary in a complex manner. Both normal hearing and CI systems need a detailed representation of acoustic signals in spectral and temporal domains to fully perceive such complex signals, but spectral and temporal sensitivity is limited in current implants as a result of biological and technological constraints. Won et al. (2010) evaluated the spectral and temporal sensitivity and music perception abilities of 42 adult CI recipients. Spectral sensitivity was shown to correlate with the three subtests of the Clinical Assessment of Music Perception (CAMP) test (Kang et al., 2009), but there was no correlation between temporal sensitivity and music perception. A similar study was performed with pediatric CI recipients (8–16 years of age) and the authors suggested that the spectral sensitivity might be decisive in the children’s performance (Jung et al., 2012). Heng et al. (2011) and Kong et al. (2011) both evaluated the relationship between timbre perception and temporal sensitivity in CI recipients and both studies emphasized the importance of temporal sensitivity in the perception of timbre. Recently Choi et al. (2018) evaluated the spectrotemporal modulation sensitivity and music perception of normal hearing listeners, hearing aid users, and CI recipients, and there was a significant correlation between music perception abilities and spectrotemporal modulation sensitivity, but there was no correlation between music perception and spectral or temporal modulation sensitivities alone. Golub et al. (2012) compared Hybrid CI recipients with standard CI recipients and pitch perception and spectral ripple discrimination (SRD) performance were significantly better in the Hybrid group and there was no advantage of residual acoustic hearing for temporal sensitivity.

Since there is no US FDA approval for the Hybrid or EAS systems for individuals younger than 18 years of age, reported outcomes in this age group with preserved residual hearing after implantation are limited. Benefit of combined acoustic and electric hearing on music emotion judgment (Giannantonio et al., 2015) and perception (Shirvani et al., 2016) and faster reaction time on music perception tests (Polonenko et al., 2017) were shown in bimodal CI users with a contralateral hearing aid. While these studies emphasize the benefit of combined electric and contralateral acoustic hearing, it is also possible to electro-acoustically stimulate the same ear and even the same single neuron (Tillein et al., 2015; Sato et al., 2017) with Hybrid and EAS systems. But there are only two studies directly evaluated the Hybrid or EAS system using subjects under 18 years of age. Driscoll et al. (2016) evaluated the music perception of five adolescents using Hybrid implants (13–18 years of age) with complex pitch ranking (PR-C), melodic error detection, and melody recognition. The performance of the Hybrid implant users on the three tests was significantly better than the traditional implant users and very similar to normal hearing peers. Recently Cheng et al. (2018) assessed the speech perception and melody contour identification of 35 children in unilateral (CI only) and bimodal (with hearing aid on the contralateral ear) conditions. Subjects performed significantly better in the bimodal condition on the melody contour identification and Mandarin tone recognition tests and results suggested that combined electric and acoustic hearing can improve both music and tonal speech perception in CI users.

Given the apparent benefits of bimodal hearing, there is an ongoing debate over when bimodal hearing may have benefits over bilateral CIs (Cullington and Zeng, 2011; Looi and Radford, 2011; Bartov and Most, 2014; Giannantonio et al., 2015; Polonenko et al., 2017; Gifford and Dorman, 2018). Studies reported that bimodal benefit is highly dependent on the degree of hearing loss, amount of pre-operative acoustic experience, and CI benefit (Looi and Radford, 2011; Illg et al., 2014; Dorman et al., 2015) and also the testing material used to evaluate the benefit. Standard clinical measures of speech perception alone are probably not reliable to determine second-side CI candidacy (Gifford and Dorman, 2018). Therefore, this study was intended to assess spectral and temporal sensitivity and music perception in older children with progressive hearing loss who have residual hearing in the contralateral ear to determine if, as expected, their outcomes were adult-like. We also intended to evaluate the benefits of residual acoustic hearing on music perception and spectral and temporal sensitivity in this age group. It is hoped that such measures can improve candidacy selection for second-side cochlear implantation in children with residual hearing in the unimplanted ear.



MATERIALS AND METHODS


Subjects

Six unilaterally implanted children between 9 and 13 years (M = 10.6 years) of age participated in this study. Subjects spoke English as their native language and had limited formal music training. Table 1 describes the demographics and etiology of hearing loss if known. All subjects passed newborn hearing screening bilaterally, have normal cochlear anatomy and early speech, and language development was normal by parent report. All subjects except S6 were deafened progressively while S6 had stable hearing thresholds through all of childhood. Mean age at diagnosis was 3.9 years and all subjects started to use hearing aids not later than 6 months after the diagnosis (mean age 4.1 years). Mean age at implantation was 5.2 years and all of the participants were using their implants for 4–8 years at the time of the study. All subjects received Cochlear Ltd. Devices using the Advanced Combination Encoder strategy at 900 Hz stimulation rate per channel. During the testing only one subject (S6) was wearing her hearing aid since she was the only one using a hearing aid in the unimplanted ear regularly. The other five subjects were not using an aid in the contralateral ear by the time of the study though some had earlier in their lives. Audiograms for the contralateral ear are shown for five subjects (Figure 1A). S6 has a significantly different audiometric configuration from the rest of the group, therefore we presented her audiogram separately (Figure 1B). The protocol was approved by the Seattle Children’s Hospital and University of Washington Institutional Review Boards and all subjects and their parents gave written informed consent.

TABLE 1. Demographics, etiology of hearing loss, and speech perception scores.
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FIGURE 1. Audiometric configuration for unimplanted ears of study subjects: (A) five study subjects and (B) S6 with different configuration.



All tests were conducted in a sound-treated double walled room (IAC) with custom MATLAB programs and a sound field presentation level of 65 dB A. All stimuli were presented via a loudspeaker that was positioned at 0° azimuth and 0° elevation at a 1-m distance from the subjects.



Clinical Assessment of Music Perception

Clinical Assessment of Music Perception is a test of music perception that was specifically developed for CI users and a previously described testing procedure was employed for pitch, timbre, and melody subtests (Nimmons et al., 2008; Kang et al., 2009). Each test was started with a training session that allowed the subjects to familiarize themselves with the task which allowing them to listen four different pitch pairs and 12 melodies and 8 instruments twice. During training sessions feedback was given, but in the actual testing no feedback was given to the subjects.

The complex pitch direction discrimination (PDD) test was a two alternative forced choice procedure in which the subject identifies the synthesized tone with a higher pitch. Two buttons (1 and 2) were presented on a computer screen and subjects were instructed to select the button corresponding to the tone with the higher pitch. Three base frequencies (262, 330, and 392 Hz) were used as a reference stimulus and in each tone pair the comparison stimulus interval was changed by the step size of one semitone. The initial pitch pair has an interval of 12 semitones and each correct response was followed by a smaller interval with incorrect responses followed by larger intervals. The discrimination threshold in semitones was estimated as the mean interval size for three base frequencies, each determined from the mean of the final six of eight reversals. A reversal at zero was automatically added by the test algorithm when the subjects answered correctly at a one semitone interval to create an accurate psychometric function.

Twelve well-known melody clips were played three times in random order in the melody recognition subtest. Rhythmic cues were removed from the melodies and each note of each melody has the same length and time signature with identical tempo. All melodies played in notes with a duration of 500 ms in an 8 note pattern at a tempo of 60 beats per minute. Each melody was prerecorded as five versions with different intensities per note (±4 dB) and each time a different version was played randomly to avoid intensity cues. After listening to the melody, subjects were asked to identify the melody by selecting the title of the song from the closed set of names. Measured outcome was a total percent correct score calculated after 36 melody presentations.

In timbre recognition, subjects were asked to identify a musical instrument from a closed set of names with the picture of the corresponding instrument. Eight instruments playing an identical five-note sequence were used and all instruments were recorded live with attempted identical phrasing. A total percent of instruments correctly identified was calculated after 24 presentations.



Spectral Ripple Discrimination

The SRD test is an adaptive task and previously described stimuli and procedures were used (Won et al., 2007). The stimuli were generated by summing 200 pure tone frequency components with a duration of 500 ms and a rise/fall time of 150 ms. Each stimulus was either a standard (reference) or inverted ripple (ripple phase – reversed). The stimuli had a bandwidth of 100–5000 Hz and the ripple densities differed by ratios of 1.411. The test paradigm used a two up and one down adaptive forced-choice procedure and spectral ripple resolution thresholds were determined converging on 70.7% correct (Levitt, 1971). Thresholds were determined as the highest ripple density (in ripples per octave – rpo) at which listeners were able to discriminate an inverted signal from two standard stimuli, identical to the inverted one except that the positions of spectral peaks and valleys were reversed. Subjects were instructed to select the respective number of different/inverted signal from computer screen. Testing included three adaptive tracks. The mean threshold of a single track was determined by averaging the final 8 of 13 reversals. The final SRD thresholds were determined by averaging three adaptive tracks. A few examples were shown to subjects prior to the actual test until the examiner is confident the subject understood the task and as the actual testing began no feedback was given.



Temporal Modulation Transfer Function

The temporal modulation transfer function (TMTF) test used in this study was adapted from Bacon and Viemeister (1985) and modified by Won et al. (2011). Stimuli consisted of two intervals, one with unmodulated and one with sinusoidally amplitude modulated (SAM) wide-band noise and subjects were instructed to choose the interval with the modulation. Total duration of the stimuli was 2 s and each interval was 1 s. Modulation frequencies of 10, 50, 100, and 300 Hz were used to keep the attention of the subjects since three tests were taking approximately 90 min and this also allowed analysis of the high pass characteristic of the TMTF. Modulated stimuli were created with the following equation:
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In this equation, t indicates time and x indicates multiplication, f(t) is the wideband Gaussian noise carrier, mi is the modulation index (modulation depth), fm is the modulation frequency, and y(t) is the resulting signal. To compensate the intensity increment for the SAM stimuli the modulated waveform was divided by a factor of 1 + ([image: image]). A two interval two alternative forced-choice test with two down one up adaptive procedure was used. Measured outcome was the modulation depth (mi) threshold (MDT) for each modulation frequency, converging on 70.7% (Levitt, 1971). The starting modulation depth was 100% and decreasing in steps of 4 dB for the first four reversals and 2 dB for the next 10 reversals. MDT for each modulation frequency was obtained from the average of the final 10 reversals. Reported values are in dB relative to 100% modulation depth.




RESULTS

Since our study sample was small, results from previous studies conducted with the same testing material in the same research center were used as a reference and values are shown in the respective figures.


CAMP

Pitch direction discrimination, timbre recognition, and melody recognition scores of six study subjects and mean values from previous studies conducted with normal hearing subjects and standard length electrode CI users (Kang et al., 2009; Jung et al., 2012; Drennan et al., 2015) for reference are shown in Figures 2, 3.
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FIGURE 2. Individual and mean pitch direction discrimination scores for study subjects and mean scores from previous studies. Error bars indicate ±1 standard deviation. AVG, average. Data adopted from Jung et al. (2012) and Drennan et al. (2015).
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FIGURE 3. Individual and mean timbre (A) and melody (B) recognition scores for study subjects and mean scores from previous studies. Error bars indicate ±1 standard deviation. Data adopted from Jung et al. (2012), Drennan et al. (2015), and Parkinson et al. (2019).



Mean PDD thresholds for the study sample were 0.97 (±0.43) for 262 Hz; 0.78 (±0.25) for 330 Hz; 0.67 (±0.20) for 391 Hz; and 0.81 (±0.16) semitones on average. Jung et al. (2012) assessed 11 prelingually deafened pediatric CI users with standard length electrodes and no residual hearing and subjects scored 2.98 (±2.23) semitones on average and 145 postlingually deafened adult CI users in the Drennan et al. (2015) study scored 2.95 (±2.40) semitones on average (Figure 2). Mean PDD threshold of normal hearing subjects in Kang et al. (2009) study was 1.0 (±0.03).

The timbre recognition score of the subjects was 48.61% (±8.06) on average. Pediatric users of CIs without residual hearing in a previous study scored 34.09% (±13.15) on average (Jung et al., 2012). Adult CI recipients in the Drennan et al. (2015) study and adults with Hybrid devices in electro-acoustic mode in Parkinson et al. (2019) study scored 43.2 (±22%) and 40.7 (±19.7%), respectively (Figure 3A). Mean timbre recognition of normal hearing subjects in Kang et al. (2009) study was 94.2 (±4.0%).

On the melody recognition subtest the subjects scored 43.37% (±19.49) on average and with that score our study sample performed almost four times better than the children from a previous study without residual hearing (Jung et al., 2012). In reference studies adult CI users scored 26.20% (±19.90) on average (Drennan et al., 2015) and adult Hybrid users in the electric-acoustic condition in the Parkinson et al. (2019) study scored 67.90% (±21.10) on average (Figure 3B). Mean melody recognition of normal hearing subjects in Kang et al. (2009) study was 87.5% (±8.3%).



Spectral Ripple Discrimination

Mean spectral ripple threshold of study subjects was 1.47 (±0.85) rpo. Pediatric and adult CI recipients and adult Hybrid CI recipients in previous studies have mean spectral ripple thresholds at 2.08 (±1.6), 2.10 (0.40) and 4.60 (±0.60) rpo, respectively (Figure 4A).
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FIGURE 4. Spectral ripple discrimination (A) and TMTF (B) performance of study subjects and mean scores from previous studies. Error bars indicate ±1 standard deviation. Data adopted from Won et al. (2010), Golub et al. (2012), and Jung et al. (2012).





Temporal Modulation Transfer Function

Temporal modulation detection thresholds in four modulation frequency are shown in Figure 4B. Two previous reference studies were conducted with adult CI recipients (Won et al., 2011; Golub et al., 2012) but the values were quite similar. The low pass shape of the present study’s TMTFs is similar to TMTFs measured in previous studies.




DISCUSSION

This study demonstrates the benefit of low frequency residual hearing on music perception measurements in CI recipients. Such benefit was shown in previous studies with bimodal users (Bartov and Most, 2014; Cheng et al., 2018), Hybrid CI recipients (Driscoll et al., 2016), and acoustic simulations of the electric-acoustic condition (Parkinson et al., 2019).

The complex PDD performance of our study sample was very close to normal hearing subjects in previous studies (Gfeller et al., 2002a; Kang et al., 2009) with values ranging between 0.59 and 0.96 semitones. Adolescent Hybrid CI users in the Driscoll et al. (2016) study performed between 1 and 6 semitones but the PR-C Test was used in that study and the best score in PR-C is 1 semitone while the best score in PDD of CAMP is 0.50 semitones. Also the participants in our study had progressive hearing losses but there was no comparable information given in the Driscoll et al. (2016) study. Adult Hybrid CI users in the Kelsall et al. (2017) study performed the same pre (with hearing aids) and post operatively (mean = 1.1 semitones) in the PDD test and this observation is an important evidence for the benefit of low frequency hearing on pitch perception. This benefit is especially significant, since the pitch range evaluated in CAMP is a direct reflection of western musical instruments and melody intervals that mainly focused on octaves around middle C (262 Hz). In the other two measurements of music perception, the study sample performed better than CI recipients without any acoustic hearing, particularly for melody recognition. We believe that the superior performance in the melody recognition can be related to the PDD, since the melodies were sequential tones with changing pitches in an isochronous manner and as mentioned earlier, these pitches are well within the residual hearing range of subjects 1–5. Unlike the PDD test, the participants did not reach the normal range in the melody recognition test. This finding is consistent with Jung et al. (2012) study where child CI users with standard length electrode arrays performed similarly to adults in the PDD test but performed below chance level on the melody recognition test. It should be considered that perception of melodies requires more attention and memory-related performance compared to the PDD test and this requirement might be dominant for children. Performance was significantly worse than normal hearing in timbre recognition. Timbre of musical instruments is a perceptual concept related to salient peaks on the spectral envelope that can present itself as formants or harmonics (Burred et al., 2006) in the upper frequency range depending on the resonance characteristics of respective instruments (Toole and Olive, 1988). Therefore, the timbre recognition task is more related to broadband perception than pitch and melody recognition tasks and hence dependent on the well-known spectral limitations of CIs.

The superior performance seen in music perception was not evident in SRD and TMTF measurements. The SRD test stimulus has a frequency range of 100–5000 Hz and the perception of high frequency information above 1000 Hz is critical for ripple detection. Effects of age and maturation were studied previously and it has been suggested that SRD matures at 7 years of age in CI recipients (Horn et al., 2017). This is based not only on chronological age but also on CI age (DiNino and Arenberg, 2018) for congenitally deaf children. Our study sample consisted of children with progressive hearing loss who may develop normal central auditory function regardless of implantation age (Sharma and Dorman, 2006). Also, Jung et al. (2012) found no difference between adult and pediatric CI recipients in SRD testing. Therefore, we can speculate that the absence of difference can be expected due to the hearing loss above 1 kHz. In the same study by Jung et al. (2012) the difference between Schroeder-phase discrimination scores at 50 and 200 Hz of adult and pediatric CI groups was statistically significant and it is known that temporal auditory processing can be influenced by age (Brennan et al., 2018), become adult like at age of 11 years in normal hearing individuals (Buss et al., 2017) and development of temporal modulation sensitivity is delayed in pediatric CI users (Park et al., 2015). The precise maturation process in implanted children, and the effects of residual hearing and progressive hearing loss are still not known, but the effect of age and maturation must be considered when interpreting our results.


Limitations of the Study

Our sample size was small due to the specific nature of the CI recipients in this study. This limitation precludes detailed statistical analysis. It is believed, however, that the findings present valuable information to assist decisions on when to perform second-side implantation in older children with residual hearing.




CONCLUSION

Our study sample performed similarly to normal hearing listeners in the PDD task and also performed substantially better on melody recognition than CI recipients without residual hearing in previous studies. Timbre recognition, SRD, and TMTF performances were similar to previous studies of implant recipients. These findings must have taken into account when deciding whether to proceed with second-side implants in children with residual hearing. CI recipients who perform similarly to normal hearing individuals in any behavioral measure is an important and atypical outcome measurement post implantation, hence preserving this ability should be a priority for clinicians.
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Background: Harmony is an important part of tonal music that conveys context, form and emotion. Two notes sounded simultaneously form a harmonic interval. In normal-hearing (NH) listeners, some harmonic intervals (e.g., minor 2nd, tritone, major 7th) typically sound more dissonant than others (e.g., octave, major 3rd, 4th). Because of the limited spectro-temporal resolution afforded by cochlear implants (CIs), music perception is generally poor. However, CI users may still be sensitive to relative dissonance across intervals. In this study, dissonance ratings for harmonic intervals were measured in 11 unilaterally deaf CI patients, in whom ratings from the CI could be compared to those from the normal ear.

Methods: Stimuli consisted of pairs of equal amplitude MIDI piano tones. Intervals spanned a range of two octaves relative to two root notes (F3 or C4). Dissonance was assessed in terms of subjective pleasantness ratings for intervals presented to the NH ear alone, the CI ear alone, and both ears together (NH + CI). Ratings were collected for both root notes for within- and across-octave intervals (1–12 and 13–24 semitones). Participants rated the pleasantness of each interval by clicking on a line anchored with “least pleasant” and “most pleasant.” A follow-up experiment repeated the task with a smaller stimulus set.

Results: With NH-only listening, within-octave intervals minor 2nd, major 2nd, and major 7th were rated least pleasant; major 3rd, 5th, and octave were rated most pleasant. Across-octave counterparts were similarly rated. With CI-only listening, ratings were consistently lower and showed a reduced range. Mean ratings were highly correlated between NH-only and CI-only listening (r = 0.845, p < 0.001). Ratings were similar between NH-only and NH + CI listening, with no significant binaural enhancement/interference. The follow-up tests showed that ratings were reliable for the least and most pleasant intervals.

Discussion: Although pleasantness ratings were less differentiated for the CI ear than the NH ear, there were similarities between the two listening modes. Given the lack of spectro-temporal detail needed for harmonicity-based distinctions, temporal envelope interactions (within and across channels) associated with a perception of roughness may contribute to dissonance perception for harmonic intervals with CI-only listening.

Keywords: cochlear implant, music perception, single-sided deafness, dissonance, harmonic intervals


INTRODUCTION

Along with language, music is a near-universal part of the human experience. Although cochlear implants (CIs) can enable those with severe hearing loss to understand speech with high levels of intelligibility, these devices are extremely poor at conveying most tonal aspects of music (e.g., melody and harmony) that are crucial for music perception and appreciation. The coarse spectro-temporal resolution provided by a CI is adequate for speech recognition, due to the availability of low-frequency temporal envelope cues. However, this coarse resolution is not sufficient for music perception, especially perception of pitch, timbre, harmonicity, etc. (e.g., Smith et al., 2002; Shannon et al., 2004). The limited number of implanted electrodes, the broad acoustic-to-electric frequency allocation, the strong channel interaction among the implanted electrodes, and patient-related idiosyncrasies in terms of the position of the electrodes in relation to healthy neural populations (the “electrode-neural interface”) all contribute to distorted perception of musical intervals, relative to acoustic hearing (e.g., McDermott, 2004; Galvin et al., 2007, 2009a; Gfeller et al., 2007; Nimmons et al., 2008; Kang et al., 2009; Cousineau et al., 2010; Limb and Roy, 2014). Distorted perception of melodic (i.e., sequential) intervals contributes to CI users’ poor melody perception, especially when rhythm cues are unavailable (e.g., Gfeller et al., 2002, 2007; Kong et al., 2004; Vongpaisal et al., 2006). With polyphonic music (multiple instruments or voices), CI users’ melodic pitch perception worsens further (e.g., Galvin et al., 2009b, 2012; Penninger et al., 2013, 2014; Crew et al., 2015). While perception of melodic intervals has been extensively studied, relatively little is known about CI users’ perception of harmonic (i.e., simultaneous) intervals.

Simultaneous presentation of musical intervals forms the basis of harmony and is used to build musical chords. Depending on the component notes, harmonic intervals may be perceived as having different degrees of consonance or dissonance, sounding complementary, pleasant, unpleasant or neutral (e.g., Dowling and Harwood, 1986; Deutsch, 2007; Bidelman and Krishnan, 2009). With normal hearing (NH), some harmonic intervals may sound harsh or dissonant (e.g., minor 2nd, tritone), while others may sound more pleasing (e.g., major 3rd, 5th). When notes are combined, the harmonic spectra and temporal properties of each component note are also combined. As such, the degree of “harmonicity” in the combined spectrum (which relates to the spacing of the harmonics) may contribute to perceived consonance (e.g., Tramo et al., 2001; McDermott et al., 2010). Temporal beating or roughness may also contribute to perceived dissonance for harmonic intervals (e.g., Plomp and Levelt, 1965; Tramo et al., 2001). Individual preferences for consonance may also be influenced by musical training (McDermott et al., 2010) and experience with Western musical structure (McDermott et al., 2016). Perception of dissonance contributes strongly to emotional responses to music (Fritz et al., 2009), as does the perception of harmonic “syntax” (how harmonic intervals and chords relate to each other in a piece of music; e.g., Patel, 2003).

It is unclear whether CI users are able to perceive dissonance for harmonic intervals with electric hearing. Brockmeier et al. (2011) reported that CI users were able to discriminate musical chords, but that discrimination was poorer than that of NH listeners. Caldwell et al. (2016) altered the accompanying chords to a melody to be overtly consonant or dissonant; pleasantness ratings decreased as the degree of dissonance in the accompaniment increased for NH listeners, but not for CI listeners. Knobloch et al. (2018) reported that CI users were able to discriminate chords, and that chord preference ratings (from top to bottom: major, minor, suspended 4th, augmented, diminished, and diminished 5th) were generally similar to those of NH listeners. These studies suggest that some differentiation among harmonic intervals is possible with electric hearing, but perception of dissonance for specific intervals has yet to be reported.

Arguably, the greatest benefit for CI users’ music perception has been the inclusion of acoustic hearing (where possible) in the ear contralateral or ipsilateral to the CI ear. CI indications have expanded to allow for increasing amounts of acoustic hearing in the contralateral ear. Preservation of residual low-frequency acoustic hearing in the implanted ear is becoming more frequent due to advanced electrode designs and surgical techniques (Santa Maria et al., 2014; Causon et al., 2015; Wanna et al., 2015; Sierra et al., 2019). Many studies have shown significant benefits for music perception with combined acoustic and electric hearing over CI-only performance (e.g., Kong et al., 2005; Dorman et al., 2008; Vermeire et al., 2008; Sucher and McDermott, 2009; Cullington and Zeng, 2011; Crew et al., 2015; Cheng et al., 2018). Depending on the listening task, binaural enhancement over acoustic hearing may be limited. For example, Crew et al. (2015, 2016) found no significant binaural enhancement over acoustic hearing alone for melodic contour identification; some participants even exhibited binaural interference relative to acoustic hearing alone, suggesting that acoustic and electric stimulation patterns were not optimally combined. The data also suggested that for melodic pitch perception, the CI contributed very little to bimodal perception, due to the availability of temporal fine-structure (TFS) cues with acoustic hearing that are important for melodic pitch perception.

Over the last decade, increasing numbers of patients with single-sided deafness (SSD) have undergone cochlear implantation. SSD-CI patients have normal or near-normal acoustic hearing in one ear and a CI in the other ear. Many studies have shown significant benefits of cochlear implantation for SSD patients in terms of reduced tinnitus severity, as well as improved localization, speech understanding and quality of life (e.g., Van de Heyning et al., 2008; Vermeire et al., 2008; Vermeire and Van de Heyning, 2009; Firszt et al., 2012; Mertens et al., 2015; Friedmann et al., 2016; Arndt et al., 2017; Dillon et al., 2017a, b; Galvin et al., 2018). Landsberger et al. (2019) reported significantly higher musical sound quality ratings when SSD-CI participants listened with acoustic and electric hearing than with acoustic hearing alone. SSD-CI patients represent a unique patient population with which to compare auditory perception between acoustic and electric hearing within participants [e.g., inter-aural pitch matching (Vermeire et al., 2008, 2015; Goupell et al., 2019); sound quality differences between acoustic and electric hearing (Vermeire et al., 2013; Dorman et al., 2017); melodic interval distortion (Todd et al., 2017)]. SSD-CI patients would be similarly valuable for comparing harmonic interval perception between acoustic and electric hearing. Pleasantness ratings for different intervals obtained with acoustic hearing can provide an accurate reference for ratings obtained with electric hearing in the same listener (rather than across NH and CI listeners, as in most previous studies).

In the present study, pleasantness ratings were obtained for harmonic intervals in SSD-CI participants with the NH ear alone, the CI ear alone, and with both ears. We expected that ratings with the NH ear would be similar to those found for NH listeners in previous studies (McDermott et al., 2010; Cousineau et al., 2012). However, we hypothesized that due to the poor spectro-temporal resolution with the CI (which would not support harmonicity cues that are important to consonance perception), pleasantness ratings would be generally poor with electric hearing and would not correspond to ratings with acoustic hearing. Despite the expected poor ratings with the CI, we hypothesized significant binaural enhancement over the NH ear alone, similar to Landsberger et al. (2019) and in agreement with anecdotal reports from SSD-CI patients that music sounds better with combined acoustic and electric hearing than with acoustic hearing alone.



EXPERIMENT 1: HARMONIC INTERVAL PERCEPTION


Methods


Participants

Eleven SSD-CI patients (5 males, 6 females) participated in the study. All participants were adults with post-lingual SSD, with profound hearing loss in one ear and normal or near-normal hearing in the contralateral ear. Six participants used Cochlear Ltd. Devices (codes begin with “N”), four used MED-EL devices (codes begin with “M”), and one used an Advanced Bionics (AB) device (code begins with “C”). Two participants (N10 and C1) reported extensive formal music education, one reported informal musical education (N6), and the other eight reported no music training. Average age was 53.91 years (range: 27–70 years). Further demographic information can be found in Table 1. All participants were paid for their participation and provided written informed consent in accordance with the Institutional Review Board Procedures of New York University (IRB #S14-00809 and #S14-00435) and in accordance with the Declaration of Helsinki.

TABLE 1. Demographic information for SSD-CI subjects.
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Stimuli

Stimuli were equally tempered MIDI piano notes generated using Matlab and a MIDI library by Ken Schutte1. Each note was 1s in duration. For a given interval, both notes were normalized to have the same root-mean-square (RMS) amplitude (−26.9 dBFS) and then mixed together. Stimuli were ramped on and off to eliminate sharp onsets and offsets. All samples were recorded with a 44.1 kHz sampling rate at 16-bit depth. Harmonic interval stimuli are shown in Table 2. Each interval was comprised of one of two “root notes” [F3 (≈175 Hz) or C4 (≈262 Hz)] presented simultaneously with a second note. In this study, “root note” is defined as the lower note in the interval. It was important to test two different root notes to avoid entrainment to a particular frequency, and to accommodate potential differences across SSD-CI patients in terms of frequency allocation and the electrode-neural interface. Given these potential differences, ratings might differ across root notes for particular subjects. Two “interval spans” were also tested: 1–12 semitones (“within-octave”) and 13–24 semitones (“across-octave”). For NH listeners, there is some evidence that harmonic intervals separated by an octave or more are perceived to be more consonant than the same interval presented within an octave (Plomp and Levelt, 1965; Kameoka and Kuriyagawa, 1969). While it was unclear if this relationship would hold for CI listeners, we hypothesized that many of the within-octave intervals would be represented on the same channel (due to the clinical CI frequency allocation). This would result in some amount of within-channel temporal beating. Even for larger within-octave intervals, channel interactions may cause both notes to be represented by overlapping neural populations. Including a set of intervals presented across-octave allows for component notes to be delivered to different electrode locations and increases the likelihood that notes will be encoded by separate neural populations. Thus, pleasantness ratings for a given interval could be compared within or across channels. The interval span conditions may also shed light on the importance of place cues for dissonance perception. Table 2 shows the within- and across-octave intervals. Overall, there were 24 stimuli per root note, for a total of 48 test intervals.

TABLE 2. Test intervals for Exp. 1.
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Stimuli were presented using custom software via audio device (Tascam US-322), and were routed to the NH ear via circumaural headphone (Sony MDR-7506) and to the CI ear via isolated direct audio input (DAI). Three listening conditions were tested: NH-only (monaural), CI-only (monaural), and NH + CI (diotic binaural). For MED-EL users, the “red” DAI cable was connected between the audio device and the CI processor, which provided a mix of 90% audio input and 10% microphone input. Participants were tested with their clinical settings. For Cochlear users, participants’ clinical maps were programed onto loaner N6 (CP910) processors configured for DAI input only. Similarly, for the AB user, the clinical map was programed onto a loaner Harmony processor; the map was configured for DAI input only.



Procedure

Before testing began, all participants were asked to set the loudness of the stimuli presented to the NH and CI ear to an equally loud most-comfortable level. A musical interval was played alternately between the CI ear and the NH ear, and the participant adjusted the output volume of each channel of the audio device until both channels were equally loud and at the most-comfortable listening level. After these initial adjustments, participants were not allowed to adjust the volume of either output for the remainder of the experiment.

All three listening conditions and all 48 intervals were presented within each test block (144 stimuli in total). Listening conditions and intervals were randomized within each test block. A total of five blocks (i.e., five repetitions of each interval) were tested for each participant; the test blocks were administered during a single session lasting approximately 3 hours. During testing, a stimulus was randomly selected from the stimulus set and presented to the participant, who was asked to rate the pleasantness by clicking on a continuous bar with the anchors “least pleasant” and “most pleasant” at either end (no other scaling of the range was provided). A short practice session was given prior to starting the experiment to familiarize participants with the stimuli and test procedure. Participants were allowed to repeat each stimulus as many times as they wanted. Pleasantness ratings were averaged for each interval, root note, and listening conditions across the five repetitions from each test block.




Results

Pleasantness ratings were scaled from 0 to 10 according to where participants clicked on the rating bar. Figure 1 shows group (n = 11) mean pleasantness ratings for the NH-only, CI-only and NH + CI listening conditions as a function of interval size. Consistent with McDermott et al. (2010), for NH-only listening, some intervals were consistently rated least pleasant (minor 2nd, tritone, and major 7th), while others were consistently rated most pleasant (major 3rd, 5th, and octave). Ratings with CI-only listening were much poorer than with NH-only or NH + CI listening. Ratings were similar between NH-only and NH + CI listening. A four-way repeated measures analysis of variance (RM ANOVA) was performed with listening condition (NH, CI, NH + CI), interval span (within-octave, across-octave), root note (F3, C4) and interval size (12 levels: 1–12 semitones) as within-subject factors. Significant main effects were observed only for listening condition [F(1,10) = 18.115, p < 0.001] and interval size [F(11,110) = 14.95, p < 0.001]. A summary of the analysis is shown in Supplementary Appendix 1. We also analyzed the data using a 3-way RM ANOVA, removing the factor of interval span and thus considering intervals from 1 to 24 semitones. Results were nearly identical to those from the above the 4-way RM ANOVA, with the exception of an interaction between listening condition, interval size, and root note [F(46, 460) = 1.48, p = 0.027].
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FIGURE 1. Mean pleasantness ratings for SSD-CI participants (n = 11) with NH-only (black), CI-only (red), and NH + CI (green) listening as a function of interval size. Interval size in semitones is shown on the abscissa. Data for the F3 and C4 root notes are shown in the right and left columns, respectively. Data for within- and across-octave intervals are shown in the top and bottom rows, respectively. The error bars show the standard error.



Post hoc analyses were conducted to compare the NH-only and NH + CI listening conditions. To observe whether there was any binaural enhancement for individual participants, paired t-tests were conducted on individual participants’ NH-only and NH + CI data. Because the four-way RM ANOVA showed no significant effect of interval span or root note, data were combined for a total of 48 comparisons between the NH-only and NH + CI listening conditions within each participant. Complete results are shown in Supplementary Appendix 2. Results showed no significant difference between NH-only and NH + CI ratings for 7 of the 11 participants (p > 0.05 in all cases). For two participants, there was significant binaural enhancement [N7: t(47) = −30.96, p < 0.001; N9: t(47) = −19.54, p < 0.001]. For another two participants, there was significant binaural interference [C1: t(47) = 2.54, p = 0.015; M2: t(47) = 13.91, p < 0.001]. Pearson correlation analysis showed no significant relationship between the degree of binaural enhancement (NH + CI – NH-only) and the difference between NH and CI ratings (r = −0.04, p = 0.901).

Figure 2 shows individual pleasantness ratings as a function of interval size for the F3 root note (within-octave interval) with NH-only (black line, left ordinate) and CI-only listening (red line, right ordinate). While the range is much larger with NH-only than with CI-only listening, the rating patterns are somewhat similar between acoustic and electric hearing, especially for some participants (e.g., C1, N8). Most participants rated minor 2nd lowest, whether with acoustic or electric hearing. With NH-only listening, major 3rd, 4th, 5th, and octave were generally rated highest. With CI-only listening, octave was often rated highest; other intervals that also produced relatively high ratings varied across participants. Visual examination of the data showed that some participants exhibited minimal variation in ratings with the CI ear (e.g., M2, M3, M4, M5, N11) while others exhibited minimal variation with the NH ear (M2, N7).


[image: image]

FIGURE 2. Pleasantness ratings for individual SSD-CI participants with NH-only (black, left ordinate) and CI-only listening (red, right ordinate), for the F3 root note (within-octave) as a function of interval size. Note that the scale for CI-only ratings is half of that for NH-only ratings for all participants except N6. The clinical CI signal processing strategy is listed under each subject’s code.



Figure 3 shows mean CI-only pleasantness ratings for each interval as a function of NH-only ratings for the different root note and interval span conditions. Linear regressions were fit to the data in each panel; r- and p-values for each regression are shown at the bottom left in each panel. Strong correlations were observed for all root note and interval span conditions. Across all root notes and interval span conditions, correlations were highly significant between NH-only and CI-only listening (r = 0.845, p < 0.001), and between NH-only and NH + CI listening (r = 0.995, p < 0.001). Because of the strong correlations at the group level, additional correlational analyses were performed within individual participants (Supplementary Appendix 3). For NH-only versus CI-only listening, significant correlations (p < 0.05) were observed only for participants C1 (F3 within-octave and F3 across-octave), N6 (F3 within-octave and C4 within-octave), and N8 (F3 across-octave). For NH-only versus NH + CI listening, significant correlations (p < 0.05) were observed in most cases, with the exceptions of M2 (F3 within-octave, C4 within-octave, C4 across-octave), M5 (F3 within-octave, C4 within-octave, F3 across-octave), and N7 (F3 within-octave). Additional correlational analyses were performed to compare mean ratings across interval span and/or root note for the different listening conditions (Supplementary Appendix 4). For the F3 root note, significant correlations (p < 0.01) were observed between within- and across-octave interval ratings for NH-only, CI-only, and NH + CI listening. For C4, significant correlations (p < 0.01) were observed between within- and across-octave ratings for NH-only and NH + CI listening, but not for CI-only listening. For both within- and across-octave intervals, significant correlations were observed between F3 and C4 (p < 0.015 in all cases). For all root note and interval span conditions, significant correlations were also observed between NH-only and NH + CI listening (p < 0.028 in all cases).


[image: image]

FIGURE 3. Mean CI-only pleasantness ratings (across subjects) as a function of mean NH-only ratings. Data for the F3 and C4 root notes are shown in the right and left columns, respectively. Data for within- and across-octave intervals are shown in the top and bottom rows, respectively. Note that the range for the CI-only ratings in half of that for the NH-only ratings. Interval size is indicated as numbers in each panel. The diagonal lines show linear regression fits to the data; r- and p-values are shown for each regression.





Experiment 1 Discussion

With the NH ear, pleasantness ratings were comparable to those for the NH controls in Cousineau et al. (2012). To compare more directly the pattern of results between studies, the present ratings were converted to z-scores, as in Cousineau et al. (2012). Figure 4 shows z-scores for SSD-CI ratings with NH-only and CI-only listening for within-octave intervals with the F3 root note; z-score data for NH controls and amusics were extracted from Figure 2 from Cousineau et al. (2012). Note that the instruments and note ranges used in the experiments differed. NH-only SSD-CI scores were quite similar to the NH control scores from Cousineau et al. (2012). However, CI-only SSD-CI scores were markedly different from amusic scores, especially for minor 2nd and major 7th. Except for major 3rd, tritone, and 5th, SSD-CI z-scores were generally similar between NH-only and CI-only listening. This suggests that beating or roughness may have been a similarly strong cue for both listening conditions. As reported by Cousineau et al. (2012), ratings were markedly different between the NH controls and amusics, especially for minor 2nd and major 7th. Interestingly, the amusics in Cousineau et al. (2012) were able to discriminate between beating and non-beating stimuli, suggesting that the presence of beating may not have driven ratings for minor 2nd and major 7th. The SSD-CI participants in the present study had a normal periphery in one ear, presumably normal central perception of the harmonic intervals (based on the NH-only scores), and a degraded periphery in the other ear. For amusics, the periphery was normal in both ears, discrimination of beating was similar to NH controls, but pleasantness ratings were not consistent with the NH controls, especially for minor 2nd and major 7th, where beating might be a strong cue. Cousineau et al. (2012) suggested that a disordered perception of harmonicity may have given rise to the ambiguous pleasantness ratings in amusics.
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FIGURE 4. Mean pleasantness ratings (converted to z-scores) for SSD-CI participants in the present study (within-octave intervals with F3 root note) and NH controls and amusics from Cousineau et al. (2012). In the top left panel, the present SSD-CI NH-only data are plotted alongside the NH control data from Cousineau et al. (2012). In the top right panel, the present SSD-CI CI-only data are plotted alongside the amusic data from Cousineau et al. (2012). In the bottom left panel, the present SSD-CI NH-only data are plotted alongside the present SSD-CI CI-only data. In the bottom right panel, the NH control data from Cousineau et al. (2012) are plotted alongside the amusic data from Cousineau et al. (2012).



As expected, overall ratings were much higher with NH-only than with CI-only listening. Somewhat surprisingly, there was no significant difference between NH + CI and NH-only ratings at the group level. This pattern of results is not consistent with the binaural enhancement observed for the music sound quality ratings (CI-MUSHRA) in SSD-CI participants reported by Landsberger et al. (2019). In that study with SSD-CI listeners, binaural (NH + CI) quality ratings were substantially and significantly higher than with the NH ear alone. Many factors may have contributed to the different patterns of results. First, in Landsberger et al. (2019), two excerpts of musical recordings (“Ring of Fire” and “Rhapsody in Blue”) were used to obtain sound quality ratings. These excerpts were much longer (9–15 s) than the stimuli used in the present study (1 s), and consisted of multiple instruments and/or vocals (versus the piano samples used in the present study). The longer duration and more complex musical sounds may have contributed to the binaural enhancement found in Landsberger et al. (2019). While participants were asked to rate the pleasantness of the stimuli in both studies, participants may have focused attention on different aspects of the stimuli. For the musical intervals presented in the present study, listeners may have attended to the roughness or beating within the stimuli to judge dissonance. The longer duration of the stimuli in Landsberger et al. (2019) may have allowed some qualitative benefit for adding the CI that was not observed in the present study. Note that in Landsberger et al. (2019), the binaural enhancement for SSD-CI users, while substantial, was much less than for NH participants, suggesting that electric hearing was not able to fully restore binaural sound quality for music.

In the present study, binaural ratings for harmonic intervals were clearly dominated by the NH ear, with little contribution from the CI ear. Although one participant (N6) exhibited substantial binaural enhancement, there was no clear factor that appeared to limit binaural enhancement. Previous speech perception studies with bimodal and bilateral CI listeners showed that the degree of binaural enhancement may depend on the degree of performance difference across ears, with binaural enhancement improving as across-ear asymmetry in performance was reduced (Yoon et al., 2011, 2015). Here, there was no significant relationship between the degree of rating asymmetry across ears and the amount of binaural enhancement. It is possible that the general across-ear asymmetry was so large that the relatively minor variability among participants had no effect. In this sense, the present data are consistent with the Yoon et al. studies, in that no binaural enhancement was observed for the highly asymmetrical ratings across ears. Note that in the Yoon et al. studies, speech performance asymmetry was in terms of percent correct; it is unclear whether the pattern of results would have been similar if listeners were asked to rate the quality of speech.

With NH-only or NH + CI listening, the pattern of results for simple intervals was similar to those reported for NH listeners in McDermott et al. (2010) and Cousineau et al. (2012), with minor 2nd, tritone, and major 7th consistently rated lowest, and major 3rd, 4th, 5th, and octave consistently rated highest (top panels of Figure 1). With the CI alone, minor 2nd and major 7th were generally rated lowest and major 3rd, 4th, and octave were generally rated highest. With CI-only listening, there was little sensitivity to the dissonance of the tritone observed with NH-only or NH + CI listening, although some participants (N7, N8, N9, N10) exhibited a dip in ratings in the vicinity of the tritone (red traces in Figure 2). It is possible that due to differences in the electrode-neural interface, the dip in ratings near the tritone may have been slightly shifted across participants. For all three listening conditions, similar rating patterns were observed between within- and across-octave intervals and for both root notes. Statistical analyses showed no significant effects of root note or interval span. The lack of effect of root note suggests differences in frequency allocation were either inconsequential for harmonic interval perception or were varied enough among subjects to wash out any effect of greater dissonance (i.e., temporal beating) for one root note versus the other.

With CI-only listening, participants were likely able to discriminate between an interval presented within or across octaves (e.g., minor 2nd vs. minor 9th) due to differences in the spectral pattern; however, these stimuli were consistently and similarly rated lowest in terms of pleasantness. With CI-only listening, the octave and double octave were generally rated as most pleasant, possibly because of highly periodic temporal envelope cues. However, the place of stimulation for the two component notes did not likely correspond to octave place in the cochlea (Landsberger et al., 2015), given the frequency allocation, electrode neural interface, etc. Thus, while CI users may have perceived the lack of temporal beating in the octave and double octave, they most likely did not receive spectral (harmonicity) cues that would have been available in the NH ear. It is unclear whether the present SSD-CI users perceived octaves similarly between acoustic and electric hearing; however, octaves were most pleasant relative to other intervals with either listening mode.

The lack of effect of interval span for CI listening led us to re-analyze the data using a 3-way RM ANOVA by removing the factor of interval span and considered interval size as a continuous range from 1 to 24. Results were nearly identical to the 4-way RM ANOVA reported above. Therefore, we chose to leave interval span as a factor in order to be consistent with the original study design.

In the present study, harmonic intervals were presented acoustically to the NH ear via headphone and to the CI ear via DAI. For acoustic hearing, listeners could access both temporal envelope interactions between each component interval as well as the degree of “harmonicity” for the combined intervals. For electric hearing, due to the limited spectro-temporal resolution, harmonicity cues would have largely been unavailable; this most likely underlies the overall poor ratings with the CI. As such, temporal envelope interactions (perceived as the degree of roughness or beating in the interval) may have driven differences in ratings across intervals.

Each panel in Figure 5 shows waveforms and spectra for an acoustic interval, as well as the extracted temporal envelopes for low-frequency channels and electrodograms across all channels for the default CI processor settings for Cochlear devices. For minor 2nd with the C4 root note (top left panel), low-frequency envelope modulation can be observed in the waveform, and the spectra for low-frequency components are slightly offset; these two features would likely give rise to a strong dissonant perception with acoustic hearing. The extracted temporal envelopes exhibit similar beating, especially for the most apical channel (electrode 22). For the electrodogram, there is no clear pattern that would suggest harmonicity or inharmonicity. For minor 9th (top right panel), another typically dissonant interval, the roughness/beating of the temporal envelope can be observed in the waveform, as well as some degree of inharmonicity in the spectra. The roughness/beating can also be observed in the extracted temporal envelope for the CI, especially for electrode 20. For the 4th and 11th intervals (typically rated as consonant), the beating is less apparent in the waveform, and the spectra are more evenly spaced and/or overlapping (greater harmonicity). Overt low-frequency beating is not apparent in electrodograms. While the electrodograms are somewhat different across the minor 2nd, minor 9th, 4th, and 11th intervals, there is no clear pattern that would differentiate any degree of harmonicity among the stimuli. Note that these electrodograms and extracted temporal envelopes specifically apply to Cochlear devices.
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FIGURE 5. Waveforms, frequency analyses, extracted temporal envelopes, and electrodograms for example dissonant (top panels) and consonant intervals (bottom panels); the left and right panels show within- and across-octave intervals, respectively. The root note for all intervals was C4. Each panel shows (in clockwise order from the top left): waveform, temporal envelopes extracted from each CI signal processor analysis band, electrodogram, and frequency analysis. The extracted temporal envelopes and electrodograms were generated using custom software and using default parameters for Cochlear devices (e.g., ACE strategy, 8 maxima, 900 pulses/second stimulation rate, input frequency range 188–7938 Hz, etc.).



Although the temporal and spectral patterns may differ with AB or MED-EL devices, the envelope cues and coarse spectral resolution are likely to be similar for any CI device that represents temporal information by amplitude modulation. In designing the experimental conditions, the different root notes and interval spans were used to accommodate differences among participants’ CI frequency allocations and electrode-neural interfaces (i.e., spectral cues). These accommodations did not appear to affect the general pattern of results, as there were no significant effects of either root note or interval span on CI ratings. For electric hearing, temporal envelope interactions appear to be the dominant cue for the relative dissonance ratings with the CI. This is consistent with Lu et al. (2014), who found that CI users were able to tune a guitar with electric hearing largely by listening to temporal envelope beating. Interestingly, one of the SSD-CI participants in Lu et al. (2014) showed better tuning with acoustic than with electric hearing, possibly due to better access to both harmonicity and temporal beat cues.

To our knowledge, there has been relatively few reports of perception of widely spaced harmonic intervals by NH listeners, outside of early studies by Plomp and Levelt (1965) and Kameoka and Kuriyagawa (1969). These studies suggest greater consonance when notes were separated by an octave or more, possibly because of a greater reliance on spectral than on temporal cues as the notes became more widely separated. Our NH-only data suggest that consonance and dissonance ratings were very similar for the within- and across- octave conditions (e.g., the highly significant correlation between with- and across-octave rating with the NH ear alone in Supplementary Appendix 4, the lack of significant effect of interval span in the RM ANOVA). With CI-only listening, relative dissonance ratings were largely maintained within and across octaves. This suggests that the chroma of the harmonic intervals were largely maintained between acoustic and electric hearing, despite the large differences in sound quality between listening modes.




EXPERIMENT 2: REPLICATION OF RATINGS FOR A REDUCED SET OF INTERVALS

The data from Exp. 1 showed a significant correlation at the group level for pleasantness ratings between acoustic and electric hearing. However, significant correlations were observed for only a few individual participants. The specific intervals that produced maximum and minimum ratings with the CI may have differed across participants, due to differences in frequency allocation, electrode neural interface, etc. The large number of stimuli tested may have increased the potential for Type 1 error (i.e., finding a significant effect where none exists). It may also have reduced contrasts between strongly consonant and dissonant stimuli. Finally, it was important that the ratings from Exp. 1 be validated for both acoustic and electric hearing to ensure that participants were capable of the task, given that the majority of participants had no musical training. In Exp. 2, pleasantness ratings were obtained for subsets of stimuli that produced the maximum and minimum pleasantness ratings within each listening condition for Exp. 1.


Methods


Participants

The same 11 participants from Exp. 1 also participated in Exp. 2.



Stimuli

Test stimuli were generally the same as for Exp. 1, except that only a subset of intervals (i.e., four lowest and four highest rated intervals within each listening condition from Exp. 1) was used for Exp. 2. Note that the lowest and highest four intervals somewhat differed across subjects, especially for CI-only listening. To determine the subset of stimuli for each participant in Exp. 2, the median rating across the five test blocks of Exp. 1 was calculated for each interval within each listening condition. For each participant, ratings were then sorted from low to high within each listening condition; note that stimuli were combined across root note and interval span before sorting. After sorting, the four lowest-rated and the four highest-rated stimuli were identified for each participant for each listening condition from Exp. 1. Thus, for each participant, an optimized stimulus set was created that consisted of the four lowest-rated and the four highest-rated intervals for each listening condition, for a total of 24 stimuli in the stimulus set.



Procedures

Test procedures were identical to those in Exp. 1, except that pleasantness ratings were obtained for the stimulus set optimized for each participant and listening condition. As in Exp. 1, five test blocks were administered, and ratings were averaged across the five blocks. Exp. 2 was conducted during the same test session as for Exp. 1, and lasted 30 min. The intervals and listening conditions were randomized within each test block.




Results

Table 3 shows slopes, r- and p-values for linear regressions fit between Exp. 1 and Exp. 2 ratings for the optimized stimuli, for each participant and listening condition. Significant positive slopes indicate good replication between Exp. 1 and Exp. 2. Slopes > 1 indicate an expanded range of ratings for Exp. 2 relative to Exp. 1, and slopes < 1 indicate a compressed range of ratings for Exp. 2 relative to Exp. 1. With NH-only listening, significant correlations were observed for all participants (except for M2), with generally high r-values (r ≥ 0.77). Slopes for these correlations ranged from 0.10 to 1.02. With CI-only listening, significant correlations were observed for all but the MED-EL participants (M2, M3, M4, and M5). Among the significant correlations, r-values were generally high (r ≥ 0.81). Slopes for these correlations ranged from 0.38 to 1.71. With NH + CI listening, significant correlations were observed for all participants except for M2. Slopes ranged from 0.29 to 1.37. The high number of significant correlations suggest that for most participants, the results from Exp. 1 were replicated in Exp. 2. Note that the slopes for most of the correlation functions were < 1, indicating that the range of ratings for Exp. 2 were compressed relative to Exp. 1.

TABLE 3. Results of linear regressions between Exp. 1 and Exp. 2 rating data.
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Experiment 2 Discussion

Given the significant correlations between Exp. 1 and Exp. 2 for NH-only listening, the replication data suggest that 10 of the 11 participants were able to reliably rate relative dissonance with the present stimuli and methods. The same pattern of results was found for NH + CI listening. It is unclear why participant M2 was unable to replicate the data from Exp. 1. For M2, the range of ratings (across all stimuli) was 7.9–8.7; for the remaining participants, the range was 1.9–4.5. It is unclear why there was so little differentiation in NH-only ratings for M2. It is possible that all intervals sounded pleasant in general, or that the typical distinctions between consonant and dissonant stimuli were not perceived as different.

Too few patients were tested to compare results across devices fairly. Nevertheless, it seems noteworthy that while AB and Cochlear users were able to replicate the CI ratings from Exp. 1, none of the MED-EL users were able to do so. Excluding M2 (who was unable to reliably perform the task with NH-only listening), the range of ratings (across all stimuli) with CI-only listening for the remaining three MED-EL participants was 0.1–1.9, and the mean rating was 0.9. For the AB and Cochlear participants, the range of ratings was 0.1–8.6, and the mean rating was 2.8. Thus, the three MED-EL participants exhibited a smaller range and lower mean ratings than did the AB and Cochlear participants. It is possible that the differences in ratings among the devices may be due to differences in encoding temporal information across CI signal processing strategies. The AB and Cochlear participants used Optima and ACE processing, respectively. These strategies represent temporal information extracted from frequency analysis channels by modulating fixed-rate pulse trains delivered to the appropriate electrodes. MED-EL’s FS4-p processing similarly modulates fixed-rate pulse trains delivered to electrodes 5–12 (which typically represent 710 – 8500 Hz). However, on the most apical electrodes (1–4, which typically represent 100–710 Hz), modulation is applied to variable rate pulse trains that correspond to the zero-crossings in each channel. As such, the F0s for the component notes for most intervals would have been delivered to “fine-structure” (FS) channels 1–4; harmonic information above 710 Hz would have been delivered to the fixed-rate channels 5–12. With the FS channels, frequency is primarily encoded by rate of stimulation and temporal beating would be encoded by a temporal jitter rather than amplitude modulation (AM) beating. It is therefore possible that perception of temporal beating (especially for minor 2nd and major 7th) may have differed for FS4-P and the envelope-based strategies. Again, this pattern of results may have been due to the interaction between the relatively low root notes and the frequency allocation for the FS channels in MED-EL users. With higher root notes (e.g., A5, or 880 Hz), the fixed-rate channels 5–12 would have been stimulated and the pattern of results may have been more comparable to those of the present AB and Cochlear users.

For most participants, the slopes between Exp. 1 and Exp. 2 ratings were close to 1 for NH-only and NH + CI listening, suggesting that ratings for these stimuli were largely the same when presented as a subset of the larger group tested in Exp. 1. For most of the participants who replicated the Exp. 1 data with CI-only listening, slopes were considerably less than 1 suggesting that with the reduced stimulus set in Exp. 2 produced a smaller range of ratings. This suggests that with the smaller stimulus set in Exp. 2, relative dissonance was less pronounced than with the larger stimulus set from Exp. 1.




GENERAL DISCUSSION

The SSD-CI participants tested in the present study represent a unique patient population with which to explore perception of harmonic intervals. Pleasantness ratings with the NH ear provided an estimate of participants’ abilities to perceive relative dissonance; ratings were similar to those for NH listeners in previous studies (e.g., McDermott et al., 2010; Cousineau et al., 2012). Via DAI, ratings were also obtained with CI-only listening. With combined acoustic and electric hearing, the relative contributions of the NH and CI ears could be observed. Thus, the data set with SSD-CI listeners provides direct comparison of pleasantness rating for very different peripheral representations within the same participant. The generally low CI-only ratings are consistent with previous studies that show difficulties in CI users’ perception of polyphonic music (e.g., Donnelly et al., 2009; Galvin et al., 2009b, 2012; Penninger et al., 2013, 2014; Crew et al., 2015; Chari et al., 2019). The present pattern of results with CI-only listening is also generally consistent with Knobloch et al. (2018), who found that adult post-lingually deaf CI users rated major chords as sounding more pleasant than minor augmented, suspended, and diminished chords. Similar to previous studies with bimodal CI listeners (e.g., Crew et al., 2015, 2016), the NH ear appeared to drive binaural quality ratings, with the CI ear contributing little to binaural ratings.

Despite the large difference in absolute ratings between NH-only and CI-only listening (Figure 1), perception of relative dissonance was largely similar between acoustic and electric hearing (Figures 1–3). This suggests that while CI-only ratings were generally poor, some intervals consistently sounded less pleasant than others. This finding was not fully in agreement with our hypothesis that CI-only ratings would be poor, with little relation to the pattern of ratings with NH-only listening. The CI-only data suggest that participants were mostly sensitive to dissonance (roughness, perceived for minor 2nd, major 7th, and minor 9th), with some sensitivity to consonance (“harmonicity,” perceived for the octave); for the remaining intervals, pleasantness ratings were largely similar. The transitions in ratings from minor 2nd to major 3rd and from major 6th to major 7th were generally similar between acoustic and electric hearing (at least for the F3 root note). Ratings were highly correlated across root notes and interval spans (Supplementary Appendix 4), suggesting that the spectral pattern did not contribute strongly to relative dissonance ratings. The electrodograms in Figure 5 also do not indicate any useful distinctions that might underlie ratings. Given that differences in spectral patterns did not seem to contribute to CI-only ratings, it is likely that temporal envelope cues were responsible for the relative dissonance ratings in Exp. 1. Note that 3 of the 10 participants who were able to replicate Exp. 1 ratings in Exp. 2 with NH-only listening were unable to do so with CI-only listening. As discussed previously, these participants were all MED-EL users, and interactions between the root notes tested and the FS4-p processing may have contributed to the pattern of results. If so, this would suggest that it is important to accurately preserve temporal envelope cues across all channels to perceive dissonance with electric hearing.

Interestingly, the present CI-only data suggest that while stimuli sounded generally inharmonic (due to poor spectral resolution), relative pleasantness ratings hewed close to NH-only ratings. This suggests that beating, rather than perception of inharmonicity played a stronger role in relative ratings with CI-only listening. The similarity between the NH-only and CI-only data further suggest that temporal information (e.g., beating) may play a strong role in dissonance perception, and that the degree of underlying harmonicity may not affect contrasts between consonant and dissonant intervals. This is not to say that harmonicity is not important when rating the pleasantness of a sound. Clearly, CI-only ratings were generally poor, and were lower than the least-pleasant NH-only ratings (Figure 1). However, when data were compared across listening modes (Figure 3) the pattern of ratings was quite similar, despite the large differences in spectral resolution across ears.

Several studies have shown that CI users are susceptible to temporal modulation interference, even when temporal envelope information is spatially distant (e.g., Chatterjee, 2003; Kreft et al., 2013; Chatterjee and Kulkarni, 2018). In such modulation detection interference (MDI) studies, CI users were asked to detect an amplitude-modulated (AM) probe stimulus in the presence of masking AM stimuli with similar or different AM rates as the probe; the electrode positions of the masker and probe stimuli were varied to be spatially proximate (which would produce the most energetic masking and perhaps the greatest interference) or spatially remote (which would produce less energetic masking and perhaps less interference). After accounting for energetic masking, significant amounts of “modulation masking” were observed even when electrodes were spatially remote. Modulation masking may have been due to the broad current spread associated with electric stimulation and/or to more central processing of temporal envelope information (e.g., Dau et al., 1997). In MDI studies, masker and probe AM rates are typically selected to avoid low-frequency beating and/or harmonically related AM rates.

In the present study, the harmonic intervals would be expected to produce different degrees of beating and harmonically related temporally envelope information. These musical intervals are used to compose Western music and are therefore commonly experienced. Different from MDI studies that suggest that modulation masking may limit perception of important temporal envelope cues, the present data suggest that CI users may use temporal envelope interaction cues to make qualitative judgments about a stimulus in ways that are similar to acoustic hearing. While the underlying mechanisms may be similar between MDI and harmonic interval perception, the listening task may give rise to different percepts (detection of a masked AM stimulus versus rating the pleasantness of combined temporal envelope information). Although the across-octave intervals in the present study did not offer the same degree of electrode separation as in some MDI CI studies, pleasantness ratings were very similar for within- and across-octave intervals. It is unclear whether this was due to the broad current spread associated with electric stimulation or to central processing of temporal envelope cues. As shown in Figure 5, the temporal envelope information associated with dissonant intervals (due to beating) was largely preserved by CI signal processing. One advantage in CI research is the ability to separate temporal (AM, stimulation rate) and spectral cues (electrode location), which has been exploited in MDI studies. In future CI research, it would be worthwhile to study how dissonance ratings are affected by both temporal envelope interactions and electrode interactions. Finally, the generally low CI ratings may be due in part to temporal envelope interactions across all electrodes. The MDI data from previous studies suggest strong temporal envelope interactions even when electrodes are spatially separated. For the present harmonic intervals, such widespread temporal envelope interactions may reduce overall sound quality.

Contrary to our hypothesis, we did not find significant binaural enhancement for interval ratings for the present SSD-CI listeners. This finding is also not consistent with MUSHRA ratings from SSD-CI listeners in Landsberger et al. (2019) or from SSD-CI questionnaire data that suggest better overall sound quality for binaural listening after cochlear implantation (e.g., Távora-Vieira et al., 2013; Friedmann et al., 2016; Dillon et al., 2017b; Galvin et al., 2018). The short stimulus duration and other methodological factors may have limited binaural enhancement in the present study. Longer musical excerpts (as used in Landsberger et al., 2019) may be necessary to perceive a qualitative binaural advantage over NH-only listening. Similarly, longer-term experience with binaural listening (along with SSD-CI patients’ anecdotal reports) may give rise to a stronger sense of binaural enhancement. It is worth noting that in many of these SSD-CI studies, there are typically small benefits for binaural speech understanding when speech and noise are co-located, despite subjective data that suggest strong binaural enhancement. Indeed, SSD-CI users are often surprised by the poor sound quality and intelligibility with CI-only compared to NH + CI listening. The NH ear seems to capture the quality of binaural listening somehow, despite the likely asymmetry in quality across ears. As such, the source of binaural enhancement is unclear. It may be that some gross binaural restoration improves sound quality over monaural, NH-only listening. However, these potentially strong top-down effects may not provide useful information toward improving CI sound quality, which is important to improve binaural sound quality. The present harmonic interval perception data may provide insights into the limited contribution of the CI to combined acoustic-electric sound quality. Ideally, both absolute and relative dissonance patterns observed with the NH ear should be preserved with the CI ear. Understanding the limits of the CI ear may guide future CI signal processing and technology to improve CI quality for music perception, thereby improving binaural enhancement for SSD-CI (and possibly, bimodal and bilateral CI) patients.

Note that only pleasantness ratings were measured in the present study. It is unclear how discriminable these intervals were, especially with the CI ear alone. The relationship between interval discrimination and pleasantness is unclear. With the NH ear alone, it is likely that all intervals would be reliably discriminated, but some intervals would have been similarly rated (e.g., major 3rd, 5th, major 10th, 12th). With the CI ear alone, it is unclear how discriminable some intervals were. For example, the dip in ratings for the tritone with the NH ear alone was not observed with the CI ear alone. It is possible that CI users may not have been able to discriminate among the 4th, tritone, and 5th. However, they are likely to have been able to discriminate between a minor 2nd and a minor 9th on the basis of the spectral patterns; yet these stimuli were rated similarly unpleasant for the F3 root note. In future studies, it may be useful to measure discrimination as well as similarity ratings (using multi-dimensional scaling) for harmonic intervals with acoustic and electric hearing.

Testing with SSD-CI users allowed us to verify whether the pattern of dissonance ratings observed with CI-only listening was related to the pattern with the NH ear (which was presumably and decidedly similar to that of NH listeners in general). The strong correlations between the NH-only and CI-only ratings, as well as the replication of ratings in Exp. 2 further support the relationship between acoustic and electric hearing for relative dissonance ratings for harmonic intervals. However, it is important to note that SSD-CI users most likely do not rely on their implant in the same way as bilaterally deaf CI users, which may influence their perception of sound through the device and in this case, the dissonance of harmonic intervals. Therefore, while using the SSD-CI population allowed for assurance of task understanding, especially in a group with very little formal musical training, it may be difficult to generalize these results to bilaterally or asymmetrically deaf CI users. In particular, considering that very few participants showed correlations between ratings in the NH-only and CI-only conditions, it may not be expected that each individual has access to the perception of dissonance through the CI.

The present study sheds new light on CI users’ difficulty with consonance perception for harmonic intervals. Many previous studies have shown that CI users have great difficulty with melodic interval perception (e.g., Gfeller and Lansing, 1991; Gfeller et al., 2002, 2007; Galvin et al., 2007, 2009a; Looi et al., 2008; Nimmons et al., 2008). Distortions to interval size (due to frequency allocation, the limited number of electrodes, and the electrode-neural interface) result in distortions to melody. While factors that underlie poor melodic interval perception may have contributed to the overall poor ratings in harmonic interval perception, the present results suggest that some aspects of harmonic interval perception observed with acoustic hearing were preserved with electric hearing. Note that the present methodology was restricted to acute pleasantness ratings for isolated “vertical” intervals. In ongoing polyphonic music, there are horizontal and vertical dimensions that can be analyzed independently and synthesized together. Although CI users may be able to analyze some aspects of harmony, they have difficulty synthesizing harmony and melody. In Knobloch et al. (2018), CI users’ chord preferences were generally similar to those of NH listeners. Unlike NH listeners, CI users were unable to perceive “authentic cadences” at the end of a musical excerpt, indicating difficulties in perceiving harmonic “syntax.” Thus, relative dissonance perception was not helpful in perceiving the resolution of a polyphonic melody. Given the limits of current CI technology, it may not be possible to achieve the necessary spectral resolution to support good polyphonic music perception. Optimizing combined acoustic and electric hearing (e.g., reducing interaural frequency mismatch, reducing CI channel interaction, etc.) may be the most promising approach toward improving music perception in CI users.



CONCLUSION

In the present study, pleasantness ratings for harmonic intervals were measured in adult, unilaterally deaf CI users while listening with the CI ear alone, the NH ear alone, and with both ears (NH + CI). The root note and interval span (within-or across-octave) were varied to accommodate differences across participants in terms of the acoustic-to-electric frequency allocation and electrode-neural interface. Findings include:

1. Overall ratings were much poorer with the CI than with NH. There was no significant binaural enhancement with NH + CI over NH-only listening.

2. Despite the large asymmetry in overall ratings across ears, significant correlations were observed between NH-only and CI-only ratings, suggesting that relative dissonance was similar between acoustic and electric hearing.

3. All but one of the SSD-CI participants were able to replicate relatively low and high ratings with NH-only listening with a smaller, high-contrast stimulus set. Only some participants were able to replicate ratings with CI-only listening.

4. There was no significant effect of root note or interval span on ratings for any of the listening conditions, suggesting that spectral cues did not contribute strongly to CI-only interval ratings. More likely, temporal envelope interactions (beating, roughness) contributed to relative dissonance perception with electric hearing.
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Cochlear implant (CI) users can only access limited pitch information through their device, which hinders music appreciation. Poor music perception may not only be due to CI technical limitations; lack of training or negative attitudes toward the electric sound might also contribute to it. Our study investigated with an implicit (indirect) investigation method whether poorly transmitted pitch information, presented as musical chords, can activate listeners’ knowledge about musical structures acquired prior to deafness. Seven postlingually deafened adult CI users participated in a musical priming paradigm investigating pitch processing without explicit judgments. Sequences made of eight sung-chords that ended on either a musically related (expected) target chord or a less-related (less-expected) target chord were presented. The use of a priming task based on linguistic features allowed CI patients to perform fast judgments on target chords in the sung music. If listeners’ musical knowledge is activated and allows for tonal expectations (as in normal-hearing listeners), faster response times were expected for related targets than less-related targets. However, if the pitch percept is too different and does not activate musical knowledge acquired prior to deafness, storing pitch information in a short-term memory buffer predicts the opposite pattern. If transmitted pitch information is too poor, no difference in response times should be observed. Results showed that CI patients were able to perform the linguistic task on the sung chords, but correct response times indicated sensory priming, with faster response times observed for the less-related targets: CI patients processed at least some of the pitch information of the musical sequences, which was stored in an auditory short-term memory and influenced chord processing. This finding suggests that the signal transmitted via electric hearing led to a pitch percept that was too different from that based on acoustic hearing, so that it did not automatically activate listeners’ previously acquired musical structure knowledge. However, the transmitted signal seems sufficiently informative to lead to sensory priming. These findings are encouraging for the development of pitch-related training programs for CI patients, despite the current technological limitations of the CI coding.

Keywords: music perception, cochlear implants, implicit investigation method, auditory sensory memory, priming


INTRODUCTION

Satisfactory music perception, emotional, intentional prosody, and tonal language intelligibility remain barriers yet to be overcome by cochlear implant (CI) technology (e.g., Zeng, 2004; McKay, 2005; Gfeller et al., 2007). CIs are surgically implanted devices that directly stimulate the auditory nerve in individuals with profound deafness. However, while the current CI technology can restore speech perception in quiet for most users, the spectral information it is able to transmit is severely limited. One consequence of this limitation is that pitch perception remains very limited compared to normal-hearing (NH) listeners (see, e.g., Moore and Carlyon, 2005, for a review). Melody processing—a major component of music perception—requires some capacity for pitch processing. Various tests for music perception have been proposed to investigate CI users’ abilities to use the information provided by electric hearing. These tests include the assessment of listeners’ capacities in the discrimination of pitch changes and pitch direction, the identification of melodies and timbres, as well as the processing of rhythms and emotions (e.g., Cooper et al., 2008; Looi et al., 2008; Nimmons et al., 2008; Kang et al., 2009; Brockmeier et al., 2010; Gaudrain and Başkent, 2018; Zaltz et al., 2018). While rhythmic processing is close to normal, CI listeners have been shown to be impaired in tasks requiring pitch discrimination or pitch direction judgments, even though inter-subject variability can be large (for reviews, see McDermott, 2004; Moore and Carlyon, 2005; Drennan and Rubinstein, 2008). For example, pitch discrimination thresholds have been reported to vary from one or two semitones to two octaves, also as a function of frequency (Drennan and Rubinstein, 2008; Jung et al., 2010). Large variability has been also observed in impaired melodic contour processing, with performance ranging from chance level to close-to-normal performance (Galvin et al., 2007; Fuller et al., 2018). Melodic contour processing is also influenced by the timbre of the material (Galvin et al., 2008). When tested for familiar melody recognition and identification, CI listeners are impaired, but helped by rhythm or lyrics. CI listeners’ difficulties in recognizing familiar melodies are considerably enhanced when these are presented without lyrics or without the familiar rhythmic pattern.

Interestingly, the poor musical outcome may not only be due to CI technical limitations in transmitting pitch. Lack of training or negative attitudes to the new electric sound might also affect music perception (e.g., Trehub et al., 2009). Indeed, useable pitch information seems to be coded, given that training and exposure have been shown to provide improvements in music perception and appreciation (Leal et al., 2003; Lassaletta et al., 2008; Fuller et al., 2018). First, several reports have indicated correlations between self-reported listening habits, such as the amount of music listening, music enjoyment, and perceptual accuracy (e.g., Gfeller et al., 2008; Migriov et al., 2009). Second, several data sets suggest the possibility of training pitch perception in prelingually deaf children (Chen et al., 2010) and postlingually deaf adults (Fu and Galvin, 2007, 2008; Galvin et al., 2007). Training has also been shown to have beneficial effects on the recognition of musical instruments (Driscoll et al., 2009), on musical performance (Yucel et al., 2009; Chen et al., 2010) and on emotion recognition (Fuller et al., 2018).

In currently available studies on CI, pitch and music perception have been investigated with explicit testing methods requiring discrimination, identification, or recognition. These methods do not test for the implicit processing of pitch and music in CI listeners. However, implicit (indirect) investigation methods in various domains have been shown to be more powerful to reveal spared, preserved processing abilities than can be done by explicit investigation methods. For example, experiments using the priming paradigm have provided evidence for spared implicit processes despite impaired explicit functions in either visual or auditory modalities (Young et al., 1988 for spared face recognition in a patient with prosopagnosia; Tillmann et al., 2007 for spared music processing in a patient with amusia).

The priming paradigm investigates the influence of a prime context on the processing of a target event that is either related or unrelated. Its central feature is that participants are not required to make explicit judgments on the relation between prime and target, but to make fast judgments on a perceptual feature of the target (manipulated independently of the relations of interest). Such indirect, implicit tests may shed new light on our understanding of CI listeners’ music perception. Our present study tested music perception in CI listeners with a musical priming paradigm. This behavioral experimental method does not require explicit judgments and should be more sensitive to reveal spared pitch processing in these listeners, as suggested by effects of training and exposure.

In addition, while pitch discrimination thresholds in CIs are generally too large to detect the musically relevant difference of one semitone (e.g., Gaudrain and Başkent, 2018), combining multiple tones into a chord may yield different results. Indeed, the interaction of different pitch components, like in a chord, may result in spectro-temporal patterns in the implant that are more detectable than the variation of each of the components in isolation. In other words, while pitch representation in CIs is unlikely to resemble that in NH listeners, the representation of chords may be better preserved across modes of hearing (as suggested, for instance, by Brockmeier et al., 2011).

Measuring brain responses with the methodology of electroencephalography (EEG) can also provide some indirect, implicit evidence for music perception. Koelsch et al. (2004) reported musical structure processing in postlingually deafened, adult CI users who were not required to explicitly judge the tonal structure of musical sequences1. Event-related brain potentials (ERPs) were measured for musical events that were either expected (confirming musical structures and regularities, i.e., in-key chords) or unexpected (violating musical regularities, i.e., Neapolitan sixth chord2, also referred to as “irregular” chord). Furthermore, the unexpected, irregular chord was more irregular in the fifth position of five-chord sequences (thus in the final position) than in the third position. For control NH participants, the ERPs (in particular an early right anterior negativity, referred to as ERAN) were larger for the irregular chords than for the in-key chords, and even larger for the irregular chords in the fifth position than in the third position. It is thus not only the chord per se, but also its structural position in the sequence that raised the violation. For the CI participants, the irregular chords also evoked an ERAN, suggesting that the CI users processed the musical irregularity, even though the amplitudes of the ERAN were considerably smaller than in the NH control participants (leading to a missing ERAN in the third position). According to the authors, the observed ERP patterns indicated that the neural mechanisms for music-syntactic irregularity-detection were still active in CI patients. This finding suggests that CI listeners’ knowledge about the Western tonal musical system, which they had acquired prior to deafness, can be accessed despite the poor spectral signal transmitted by the CI. This finding was particularly encouraging for CI users as it indicated that their brains might accurately process music, even though explicitly CI users report difficulties in discriminating and perceiving musical information.

However, since the publication of this work, the domain of music cognition and neuroscience has advanced and pointed out that musical structure violations might introduce new acoustic information in comparison to the acoustic information of the context. The introduction of this new acoustic information provides an alternative explanation to musical irregularity effects based on sensory processing (instead of cognitive processing of musical structures) (see Bigand et al., 2006; Koelsch et al., 2007). Some of the musical violations used to investigate musical structure processing introduced new notes, which had not occurred yet in the sequence. These musical violations, which confounded acoustic violations and context effects, can be explained on a sensory level only. To confirm the influence of listeners’ musical structure knowledge (beyond acoustic influences), controlled experimental material is needed. This has been done in more recent behavioral and ERP studies in NH listeners (e.g., Bigand et al., 2001; Koelsch et al., 2007; Marmel et al., 2010), but for CI listeners, this experimental approach is still missing.

Our study fills in this need by testing postlingually deaf adult CI users with experimental musical material that allows the investigation of musical structure processing without acoustic confounds (i.e., the material used in Bigand et al., 2001). The musical sequences in our experiment were eight-chord sequences, with the last chord (i.e., the target chord) being either the expected, tonally regular tonic chord (i.e., related target) or the less-expected, subdominant chord (i.e., less-related target). A cognitive hypothesis predicted faster processing for the expected tonic than for the less-expected subdominant chord. To avoid acoustic confounds, neither the tonic nor the subdominant target occurred in the sequence. Furthermore, the experimental material was constructed in such a way to contrast this cognitive hypothesis of musical structure processing with a sensory hypothesis: Even though neither the tonic nor the subdominant target chord occurred in the sequence, the pitches of the component tones of the less-related subdominant target chord occurred more frequently in the sequence than those of the related tonic target chord. Consequently, faster response times for the less-related chord than for the related chord (thus the reversed pattern of the cognitive hypothesis) would point to sensory priming (also referred to as repetition priming): Sensory information would be simply stored in a sensory memory buffer, leading to facilitated processing of repeatedly presented information. This hypothesis does not require the activation of tonal knowledge, but is based solely on the acoustic features of the presented auditory signal. Alternatively, if the coding of the pitch information transmitted by the CI was too poor to lead either to cognitive or sensory priming, no difference in response times should be observed between the related and less-related targets.

To back up the cognitive and sensory explanations of our experimental material, we present three types of analyses of the experimental material. These analyses compared the related and less-related conditions for (1) the number of shared tones (pitch classes3) between target and prime context; (2) the overlap in harmonic spectrum; and (3) the similarity of acoustic information between the target and the prime context in terms of pitch periodicity (as in Koelsch et al., 2007; Koelsch, 2009; Marmel et al., 2010)4. While these analyses are originally designed to represent the normal auditory system, we also implemented versions of (2) and (3) through a simulation of electrical stimulation by a cochlear implant.

In the present musical priming study investigating CI listeners, musical sequences, which ended on either the related tonic target or the less-related subdominant target (as described above), were presented as sung material, with a sequence of sung nonsense syllables (e.g., /ka//sha/etc). The last chord was sung on the syllable /di/ or /du/. Participants had to discriminate syllables by judging as fast as possible whether the last chord was sung on /di/ or /du/. This well-established musical priming implicit method allows measuring response times, supposed to reflect processing times of the last chord. For various populations of NH listeners, previous studies have shown the influence of tonal knowledge on processing speed and thus supported the cognitive hypothesis: Response times were faster for the related tonic chord than for the less-related subdominant chord. This result has been observed not only for English and French college students (musicians and non-musicians, Bigand et al., 2001; Tillmann et al., 2008), but also for 6-year-old children (Schellenberg et al., 2005), cerebellar patients (Tillmann et al., 2008), and amusic patients (Tillmann et al., 2007). Figure 1 represents this data pattern for the control group tested in Tillmann et al. (2008) (on the left) and for the individual participants (on the right), with positive values indicating faster response times for the related tonic chord than for the less-related subdominant chord. Note that we here plotted the individual data patterns from Tillmann et al. (2008) as this allows us to show the consistency of the priming pattern in control participants (particularly important as our present study did not include NH participants). Based on Koelsch et al. (2004) conclusions, we expected to observe the same data pattern for the CI users than previously observed for the NH users. The faster processing of the related tonic chord would indicate that the transmitted signal of the CI is sufficient to activate listeners’ musical knowledge acquired prior to deafness. The construction of our material is such that another pattern of results is also informative of the underlying processes. The reverse data pattern, where the less-related subdominant chord is processed faster, would indicate that the transmitted signal allows accumulation of sensory information in a short-term memory buffer, which then influences processing times (based on repetition priming). Finally, if the limited spectral resolution available through implants is not sufficient to provide relevant information to the CI user’s brain, then processing times should not differ between the two priming conditions.
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FIGURE 1. Average data of the 8 control participants in Tillmann et al. (2008) on the left, and their individual data on the right [this group of control participants had a mean age of 65 (±10) years]. For comparable data patterns of group of students, see Bigand et al. (2001) and Tillmann et al. (2008), of groups of children, see Schellenberg et al. (2005), and of another group of control participants as well as their individual data patterns, see Tillmann et al. (2007). Positive and negative values indicate facilitated processing for related and less-related targets, respectively.





MATERIALS AND METHODS


Participants

Seven CI patients were tested in the present experiment using their own processor without their contralateral hearing aid. They were all postlingually deafened adult CI users who were implanted unilaterally (see Table 1 for participants’ characteristics, including information of the implant type, speech processor, coding strategy, and stimulation rate). Only one of the participants (ci7) reported having some musical training (9 years, starting at the age of 11, with 8 years of piano and 1 year of guitar), and reported currently practicing music about 1 h per week. All participants provided written informed consent to the study, which was conducted in accordance with the guidelines of the Declaration of Helsinki, and approved by the local Ethics Committee (CPP Sud-Est II). They were paid a small honorarium to thank them.

TABLE 1. Demographics of the seven participants.
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Materials

The 48 chord sequences of Bigand et al. (2001) were used (with permission). These eight-chord sequences ended on either the tonally related tonic chord or the less-related subdominant chord (defining the target). The tonal relatedness of the final chords (the targets) was manipulated by changing the last two chords of the musical sequences (defining either a pair of dominant chord followed by tonic chord or a pair of a tonic chord followed by a subdominant chord). A further control was performed over the entire set of sequences, the material was constructed in such a way that a given chord pair (containing the target) defined the ending of the sequences in both related and less-related conditions. For example, when the first six chords (prime context) instill the key of C Major, the chord pair G-C functions as a dominant chord followed by a tonic chord. If, however, the prime context instills the key of G Major, the same chord pair functions as a tonic chord followed by a subdominant chord. Accordingly, over the experimental set, the 12 possible major chords served as related and less-related targets depending on the prime context.

Each of the first seven chords sounded for 625 ms and the target chord sounded for 1250 ms. The chord sequences were composed in such a way that the target chord never occurred in the sequence (see below for further analyses of the acoustic similarity between prime and target for the two experimental conditions). Example sequences are available as Supplemental Digital Content.

The sequences were sung on CV-syllables by sampled voice sounds (using Vocal-Writer software, Woodinville, WA, United States). Chords were generated by the simultaneous presentation of 3 or 4 synthetized utterances of the same syllable with different fundamental frequencies, which corresponded to the component tones of the chords. The succession of the synthetic syllables did not form a meaningful, linguistic phrase (e.g., /da fei ku ∫o fa to kei/), and the last syllable (i.e., of the target) was either /di/ or /du/ to define the experimental task. The experimental session consisted of 50% of sequences ending on the related tonic target (25% being sung with /di/, 25% with /du/) and 50% ending on the less-related subdominant target (25% with /di/, 25% with /du/). The experiment was run on Psyscope software (Cohen et al., 1993).



Procedure

The sequences were presented over two loudspeakers (placed at about 80 cm in front of the participant, left and right from the screen of the laptop computer, thus at an azimuth of 45 degrees) at about 70 dB SPL, which was perceived as comfortable loudness level. The participants listened through the microphone of the processor using their everyday program and settings. The experiment was run in the main sound-field room of the University of Lyon CI clinic center.

The participants were asked to decide as quickly and as accurately as possible whether a chord was sung on /di/ or /du/ by pressing one of two keys. Incorrect responses were accompanied by an auditory feedback signal and a correct response stopped the sounding of the target. Participants were first trained on 16 isolated chords (50% sung on /di/ or /du/, respectively). The training phase was repeated in case the task was not understood, notably for difficulties to perceive the difference between the syllables or responding too slowly. Participants were encouraged to give their response while the target chord was still sounding, but a later time out was used (2800 ms) to not pressurize the participants too strongly. In the next phase of the experiment, the eight-chord sequences were explained to the participants with an example sequence and participants were asked to perform the same task on the last chord of each sequence. After four practice sequences, the 48 sequences were presented in random order twice in two blocks, separated by a short break. Two participants performed only one block (ci2, ci7). A short random-tone sequence was presented after each response to avoid carry-over effects between trials. The experiment lasted about 15 to 20 min.




AUDITORY PROPERTIES AND PERCEPTUAL PROCESSING

When musical violations used to investigate musical structure processing introduce new tones, which had not occurred yet in the context, they confound the processing of acoustic violations with the cognitive processing of musical structures. The processing of these musical violations could thus be explained on a sensory level only, without the need for the involvement of listeners’ knowledge of musical structures (acquired prior to deafness). Experimental material must thus be constructed in such a way to control acoustic influences and disentangle them from cognitive influences (linked to listeners’ musical structure knowledge). In this section, we first present analyses of the acoustic and estimated perceptual similarities between the prime context and the related/less-related target in three ways, as previously done in the studies investigating NH listeners. We then present simulations that take in consideration potential changes due to the implication of the implant. None of the simulations predict facilitated processing for the related tonic chord in comparison to the less-related subdominant chord.


Analyses of the Acoustic Similarity Between the Prime Context and the Target in Related and Less-Related Conditions

To check for acoustic influences, we analyzed our material in terms of (1) the number of pitch classes shared between targets and contexts as a function of the condition (related vs. less-related), (2) the spectral overlap of targets and contexts (simulating a place coding of pitch information), and (3) periodicity overlap in auditory short-term memory (simulating a temporal coding of pitch information). These analyses simulated different plausible pitch representations (place vs. time coding) and their integration over time. All analyses showed that acoustic influences would predict facilitated processing for the less-related subdominant chord. This prediction thus contrasts with cognitive, musical structure processing, which predicts facilitated processing for the related tonic chord.


Overlap in Pitch Classes Between Target and Context

To analyze the number of pitch classes shared between the target and the first seven chords (the context), we calculated (a) for each sequence, the number of occurrence of the target’s pitch classes in the first seven chords, and (b) the average over the sequence sets in the two conditions: The resulting mean was higher for the less-related condition (14.75 ± 2.05) than for the related condition (12.25 ± 2.93), t(11) = 2.61, p = 0.03. This finding thus represents a sensory advantage for the less-related subdominant targets and contrasts with the cognitive (tonal) advantage for the related tonic targets.



Spectral Contrast

To estimate the spectral overlap between target and context, we compared the spectra obtained from the first seven chords (of each sequence) with the spectra obtained from the corresponding target chord. The spectra were obtained by averaging the spectrogram computed over either the context or the target with FFT-time windows of 186 ms and 50%-window overlap (93 ms). Two metrics were used to judge the similarity of prime and target spectra: a correlation and an Euclidian distance. Because correlations are very sensitive to edge effects, the spectra were limited to the range 100 to 8000 Hz, and the overall spectral slope was compensated, in each sequence, based on the average of the target and prime spectra. The Euclidian distance was calculated on the spectrum expressed in decibels. Average correlation (Fisher-transformed, Fisher, 1921) and Euclidian distance values obtained for the sequence sets in the related and less-related conditions were then compared (Figure 2A). We analyzed those results with a repeated measures ANOVA with the factors syllable and relatedness. Correlation values were higher for the less-related condition than for the related condition [F(1,11) = 7.74, p < 0.05, [image: image] = 0.20] thus confirming the acoustic advantage of the less-related subdominant chord. However, while the Euclidian distance did not significantly depend on the relatedness [F(1,11) = 0.75, p = 0.41,[image: image] = 0.02], it did depend on the nature of the target syllable [F(1,11) = 87.9, p < 0.001,[image: image] = 0.46]. All other effects and interactions were non-significant [ps > 0.22].
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FIGURE 2. (A) Average spectral correlation (left) and Euclidian distance (right) for the related and less-related condition, and for the two target syllables. Higher correlations, and smaller Euclidian distances, are compatible with more sensory priming. (B) Difference in Fisher transformed tonal contextuality index between related and less-related conditions, as a function of syllable, and global and local decays. The solid line represents the value 0.0 where the two types of context have the same TCI. The dashed lines represent the critical limit beyond which differences can be considered significant.





Pitch Periodicity in a Model of Auditory Short-Term Memory: Tonal Contextuality Index

To further test the acoustic influences in the experimental material, we used Leman (2000) model (as implemented in the IPEMtoolbox v1.02 by Leman et al., 2005) that stores auditory information in a short-term memory buffer. Acoustic input is first processed in a frontend module mimicking the peripheral auditory system (Van Immerseel and Martens, 1992). The output is then processed with a pitch module that extracts periodicities using an autocorrelation approach. Finally, the periodicity output is passed into a memory module. This model relies on the comparison of pitch images of two echoic memories, which differ in duration. With longer memory decays, the pitch images are smeared out, so that the images reflect the context echoic memory, while with a shorter decay the pitch images reflect the target echoic memory. Measuring the differences between the two images by computing their correlation gives an indication of how well the target (local) pitch image acoustically fits with the given (global) context. This measure is referred to as the Tonal Contextuality Index (TCI). In our case, to avoid choosing a specific point sample during the target to compare the periodicity patterns, we averaged them over the duration of the target, both for the short (local) and long (global) memory decays, and correlated these summary images. For the choice of the memory decay durations, as currently no precise information about the dynamics of auditory memory in human listeners are available, our simulations were carried out with local and global decay parameters varying systematically by steps of 0.05, from 0.1 to 0.5 s and from 0.5 to 2.5 s, for the local and global decay parameters, respectively, in order to explore a large parameter space of the model.

For the present analyses, the audio files of the 48 chord sequences were given as input to the model. TCI was calculated for each sequence and transformed into z-values using Fisher’s transformation (Fisher, 1921). The spaces of the differences between the TCI of the two targets are reported in Figure 2B for each target syllable. In these figures, positive Δz(TCI) values indicate that the related condition yields stronger contextuality than the less-related condition, and negative values reflect the opposite. Here all Δz(TCI) values were negative, indicating stronger TCI for subdominant targets than for tonic targets, thus predicting facilitated processing for the less-related targets. In Figure 2B, it can be seen that significantly negative values are found for short global decay values, but no significant positive values were observed. To further assess the role of relatedness on TCI, we analyzed the TCI data with a linear-mixed model with relatedness and syllable as fixed factors and tonality, local decay and global decay as random intercepts (p-values were obtained with Satterthwaite’s method). The model yields a significant effect of relatedness [F(1,17605) = 578.6, p < 0.0001], confirming that the less-related condition produced higher TCIs than the related one. The effect of syllable was also significant [F(1,17605) = 137.4, p < 0.0001] and so was the interaction [F(1,17605) = 5.78, p = 0.016]: the TCI was higher for /du/ than for /di/, but the that difference was less important in the less-related condition.

These results, thus confirm that the facilitated processing for tonic targets reported for NH participants by Bigand et al. (2001) and others (Schellenberg et al., 2005; Tillmann et al., 2007, 2008) reflect the influence of listeners’ knowledge about musical structures on target chord processing (see also Bigand et al., 2003).

In sum, the results of these three analyses confirmed that sensory and cognitive hypotheses make contrasting predictions for our experimental material: The sensory hypothesis predicts facilitated processing for the less-related targets, while the cognitive hypothesis predicts facilitated processing for the related targets. These predictions are in agreement with the alternative hypotheses made here above for the CI users: If the CI users show faster response times for the less-related subdominant chord, this finding would suggest the influence of the contextual auditory information (stored in a memory buffer) on target chord processing. If, however, CI users show faster response times for the related tonic chord, this finding would suggest the influence of CI users’ musical knowledge (acquired prior to deafness).




Analyses of the Electrical Similarity Between the Prime Context and the Target in Related and Less-Related Conditions

In the previous sections, we examined the potential influence of sensory factors, rather than cognitive, on the priming effect induced by the material. Both the spectral contrast model (see section “Spectral Contrast”) and the tonal contextuality model (see section “Pitch Periodicity in a Model of Auditory Short-Term Memory: Tonal Contextuality Index”) assume a NH frontend. In the case of implant stimulation, the simultaneously presented tones that produce a chord interact and can generate other patterns. In other words, situations that would not induce sensory priming in NH listeners may very well do so in CI listeners.

To evaluate this possibility, we implemented a frontend mimicking a cochlear implant and the pattern of neural activation generated by electrical stimulation (Gaudrain et al., 2014). The model is based on the Nucleus Matlab Toolbox (Cochlear Ltd.), which generates patterns of electrical stimulation along the electrode array of the implant. The generated electrical field is then propagated in the cochlea to mimic current spread (Bingabr et al., 2008). Neural activation probability resulting from this electrical field is then calculated using approaches adapted from Rattay et al. (2001). This time-place image is used first to examine the spectral contrast between prime and target, and then to evaluate the tonal contextuality.


Spectral Contrast

As shown in Figure 3A, calculating the same metrics as in the section “Spectral Contrast,” i.e., correlation of detrended spectra, and Euclidian distance, again, there was no significant difference between the related and less-related conditions [for the correlation F(1,11) = 1.13, p = 0.31,[image: image] = 0.03; for the Euclidian distance F(1,11) = 0.18, p = 0.68,[image: image] = 0.003]. The nature of the syllable had a significant effect on both measures [for the correlation F(1,11) = 64.2, p < 0.001,[image: image] = 0.40; for the Euclidian distance F(1,11) = 19.0, p < 0.01,[image: image] = 0.17]. No interaction was significant.
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FIGURE 3. Same as Figure 2 for the CI model. (A) Average spectral correlation (left) and Euclidian distance (right) for the related and less-related conditions, and for the two target syllables. Higher correlations, and smaller Euclidian distances, are compatible with more sensory priming. (B) Difference in Fisher transformed tonal contextuality index between related and less-related conditions, as a function of syllable, and global and local decays. The solid line represents the value 0.0 where the two types of context have the same TCI. The dashed lines represent the critical limit beyond which differences can be considered significant.





Tonal Contextuality Index

The electrically induced neural activation image was used as auditory image to feed into the pitch module of the IPEMtoolbox in order to extract periodicity structures. The rest of the model (memory decay and TCI computation) was identical to the one used for the acoustic/NH model.

The results, shown in Figure 3B, indicate that no combination of local and global memory decay yields positive Δz(TCI) beyond the critical value. When applying the same linear-mixed model as in the section “Pitch Periodicity in a Model of Auditory Short-Term Memory: Tonal Contextuality Index,” the effect of relatedness was found to be significant [F(1,35318) = 165.2, p < 0.0001], with the less-related condition having a globally higher TCI. The effect of syllable was also significant [F(1,35318) = 20.4, p < 0.0001] and so was the interaction [F(1,35318) = 48.6, p < 0.0001]: the TCI was higher for /du/ than for /di/, but the that difference was less important in the less-related condition.

From this analysis, it appears that, like for the NH model, the CI model predicts faster response times for the less-related condition than for the related condition.





RESULTS

Percentages of correct responses were high overall, with an average accuracy of 95% (ranging from 92 to 100%). Because of differences in average response latency between participants (ranging from 561 ms to 1567 ms) and with the goal to focus on differences between related and less-related targets, correct response times were individually normalized to z-scores with a mean of 0 and a standard deviation of 1 (Figure 4, left). z-Scores were analyzed with a 2 × 2 ANOVA with Musical Relatedness (related/less related) and Target Syllable (di/du) as within-participant factors. The main effect of Musical Relatedness was significant, F(1,6) = 23.32, p = 0.003, MSE = 0.02, indicating faster processing for less-related targets than for related targets. Overall, responses were faster for the syllable /di/ than /du/, F(1,6) = 19.26, p = 0.005, MSE = 0.13, as previously observed for NH listeners (Bigand et al., 2001). The interaction between Musical Relatedness and Target Syllable was not significant (p = 0.55).
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FIGURE 4. Average data of the CI participants on the left and their individual data on the right. Positive and negative values indicate facilitated processing for related and less-related targets, respectively.



Figure 4 (right) displays differences between less-related and related targets for the two target syllables for each participant. Positive values indicate faster processing for related targets, and negative values indicate faster processing for less-related targets. Faster processing for less-related targets was observed for all participants (except /du/ for ci5).



DISCUSSION

Our study investigated the perception of musical structures by postlingually deaf adult CI users. These listeners were mostly non-musicians without formal musical training. As shown in numerous studies in music cognition domain (e.g., Bigand and Poulin-Charronnat, 2006), NH non-musician listeners acquire implicit knowledge about the Western tonal musical system by mere exposure to music in everyday life and thanks to the cognitive ability of implicit learning (see also Tillmann et al., 2000). The postlingually deaf adult CI users participating in our present study had thus acquired this kind of implicit musical knowledge prior to deafness. We were investigating whether the signal quality of the CI—despite its poor spectral cues—is sufficient to activate this previously acquired implicit musical knowledge and to influence chord processing. We used a behavioral approach based on an indirect investigation method. The priming paradigm avoids asking for direct explicit judgments about the musical material, and takes advantage of implicit investigation. For music perception, the power of this implicit method has been previously shown by reporting musical structure knowledge in an amusic patient despite explicit music processing deficits (Tillmann et al., 2007) and in children as young as at the age of 6 years (Schellenberg et al., 2005), while explicit investigation methods had estimated the required age at 10 years (Imberty, 1981).

Based on our previous research, we used sung-chord sequences. The required priming task was a syllable-identification task (with syllables differing by one phoneme). The high accuracy we observed here showed that the CI users could perform this task without difficulty. The experimental material was constructed in such a way that three different data patterns could be expected, each indicating different underlying processes: (1) Faster processing of the related tonic chord would indicate that the transmitted signal of the CI is sufficient to activate listeners’ musical knowledge acquired prior to deafness; (2) faster processing of the less-related subdominant chord would indicate that the transmitted signal allows accumulation of sensory information in a short-term memory buffer, which then influences processing times (based on repetition priming); and (3) equal processing times for both chords would rather suggest that the limited spectral resolution available through implants is not sufficient to provide relevant information to the CI user’s brain.

The observed data pattern (see Figure 4) clearly supports the second hypothesis: Processing was facilitated for the less-related target, which is the target that benefited from sensory priming. This finding suggests that the signal transmitted via electric hearing was too different from the signal based on acoustic hearing, so that it did not automatically activate listeners’ previously acquired musical structure knowledge. However, the signal seems sufficiently informative to lead to sensory priming.

This conclusion seems to contradict the conclusion of Koelsch et al. (2004) based on ERPs in CI users, suggesting that tonal knowledge can be reached via electric hearing. We thus performed three acoustic analyses (pitch class, spectrum, pitch periodicity) also for the experimental material of Koelsch et al. (2004; see Supplemental Digital Content), notably to investigate acoustic similarities of the target with its preceding context. These analyses allowed us to resolve this contradiction. They showed that the material used by Koelsch et al. (2004) does not allow disentangling sensory and cognitive contributions in chord processing and the position effect. A more parsimonious explanation would thus be based on acoustic influences only. A similar argument has been made later by Koelsch et al. (2007), thus leading the authors to use new musical material with more subtle musical structure manipulations. However, this new material had not yet been used in an EEG study investigating CI users.

Our present findings support the hypothesis that despite the poor coding of spectral information, the CI transmits some pitch-related information of the musical material. Interestingly, based on our analyses, the observed sensory priming does not seem to be based on the individual pitches used, that is the spectral content per se (see section “Spectral contrast”). Instead, the sensory priming may be based on periodicity pattern similarity, as evidenced by the tonal contextuality index analysis (see section “Tonal Contextuality Index”). This is rather encouraging for implant users because, while their perception of pitch in natural sounds is very limited (e.g., in syllables, Gaudrain and Başkent, 2018 found discrimination thresholds for F0 between 4 and 20 semitones), it seems that when multiple tones are combined into chords, it makes periodicity patterns arise, to a degree that they can induce priming. This may suggest that, perhaps counter-intuitively, perception of chord sequences in CIs may be a more manageable goal than melody recognition. This finding thus integrates into other studies, suggesting that listeners can benefit from information provided by electric hearing even for music perception. Notably, studies have shown benefits of increased, self-imposed music exposure and of training programs to exploit the transmitted signal in music and pitch perception (e.g., Galvin et al., 2007). Converging evidence comes from the music appraisal of prelingually deaf CI listeners who are missing the comparison with music perception based on acoustic hearing (e.g., Trehub et al., 2009). Prelingually deaf children seem to find music interesting and enjoyable (Trehub et al., 2009; Looi and She, 2010) and children’s engagement with music may also enhance their progress in other auditory domains (Mitani et al., 2007; Rochette and Bigand, 2009). Galvin et al. (2009) have shown a high variability in melodic contour identification across CI users, with some musically experienced CI users performing as well as NH listeners. Most importantly, they showed that training on melodic contour (using visual support) improves performance in melodic contour identification in CI users, even though the transmitted signal was not changed. It is worth further clarifying that with “pitch” we are here referring to the acoustic information that is related to the pitch percept in NH listeners. Indeed, we need to acknowledge that we do not know whether this is a subjective pitch percept for the CI listeners, as it is for NH listeners, but can ascertain it is related to that acoustic information.

Our findings together with other data sets on the beneficial effects of musical training and musical exposure are thus encouraging for the development of pitch-related training programs for CI patients. Indeed, in parallel to the technological efforts aiming to improve the coding strategies implemented in the CI device, efforts need to be made for training programs in order to improve how the brains of CI users are exploiting the transmitted signal.

Training programs might need to work differently for postlingually deaf adult CI users and prelingually deaf child CI users. Because of the differences between acoustic and electric hearing, adults find music often disappointing or unacceptable, leading to changes in listening habits and decreased subjective enjoyment in comparison to prior to deafness (McDermott, 2004; Lassaletta et al., 2008; Looi and She, 2010). In contrast, the child implant users find music interesting and enjoyable (Trehub et al., 2009; Looi and She, 2010). The postlingually deaf adult CI users have acquired cognitive patterns and schemata for speech and music based on their previously normal (or impaired, but aided) hearing. However, the information provided by the CI is different, in particular for the coding of the spectro-temporal fine structure. The prior knowledge, which was developed based on the information available in acoustic hearing, might thus create perceptual filters and cognitive schema of “pitch” in music, which result in costs for picking out the relevant information from the transmitted signal. In contrast to the postlingually deaf adult CI users, early-implanted children CI users have developed their speech and music patterns based on the information in the electric hearing. As they are missing the comparison to the information provided by acoustic hearing, they appreciate and enjoy music, while for the postlingually implanted adults the CI version of music is only a poor representation of their memory. Training programs would thus need to increase exposure leading to the construction of newly shaped perceptual filters and schemata. The findings of our present study provide some further grounds for this training by showing that some pitch information is implicitly processed by the adult CI users. They thus have implications for rehabilitation programs, notably by encouraging training strategies that rely on spared implicit processing resources.
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FOOTNOTES

1 The sequences also contained timbral deviants and participants were required to detect these deviants (65% of correct responses for the CI users vs. 79% for the control group). CI listeners’ event-related brain potentials also reflected the detection of the timbre change, even though with smaller amplitude than NH control participants. As the timbres of the used instruments (piano, organ) also differed by their temporal attack, behavioral and neural responses to the timbre change (indicating acoustic irregularity detection) might be based on these temporal envelope changes, in addition to the spectral changes.

2 The “Neapolitan sixth chord” is a variation of the subdominant chord (an in-key chord), but contains two out-of-key notes (in the tonality of C major, these are the notes a♭ and d♭ in the chord: a♭ – f – d♭). When this chord is used as a substitution of a subdomimant chord, it sounds unusual, but not wrong (as in the third position of the sequences by Koelsch et al., 2004). However, when used as a substitution of a tonic chord, it sounds wrong (as in the fifth position of the sequences by Koelsch et al., 2004).

3 A pitch class is defined as a set of pitches at different pitch heights that are separated by octaves (i.e., an interval defined by multiples of the fundamental frequency of a tone), for example the tones at 220, 440, and 880 Hz all belong to the pitch class of A.

4 For the experimental material of Koelsch et al. (2004), these three analyses are presented as Supplemental Digital Content.

5 In each harmonic sequence, the first chord was always the tonic. Chords at the second position were tonic, mediant, submediant, subdominant, dominant to the dominant, secondary dominant to mediant, secondary dominant to submediant, or secondary dominant to supertonic. Chords at the third position were subdominant, dominant, dominant 6–4 chord or Neapolitan sixth chord. Chords at the fourth position were always the dominant seventh chord. Finally, chords at the fifth position were either a tonic or a Neapolitan sixth chord. Neapolitan chords at the third position never followed a secondary dominant. Neapolitan chords at the fifth position never followed a Neapolitan chord at the third position. Both Neapolitan chords occurred with a probability of 25% (resulting in the presentation of 65 Neapolitans at the third, and 65 at the fifth position).



REFERENCES

Bigand, E., Delbé, C., Poulin-Charronnat, B., Leman, M., and Tillmann, B. (2014). Empirical evidence for musical syntax processing? Computer simulations reveal the contribution of auditory short-term memory. Front. Syst. Neurosci. 8:94. doi: 10.3389/fnsys.2014.00094

Bigand, E., and Poulin-Charronnat, B. (2006). Are we ”experienced listeners”? A review of the musical capacities that do not depend on formal musical training. Cognition 100, 100–130. doi: 10.1016/j.cognition.2005.11.007

Bigand, E., Poulin, B., Tillmann, B., and D’Adamo, D. (2003). Cognitive versus sensory components in harmonic priming effects. J. Exp. Psychol. Hum. Percept. Perform. 29, 159–171.

Bigand, E., Tillmann, B., Poulin, B., D’Adamo, D. A., and Madurell, F. (2001). The effect of harmonic context on phoneme monitoring in vocal music. Cognition 81, 11–20.

Bigand, E., Tillmann, B., and Poulin-Charronnat, B. (2006). A module for syntactic processing in music? Trends Cogn. Sci. 10, 195–196. doi: 10.1016/j.tics.2006.03.008

Bingabr, M., Espinoza-Varas, B., and Loizou, P. C. (2008). Simulating the effect of spread of excitation in cochlear implants. Hear. Res. 241, 73–79. doi: 10.1016/j.heares.2008.04.012

Brockmeier, S. J., Fitzgerald, D., Searle, O., Fitzgerald, H., Grasmeder, M., Hilbig, S., et al. (2011). The MuSIC perception test: a novel battery for testing music perception of cochlear implant users. Cochlear Implants Int. 12, 10–20. doi: 10.1179/146701010X12677899497236

Brockmeier, S. J., Peterreins, M., Lorens, A., Vermeire, K., Helbig, S., Anderson, I., et al. (2010). Music perception in electric acoustic stimulation users as assessed by the Mu.S.I.C. Test. Adv. Otorhinolaryngol. 67, 70–80. doi: 10.1159/000262598

Chen, J. K. C., Chuang, A. Y. C., McMahon, C., Hsieh, J. C., Tung, T. H., Li, L. P., et al. (2010). Music training improves pitch perception in prelingually deafened children with cochlear implants. Pediatrics 125, E793–E800. doi: 10.1542/peds.2008-3620

Cohen, J., MacWhinney, B., Flatt, M., and Provost, J. (1993). PsyScope: an interactive graphic system for designing and controlling experiments in the psychology laboratory using Macintosh computers. Behav. Res. Methods Instrum. Comput. 25, 257–271. doi: 10.3758/bf03204507

Cooper, W. B., Tobey, E., and Loizou, P. C. (2008). Music perception by cochlear implant and normal hearing listeners as measured by the montreal battery for evaluation of Amusia. Ear Hear. 29, 618–626. doi: 10.1097/AUD.0b013e318174e787

Drennan, W. R., and Rubinstein, J. T. (2008). Music perception in cochlear implant users and its relationship with psychophysical capabilities. J. Rehabil. Res. Dev. 45, 779–790. doi: 10.1682/jrrd.2007.08.0118

Driscoll, V. D., Oleson, J., Jiang, D., and Gfeller, K. (2009). Effects of training on recognition of musical instruments presented through cochlear implant simulations. J. Am. Acad. Audiol. 20, 71–82. doi: 10.3766/jaaa.20.1.7

Fisher, R. A. (1921). On the ‘probable error’ of a coefficient of correlation deduced from a small sample. Metron 1, 3–32.

Fu, Q. J., and Galvin, J. J. (2007). Perceptual learning and auditory training in cochlear implant recipients. Trends Amplif. 11, 193–205. doi: 10.1177/1084713807301379

Fu, Q. J., and Galvin, J. J. (2008). Maximizing cochlear implant patients’ performance with advanced speech training procedures. Hear Res. 242, 198–208. doi: 10.1016/j.heares.2007.11.010

Fuller, C. D., Galvin, J. J., Maat, B., Başkent, D., and Free, R. H. (2018). Comparison of two music training approaches on music and speech perception in cochlear implant users. Trends Hear. 22:2331216518765379. doi: 10.1177/2331216518765379

Galvin, J. J., Fu, Q.-J., and Nogaki, G. (2007). Melodic contour identification by cochlear implant listeners. Ear Hear. 28, 302–319. doi: 10.1097/01.aud.0000261689.35445.20

Galvin, J. J., Fu, Q.-J., and Oba, S. (2008). Effect of instrument timbre on melodic contour identification by cochlear implant users. J. Acoust. Soc. Am. 124, EL189–EL195. doi: 10.1121/1.2961171

Galvin, J. J., Fu, Q.-J., and Shannon, R. V. (2009). Melodic contour identification and music perception by cochlear implant users. Ann. N. Y. Acad. Sci. 1169, 518–533. doi: 10.1111/j.1749-6632.2009.04551.x

Gaudrain, E., and Başkent, D. (2018). Discrimination of voice pitch and vocal-tract length in cochlear implant users. Ear Hear. 39, 226–237. doi: 10.1097/AUD.0000000000000480

Gaudrain, E., Stam, L., and Baskent, D. (2014). “Measure and model of vocal-tract length discrimination in cochlear implants,” in Proceedings of the 2014 International Conference on Audio, Language and Image Processing, Shanghai, 31–34. doi: 10.1109/ICALIP.2014.7009751

Gfeller, K., Oleson, J., Knutson, J. F., Breheny, P., Driscoll, V., Olszewski, C., et al. (2008). Multivariate predictors of music perception and appraisal by adult cochlear implant users. J. Am. Acad. Audiol. 19, 120–134. doi: 10.3766/jaaa.19.2.3

Gfeller, K., Turner, C., Oleson, J., Zhang, X., Gantz, B., Froman, R., et al. (2007). Accuracy of cochlear implant recipients on pitch perception, melody recognition and speech reception in noise. Ear Hear. 28, 412–423. doi: 10.1097/aud.0b013e3180479318

Imberty, M. (1981). Acculturation tonale et structuration perceptive du temps musical chez l’enfant. Basic musical functions and musical ability. R. Swed. Acad. Music 32, 81–130.

Jung, K. H., Cho, Y. S., Cho, J. K., Park, G. Y., Kim, E. Y., Hong, S. H., et al. (2010). Clinical assessment of music perception in Korean cochlear implant listeners. Acta Otolaryncol. 130, 716–723. doi: 10.3109/00016480903380521

Kang, R., Nimmons, G. L., Drennan, W., Longnion, J., Ruffin, C., and Nie, K. (2009). Development and validation of the University of Washington clinical assessment of music perception test. Ear Hear. 30, 411–418. doi: 10.1097/AUD.0b013e3181a61bc0

Koelsch, S. (2009). Music-syntactic processing and auditory memory: similarities and differences between ERAN and MMN. Psychophysiology 46, 179–190. doi: 10.1111/j.1469-8986.2008.00752.x

Koelsch, S., Jentschke, S., Sammler, D., and Mietchen, D. (2007). Untangling syntactic and sensory processing: an ERP study of music perception. Psychophysiology 44, 476–490. doi: 10.1111/j.1469-8986.2007.00517.x

Koelsch, S., Wittfoth, M., Wolf, A., Müller, J., and Hahne, A. (2004). Music perception in cochlear implant users: an event-related potential study. Clin. Neurophysiol. 115, 966–972. doi: 10.1016/j.clinph.2003.11.032

Lassaletta, L., Castro, A., Bastarrica, M., Pérez-Mora, R., Herrán, B., Sanz, L., et al. (2008). Changes in listening habits and quality of musical sound after cochlear implantation. Otolaryngol. Head Neck Surg. 138, 363–367. doi: 10.1016/j.otohns.2007.11.028

Leal, M. C., Shin, Y. J., Laborde, M. L., Calmels, M. N., Verges, S., Lugardon, S., et al. (2003). Music perception in adult cochlear implant recipients. Acta Otolaryngol. 123, 826–835.

Leman, M. (2000). An auditory model of the role of short-term memory in probe-tone ratings. Music Percept. 17, 435–463.

Leman, M., Lesaffre, M., and Tanghe, K. (2005). IPEM Toolbox for Perception-Based Music Analysis Version 1.02. Available at: https://www.ugent.be/ lw/kunstwetenschappen/en/research-groups/musicology/ipem/finishedprojects/ ipem-toolbox.htm (accessed April 24, 2019).

Looi, V., McDermott, H., McKay, C., and Hickson, L. (2008). Music perception for cochlear implant users compared with that of hearing aid users. Ear Hear. 29, 421–434. doi: 10.1097/AUD.0b013e31816a0d0b

Looi, V., and She, J. (2010). Music perception of cochlear implant users: a questionnaire and its implications for a music training program. Int. J. Audiol. 49, 116–128. doi: 10.3109/14992020903405987

Marmel, F., Tillmann, B., and Delbé, C. (2010). Priming in melody perception: tracking down the strength of cognitive expectations. J. Exp. Psychol. Hum. Percept. Perform. 36, 1016–1028. doi: 10.1037/a0018735

McDermott, H. J. (2004). Music perception with cochlear implants: a review. Trends Amplif. 8, 49–82. doi: 10.1177/108471380400800203

McKay, C. M. (2005). Spectral processing in cochlear implants. Aud. Spectr. Process. 70, 473–509. doi: 10.1016/s0074-7742(05)70014-3

Migriov, L., Kronenberg, J., and Henkin, Y. (2009). Self-reported listening habits and enjoyment of music among cochlear implant recipients. Ann. Otol. Rhinol. Laryngol. 118, 350–355. doi: 10.1177/000348940911800506

Mitani, C., Nakata, T., and Trehub, S. E. (2007). Music recognition, music listening, and word recognition by deaf children with cochlear implants. Ear Hear. 28, S38–S41.

Moore, B. C. J., and Carlyon, R. P. (2005). “Perception of pitch by people with cochlear hearing loss and by cochlear implant users,” in Pitch, Neural Coding and Perception, eds C. J. Plack, A. J. Oxenham, R. R. Fay, and A. N. Popper (New York, NY: Springer), 234–277. doi: 10.1007/0-387-28958-5_7

Nimmons, G. L., Kang, R. S., Drennan, W. R., Longnion, J., Ruffin, C., Worman, T., et al. (2008). Clinical assessment of music perception in cochlear implant listeners. Otol. Neurotol. 29, 149–155. doi: 10.1097/mao.0b013e31812f7244

Rattay, F., Lutter, P., and Felix, H. (2001). A model of the electrically excited human cochlear neuron. I. Contribution of neural substructures to the generation and propagation of spikes. Hear. Res. 153, 43–63. doi: 10.1016/s0378-5955(00)00256-2

Rochette, F., and Bigand, E. (2009). Long-term effects of auditory training in severely or profoundly deaf children. Ann. N. Y. Acad. Sci. 1169, 195–198. doi: 10.1111/j.1749-6632.2009.04793.x

Schellenberg, E. G., Bigand, E., Poulin-Charronnat, B., Garnier, C., and Stevens, C. (2005). Children’s implicit knowledge of harmony in Western music. Dev. Sci. 8, 551–566. doi: 10.1111/j.1467-7687.2005.00447.x

Tillmann, B., Bharucha, J. J., and Bigand, E. (2000). Implicit learning of tonality: a self-organizing approach. Psychol. Rev. 107, 885–913. doi: 10.1037//0033-295x.107.4.885

Tillmann, B., Justus, T., and Bigand, E. (2008). Cerebellar patients demonstrate preserved implicit knowledge of association strengths in musical sequences. Brain Cogn. 66, 161–167. doi: 10.1016/j.bandc.2007.07.005

Tillmann, B., Peretz, I., Bigand, E., and Gosselin, N. (2007). Harmonic priming in an amusic patient: the power of implicit tasks. Cogn. Neuropsychol. 24, 603–622. doi: 10.1080/02643290701609527

Trehub, S. E., Vongpaisal, T., and Nakata, T. (2009). Music in the lives of deaf children with cochlear implants. Ann. N. Y. Acad. Sci. 1169, 534–542. doi: 10.1111/j.1749-6632.2009.04554.x

Van Immerseel, L. M., and Martens, J. (1992). Pitch and voiced/unvoiced determination with an auditory model. J. Acoust. Soc. Am. 91, 3511–3526. doi: 10.1121/1.402840

Young, A. W., Hellawell, D., and DeHaan, E. H. F. (1988). Cross-domain semantic priming in normal subjects and a prosopagnosic patient. Q. J. Exp. Psychol. 40A, 561–580. doi: 10.1080/02724988843000087

Yucel, E., Sennaroglu, G., and Belgin, E. (2009). The family-oriented musical training for children with cochlear implants: speech and musical perception results of two year follow-up. Int. J. Pediatr. Otorhinolaryngol. 73, 1043–1052. doi: 10.1016/j.ijporl.2009.04.009

Zaltz, Y., Goldsworthy, R. L., Kishon-Rabin, L., and Eisenberg, L. S. (2018). Voice discrimination by adults with cochlear implants: the benefits of early implantation for vocal-tract length perception. J. Assoc. Res. Otolaryngol. 19, 193–209. doi: 10.1007/s10162-017-0653-5

Zeng, F.-G. (2004). Trends in cochlear implants. Trends Amplif. 8, 1–34. doi: 10.1177/108471380400800102



APPENDIX


Analyses of the Acoustic Similarity Between the Harmonic Context and the Target in Regular and Irregular Conditions of Koelsch et al. (2004)

We ran the three analyses investigating the acoustic similarity between contexts and targets also with the material of Koelsch et al. (2004), which is currently the only paper that tested musical structure processing in CI patients with an indirect investigation method. A total of 260 tonal harmonic sequences made up of five chords were generated as a MIDI file from the authors’ description.5 An audio file was then synthetized using a piano timbre. Duration of the first four chords was 600 ms, while the fifth chord sounded for 1200 ms. Sequences were presented in six blocks to the model. Each block was in a different tonal key (C, D, E, F#, Ab, and Eb keys). To conform to the experimental procedure reported by the authors, echoic memory state was reset between each block, but not between each sequence within a block.



Overlap in Pitch Class Between Targets and Contexts

We analyzed the number of pitch classes shared between a target chord and its preceding chords, as a function of target type and target position within the sequence. We used the MIDI file generated as described above. The mean number of pitch classes shared between target and preceding context was higher for the tonic regular condition (5.4 ± 3.29) than for the irregular condition (1.35 ± 1.34). More interestingly, the difference between regular and irregular targets was stronger for the fifth position (6.41) than for the third position (1.68), revealing a sensory advantage for the regular targets at the fifth position. Consequently, the cognitive (tonal) advantage for regular targets over irregular targets was confounded with acoustic similarity.



Spectrum Analyses

We estimated the spectral overlap between the target chords and their respective harmonic contexts. For each sequence of the material of Koelsch et al. (2004)’s study, the spectrum obtained from the target chord was correlated with the spectrum obtained from preceding chords. The spectra were obtained by averaging the spectrogram computed over the contexts and targets with FFT-time windows of 186 ms and 50%-window overlap (i.e., 93 ms). A Position (3 vs. 5) × Chord Type (Regular vs. irregular) ANOVA on average correlation values showed not only main effects of both Position, F(1,256) = 308.51, MSE = 0.175, p < 0.0001, and Chord type, F(1,256) = 359.82, MSE = 0.204, p < 0.0001, but—most importantly—a significant interaction, F(1,256) = 24.65, MSE = 0.014, p < 0.0001: The difference between regular and irregular chords was stronger for position 5 than for position 3, t(64) = 5.55, p < 0.0001 (see Appendix Figure 1A here below), thus confirming a sensory advantage at position 5.



Pitch Periodicity in Auditory Short-Term Memory

We here ran the implementation of Leman (2000) model and its IPEM toolbox as used in Bigand et al. (2014) and its graphical presentation of the local and global parameters and Tonal Contextuality index (TC). For the material of Koelsch et al. (2004), the differences between regular chords (i.e., in-key) and irregular chords (i.e., Neapolitan sixth chord) are reported in Appendix Figures 1B,C here below, for positions 3 and 5, respectively. Irrespective of position within the sequence, irregular chords elicited a stronger dissimilarity in short-term pitch memory than did regular, in-key target chords (as illustrated by the hot colors, TC of the in-key chords were higher than for the irregular chords, i.e., TCin–key – TCirregular > 0). In addition, the size of the dissimilarity mirrored the size of the ERAN, thus accounting for the effect of position: Simulations predicted stronger dissimilarity for the irregular chords occurring at the syntactically incorrect position (i.e., at position 5; Appendix Figure 1C), compared to the syntactically correct position (i.e., at position 3; Appendix Figure 1B). The stronger dissimilarity of the target at position 5 in terms of TC is illustrated in Appendix Figure 1D that reports a (positive) difference between position 5 minus position 3. In sum, the sensory model accounts for the data pattern observed in Koelsch et al. (2004), suggesting that in this study the effect of position in participants’ data might have a sensory rather than a cognitive origin.

To summarize these analyses, for the experimental material used in Koelsch et al. (2004), cognitive and sensory hypothesis made the same predictions, that is, a cost of processing is expected for the musically irregular chord, in particular in the fifth position. The three types of analyses thus reveal that we cannot conclude whether CI participants’ ERPs reflected the violation of information accumulated in a sensory memory buffer or the activation of musical knowledge (see Koelsch et al., 2007, for a similar argument for this experimental material in NH listeners).


[image: image]

APPENDIX FIGURE 1. Results of the acoustic analyses for the material Koelsch et al. (2004), presenting differences between the regular and irregular chords for positions 3 and 5, for the harmonic spectrum (A) and the model of Leman (B–D). For panels B and C, the mean differences between the tonal contextuality of the target chords (TCregular – TCirregular) are presented as a function of the local and global context integration windows. Positive, negative, and non-significant differences are represented by hot (i.e., red), cold (i.e., blue), and white colors, respectively (two-tailed paired t-test, p < 0.05; t-values are reported as contours). A positive difference indicates that the pitch similarity in the sensory memory induced by the related target is stronger than that of the less-related target. Panel D completes this presentation with the difference for positions 5 and 3.
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Despite the difficulties experienced by cochlear implant (CI) users in perceiving pitch and harmony, it is not uncommon to see CI users listening to music, or even playing an instrument. Listening to music is a complex process that relies not only on low-level percepts, such as pitch or timbre, but also on emotional reactions or the ability to perceive musical sequences as patterns of tension and release. CI users engaged in musical activities might experience some of these higher-level musical features. The goal of this study is to evaluate CI users' ability to perceive musical tension. Nine CI listeners (CIL) and nine normal-hearing listeners (NHL) were asked to rate musical tension on a continuous visual analog slider during music listening. The subjects listened to a 4 min recording of Mozart's Piano Sonata No. 4 (K282) performed by an experienced pianist. In addition to the original piece, four modified versions were also tested to identify which features might influence the responses to the music in the two groups. In each version, one musical feature of the piece was altered: tone pitch, intensity, rhythm, or tempo. Surprisingly, CIL and NHL rated overall musical tension in a very similar way in the original piece. However, the results from the different modifications revealed that while NHL ratings were strongly affected by music with random pitch tones (but preserved intensity and timing information), CIL ratings were not. Rating judgments of both groups were similarly affected by modifications of rhythm and tempo. Our study indicates that CI users can understand higher-level musical aspects as indexed by musical tension ratings. The results suggest that although most CI users have difficulties perceiving pitch, additional music cues, such as tempo and dynamics might contribute positively to their experience of music.

Keywords: cochlear implant, music perception, musical tension, hearing impairment, music enjoyment


INTRODUCTION

The perception and enjoyment of music can be challenging for hearing-impaired listeners. Apart from reducing sensitivity, hearing impairment can distort perceptual features important for music, including abnormal perception of loudness (Marozeau and Florentine, 2007), pitch (Moore and Carlyon, 2005) and timbre (Emiroglu and Kollmeier, 2008). Furthermore, hearing devices, such as hearing aids or cochlear implants (CI) typically alter the signal to improve speech perception rather than focusing on musical features (Fitz and McKinney, 2010; Marozeau et al., 2014). Specifically, studies have shown that CI users have difficulty perceiving pitch, identifying musical instruments, or segregating simultaneous melodies (for a review see McDermott, 2011). However, despite those limitations, it is not uncommon to find CI users engaged in musical activities, either listening at home, attending a concert, or actively playing an instrument (Gfeller et al., 2000; Migirov et al., 2009). Given many CI users' engagement with musical activities, it is worthwhile investigating the musical features that might contribute to CI users' music perception. In this study, specifically, we will investigate how CI listeners (CIL) perceive musical tension.

The CI is a medical device dedicated to restoring speech perception in people with severe hearing impairment. It is composed of a sound processor, worn behind the ear, and a receiver located between the skin and the temporal bone. The receiver is connected to an array of 12–22 electrodes inserted in the scala tympani of the cochlea. Each electrode activates different regions of the auditory nerve. As the cochlea is organized tonotopically, the sound induced by an electrode should decrease in pitch as the electrode is inserted further into the cochlea. However, as those electrodes are limited in number and are not in direct contact with individual auditory nerve fibers, they cannot restore the frequency resolution needed to convey complex pitch information. Consequently, CI users have poor pitch discrimination, and most CI users cannot identify the direction of a pitch change for steps smaller than half an octave (Looi et al., 2004). This also prevents them from correctly identifying well-known melodies without additional lyrics and rhythm cues (Gfeller et al., 2002). Furthermore, CI users have greatly impaired perception of dissonance and consonance in chord changes (Caldwell et al., 2016) as well as impaired perception of timbre (Marozeau and Lamping, 2019). However, the CI device conveys precise temporal information. Studies using rhythm discrimination tasks show similar performance scores for CI and NH listeners (Kong et al., 2004).

Listening to music is an experience that arises from more than the sum of the sensations induced by its fundamental elements: pitch, timbre, rhythm. Listening to music is a pleasant experience that can evoke emotions or memories and can bring the listener to a specific mental state. If some CIL are still engaged in musical activities, it is likely because some of these more complex aspects of musical experiences are preserved. CI users can benefit from sung lyrics in music, allowing them to enjoy the content of the songs despite being unable to identify the melody. For music with a specific rhythm or groove, CIL might enjoy the rhythm and may, for instance, become motivated to dance (Au et al., 2012). They may also use tempo and rhythm cues to evaluate the emotional mood of the song (Vannson et al., 2015). However, it is still unknown to what extent they experience the complex cognitive structure that music enjoyment also relies on.

The experience of meaningful musical structure is often described as the experience of moments of tension and release (Schenker, 1935; Schoenberg, 1975; Lerdahl, 2001). Musical tension can be created by subtle musical cues that break the listener anticipation, for example, a dissonant chord or a delayed resolution. In tonal harmony, the resolution of a dominant chord on the tonic, for instance, is typically described as a release of tension. More formal descriptions of tension have been based on tonal music theory (Lerdahl and Jackendoff, 1983; Lerdahl, 2001; Lerdahl and Krumhansl, 2007) or psychological accounts of expectation (Narmour, 1990; Margulis, 2005). Hjortkjær (2011) proposed a parametric model that predicts continuous tension ratings of NHL from musical audio features. In this model, tension is predicted as a combination of low-level acoustic features including measures of intensity variation and distribution of spectral energy, as well as higher-level features related to changes in pitch class distribution and in tonality. Of these cues, CIL might be able to perceive intensity variations and coarse spectral changes (McKay, 2004) but are unlikely to have access to higher-level features that rely on accurate pitch processing. It is thus possible that CIL can use low-level cues related to loudness and spectral variation to judge musical tension. On the other hand, it is unlikely that they will have access to cues associated with the complex tonal structure of musical pieces that are thought to be central to the perception of musical tension in normal-hearing listeners.

The perception of musical tension is often linked to musical affect (Krumhansl, 1996), but tension does not necessarily directly predict musical preference or enjoyment. In a recent study, Vannson et al. (2015) asked CIL to rate their musical preferences on 24 different, unfamiliar piano pieces. The results were strongly correlated with the regularity of tempo and rhythm. CIL reported that they enjoyed musical compositions with faster tempi and more complex rhythms more than pieces with slower tempi and regular rhythms. Such results differed from the rating of NHL that enjoyed both fast and slow pieces.

In this study, we investigated musical tension and enjoyment ratings in CIL and normal-hearing listeners, NHL, controls. We examined the effects of selectively manipulating cues related to intensity, pitch, rhythm, and tempo that are each important for tension and enjoyment in NHL. We hypothesized that CIL would rely mostly on loudness and temporal cues in their tension ratings and that more regular rhythms would reduce the overall enjoyment of the music.



METHODS


Participants

Eighteen volunteers, divided into two groups, participated in this study. The first group consisted of 9 NHL (six males, three females, age range 23–31, mean age, 27) with audiometric threshold levels between −10 and 20 dB HL at octaves from 250 Hz to 8 kHz. The second group consisted of three bimodal and six bilateral CI recipients (six females, three males, age range 23–79, mean age 47.9). Seven of the CI participants were post-lingually deaf and 2 were pre-lingually deaf, all with more than 1 year of experience with the implant. They were all fitted with Cochlear Ltd devices (Freedom Contour Advance or newer, equipped with a CP800 or newer, fitted with ACE) except for one Medel user (Flex 24 with CP910) and one with Advanced Bionics (HiRes 90K with Naida CIQ70). One of the three bimodal users was fitted with a Phonak Naída hearing aid. All of the participants had none or <3 years of musical training. They provided informed consent before the study, and all experiments were approved by the Science-Ethics Committee for the Capital Region of Denmark (reference H-16036391).



Stimuli

The stimuli were based on W. A. Mozart's Piano Sonata, No. 4 E♭ major, K282. This piece has been used in several previous studies on musical tension in NHL wherein elaborate analyses of the musical structure exist (Krumhansl, 1996; Lerdahl, 1996, 2001; Narmour, 1996; Vega, 2003; Margulis, 2005; Hjortkjær, 2011). The piece was recorded by a trained pianist on an acoustic piano with 88-weighted keys (Roland V-piano), equipped with MIDI sensors that allow storing of all MIDI information: note-on event, note-off event, velocity, and foot controller activation. Audio files of the stimuli can be downloaded from the Supplementary Material section. Five stimuli were constructed: the baseline (original piece) and four modified versions: random notes melodies, fixed intensity, fixed tone duration, and increasing tempo changes. All versions were rendered based on the MIDI information using samples of a Steinway Grand Piano. In the four modified versions, specific musical features were altered on the MIDI information before the resynthesis. All the stimuli were 190 s in duration except condition 4, which had a duration of 275 s. All stimuli had a dynamic range of 30 dB except for condition 3 (fixed intensity), which had a dynamic range of 19 dB.

The four different stimulus manipulations were designed to examine the relative influence of various musical features on the tension ratings, including tonality, intensity, rhythm, and tempo. In the first manipulation, the pitch of each tone was randomized based on a uniform distribution within the melodic range of the original piece (Eb1 to Bb5). This manipulation removed both melody and tonal cues while preserving the original rhythm and intensity cues. In the second manipulation, each note onset was set to have equal intensity (MIDI velocity value 77 corresponding to mid-range intensity). Small local differences in perceived loudness could still persist due to potential loudness summation between simultaneous and overlapping notes and the dependency of loudness on frequency. Temporal irregularities of the baseline were removed by quantizing each note to the closest 1/16 note. In the third manipulation, the duration between tones was set to a fixed duration equivalent to a half-note (0.78 s at 154 bpm), and rest intervals were set to a constant of a 3/16 note (0.29 s). This manipulation disrupts temporal information and keeps the density of note events at a fixed level. Tone pitches were unaltered in this condition, but the manipulation of note onsets naturally also alters the perceived melody. The fourth and last manipulation artificially enhanced tempo variations relative to the original performed piece. Using the MIDI tempo track, the tempo was scaled so that the tempi of faster sections were further increased, and slower sections further decreased. This modification, therefore, exaggerated tempo changes.



Procedure

Participants were seated in a soundproof booth 1.5 m from a nearfield loudspeaker (Dynaudio Acoustics BM6) and presented with the different stimuli in random order. For each stimulus, participants were instructed to continuously rate the amount of perceived tension throughout the piece by adjusting the position of a vertical physical slider (Evolution MIDI controller, UC-33) placed in front of them. No explicit definition of musical tension was given to the participants to be consistent with previous studies and to avoid biases (Madsen and Fredrickson, 1993; Krumhansl, 1996; Hjortkjær, 2011). Previous work found that the instruction to rate tension yielded ratings that are consistent across listeners (Fredrickson, 1995; Lychner, 1998), and that more explicit definitions could bias the results (Hjortkjær, 2011). The slider was positioned at the lower extreme (low tension) at the onset of each piece. The experiment consisted of three blocks each comprising all the stimulus conditions presented in random order. So each stimulus was presented three times in total. After each stimulus, participants were told to rate the piece using another continuous vertical slider ranging from: “do not like at all” to “like very much.” Overall the experiment lasted ~1 h, including a small break between blocks.

Bilateral CIL were instructed to turn off their processor on their least favorite hearing site. Bimodal CIL were fitted with an earplug to minimize the contribution of any residual hearing. All NHL were equipped with an ear-plug in their left ear. The CIL were told to use their preferred setting for music listening.

The experiment interface was designed in Pure Data (version 0.47.1), and the position of the slider was recorded every 200 ms with 7-bits precision integers.

The stimuli gain were set such that the LAeq,peak through the total duration of the piece did not exceed 65 dB SPL measured with a sound level meter (B&K type 2250), repeated for all conditions. This level was selected because sounds at 65 dB SPL are mapped by default to the C-level (maximum possible current) of Cochlear Ltd devices.

Participants received no information about the different structure of the five different stimuli prior to the experiment.



Analysis

To compare continuous tension ratings across conditions that included different tempi, the rating values were interpolated per beat. In total, 128 sample values were used in the analysis corresponding to 32 measures with a 4/4 metric.

Non-parametric permutation tests were used to identify statistical differences in the tension ratings between conditions or between groups. For each time sample in the tension ratings, we randomly permuted the group or condition labels 100,000 times to generate a null distribution of group/condition differences. Differences in the tension ratings exceeding p < 0.05 of the null distribution were considered significant.

The correlation between tension ratings between groups was assessed with permutation-based statistics. To compare tension rating curves of the two groups, we first generated phase-scrambled versions of the ratings by randomizing the phase in the Fourier domain. This creates random data with the same frequency content as the original ratings. To generate a null distribution, we computed Pearson correlation coefficients between the true and phase-scrambled rating data 10,000 times. A p-value for the true correlation was then calculated as (b + 1)/(m + 1) where b is the number of random correlation values that exceeds the true correlation, and m is the total number of random permutations (Phipson and Smyth, 2010). This approach generates an estimate of the strength of the correlation that is unbiased by the auto-correlated nature of the tension ratings.

Enjoyment ratings were compared with Student T-tests. Within each group, the baseline was compared with the other four conditions using a two-tail paired Student T-test. Differences across groups in the baseline condition were compared with a two-sample Student T-test. To minimize the risk of False Positive due to multiple comparisons, p-values below 0.01 were considered significant (0.05 divided by the number of tests). Due to a technical problem, the enjoyment rating scores were saved for only 7 out of 9 CIL.




RESULTS


Condition 1: Baseline—The Unaltered Piece

In this condition, listeners rated the original piece without modifications. The piece was rendered from the recorded MIDI that includes information about note-on and -off events, the key signatures, velocity, and foot controller.

Consistency within groups of listeners was tested using a hierarchical cluster tree analysis. The analysis revealed that the ratings of one of the CI participants (CI4) was highly uncorrelated with the remaining CI participants. Furthermore, this listener also showed larger variability of rating across repetition of the same condition. Unlike the remaining participants, this listener had considerable difficulties understanding the task during the test. For these reasons, this listener was considered an outlier and was excluded from the rest of the analysis. The results from the other listeners were averaged within their groups and across repetitions.

Figure 1 shows the average tension rating as a function of time for both the NHL and CIL. A high degree of similarity between the groups in the overall contours of the rating curves is noticeable. In both groups, the ratings qualitatively follow the build-up and release of tension within the different musical segments. The ratings between CIL and NHL were found to be strongly correlated (r = 0.92, p < 0.001). The musical piece is composed of two main sections (A and B) that are repeated. The first part of section A gradually builds up to reach a climax (measures 6, 7), and then slowly resolves (measure 9). The section B starts with low tension (measure 10), then builds a first climax (measures 12, 13) that momentary resolves (measure 14), rebuilds a second climax (measures 15, 16) and resolves shortly after (measure 17). The piece then repeats, but with slightly different interpretation by the musician. The first presentation of the sections A and B will be named A1 and B2, their repetition A2 (measures 17 to 24) and B2 (from measure 25 to 32) (further detailed musical analysis can be found in Krumhansl, 1996; Narmour, 1996; Lerdahl, 2001). Aside from the resolution of the sections A (measures 9 and 24), CI users rated the piece overall as more tense, but the ratings were generally very similar. Non-parametric permutation tests were used to assess if specific sections were statistically different. Only the climaxes in the B sections were found to be significantly different between subject groups, as indicated by the red diamonds in Figure 1.
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FIGURE 1. Average tension ratings of 8 CIL (in black) and 9 NHL (in blue) as a function of the musical measures of the non-modified piece (baseline). Shaded areas represent standard errors. Red diamonds indicate the period in which the two ratings differ significantly. Horizontal double arrows outline the 4 parts of the piece (A1, B1, A2, B2).



No significant difference of the enjoyment ratings was found between the two groups of listeners [mean enjoyment ratings NHL listeners: 63.43%; CIL: 50.39%, t(13) = 1.3835, p = 0.1898].

The perhaps surprisingly high degree of similarity between the ratings of CIL and NHL indicate that CIL can relate musical sequences to ebbs and flow of musical tension. However, it is unclear which cues they are using as many of the musical features that are predictive of tension ratings will covary. Therefore, the two groups could have based their judgment on different cues and still rated tension similarly. Therefore, other conditions were tested to assess the influence of different cues on the ratings.



Condition 2: Tonal Cues—Random Note Melodies

In this condition, the listeners were presented with a modified version of the original piece, where the pitch of each tone was set to a random value within the pitch range of the original piece. All other information, such as tone onset timing and intensity variations in the performance, were kept identical to the baseline.

Figure 2 shows the results for the NHL (upper panel) and the CIL (lower panel) in comparison to their group baseline. As can be observed, removing tonal information affected the ratings of the NHL significantly but affected the ratings of CIL to a lesser degree. Overall, tension ratings were higher in the random pitch condition in the NH group, which may relate to the higher degree of overall dissonance. For the NHL, significant differences were observed between the original and random pitch stimuli throughout the piece (as indicated by the red diamonds), except for the second part of section A. On the other hand, removing tonality from the original melody had a smaller effect on CIL ratings. With the random pitch, segments were judged to be more tense than the original mostly during the first part of section A, while the climax segments in the B sections were judged to be less tense than the original. The magnitude of the root-mean-square difference in ratings between stimulus conditions was evaluated for the NHL and CIL groups; values ranged from 0 (no difference at all) to 1 (maximal possible difference). The mean difference between stimulus conditions was more than twice as large for the NHL group (0.13) than for the CIL group (0.05).
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FIGURE 2. Average tension ratings of 9 NHL (top panel) and 8 CIL (bottom panel) for the baseline and condition 2, random pitch (in red). See details in Figure 1.



This difference in rating between CIL and NHL can also be seen within their enjoyment rating. NHL' enjoyment rating dropped significantly from 63.43% in the baseline to 28.23% [t(8) = 3.9773, p = 0.0041]. On the other hand CIL' ratings stayed at a similar level at 53.28% [t(5) = −0.9348, p = 0.3928].

The results of this condition support the notion that the contribution of tonal cues is different for CIL and NHL. This outcome is expected, given the weak ability of CIL to discriminate pitch and poor melody recognition. Although the tension ratings for the NHL group were upwardly shifted with the random pitch, the overall baseline contour from the original was preserved with the random pitch. This also suggests that NHL can use other cues in their tension ratings that could possibly be processed by CIL. These could relate to loudness and timing cues that were assessed in the following conditions.



Condition 3: Loudness Cues—Fixed Intensity

The amplitude envelope of the signal can be a strong predictor of tension ratings (Hjortkjær, 2011), suggesting that intensity variation is an essential feature for musical tension. CIL should be able to perceive some form of intensity variations and may rely on them to judge musical tension. In this condition, all tones were set to the same onset velocity to remove intensity variations. Additionally, temporal irregularities of the baseline were removed by quantizing all notes at 1/16 note level. Overall, this manipulation creates artificial or “robotic” sounding stimuli, but where the tonal-rhythmic structure is preserved.

Figure 3 shows the average rating for both groups. Both groups show different ratings compared to their baselines. However, this manipulation had a more pronounced effect on the ratings of the CIL (RMS difference to the baseline for CI = 0.14, NH = 0.09). For CIL, removing intensity cues had the effect of “neutralizing” the ratings with less overall variations. This result indicates an apparent impact of loudness cues on the ratings of CIL. For NHL, removing loudness cues also had a “neutralizing” effect, but the effect was less outspoken. The larger differences for the NHL can be seen in section B in which the climax is less efficient at creating a tense sensation and at the beginning of the A2 where the release is less pronounced.
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FIGURE 3. Average tension ratings of 9 NHL (top panel) and 8 CIL (bottom panel) for the baseline and condition 3, fixed intensity (in red). See details in Figure 1.



NHL' enjoyment rating dropped significantly from 63.43 to 41.99% [t(8) = 4.1113, p = 0.0034]. Enjoyment ratings of the CIL also drop from 50.39 to 42.38%, although this difference was not significant [t(5) = 0.9222, p = 0.3988].



Condition 4: Temporal Cues—Fixed Tone Duration

As CIL can reliably discriminate rhythm and tempo, temporal cues might have an effect on the tension ratings. In this condition, the music stimulus was modified so that the duration of and between each note was fixed (to half-note length). This manipulation effectively removes tempo variations. Without access to tonal cues, fixed duration also removes rhythmic complexity.

Figure 4 shows the ratings for both groups. The change in temporal structure affected the ratings of both groups similarly. Mostly the climax of A and the second part of B were judged as less tense for both groups, while the transition between B1 and A2 were judged as more tense. Overall, NHL rated this condition less tense (23.62% of the time) or more tense (3.15% of the time) than baseline (RMS difference = 0.08). CIL judged this condition 22.05% of the time as less tense, and 5.51% of the time as more tense (rms of the difference 0.11). It is interesting to notice that the change in temporal cues had a similar effect on both groups, given that it has been showed that CIL have similar abilities as NHL in rhythm discrimination (Kong et al., 2004).
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FIGURE 4. Average tension ratings of 9 NHL (top panel) and 8 CIL (bottom panel) for the baseline and condition 4, fixed duration (in red). See details in Figure 1.



The enjoyment ratings were not significantly changed relative to the baseline for either group.



Condition 5: Increased Tempo Changes

This last condition was designed to test whether tension ratings can be influenced by tempo changes. Many styles of music allow for the tempo to vary quite dramatically, which can be used to convey tension or emotional content. In this condition, tempo variations of the baseline were artificially enhanced. The parts in which the performer slowed down were further reduced in tempo, and vice-versa. All other musical information was kept similar. Figure 5 shows the tempo map of this condition in comparison to the baseline.
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FIGURE 5. Average tension ratings of 9 NHL (top panel) and 8 CIL (bottom panel) for the baseline and condition 5, enhanced tempo variation (in red). See details in Figure 1.



Figure 5 shows the average ratings for both groups. Overall, the differences in ratings were relatively small for both groups compared to their respective baselines. Nevertheless, some significant differences were observed. For the NHL, the modified tempo had the expected effect. A substantial increase of tempo during the section B1 induced a significant rise in tension (overall 7.09% more tense) and decreases in tempo between the measure 20 to 26 caused a significant lower tension rating (overall 3.15% less tense). The enhanced tempo variation also affected the ratings of the CIL but less so compared to the NHL (overall 4.72% more tense, and 1.57% less tense).

Enjoyment scores did not differ from the baseline for either group.




DISCUSSION

In this study, we compared continuous ratings of musical tension in CIL and NH controls to better understand what dimensions of musical experience might be preserved in CIL. In the unaltered baseline, the musical tension ratings of CIL were strikingly similar to those of NHL. The essential shape of the tension curves that define long-term ebbs and flow of tension throughout the musical piece was qualitatively similar in the two groups (Figure 1). This clearly suggests that CIL experience different levels of musical tension. This result is perhaps surprising, and is not, to the authors' knowledge, previously reported in the literature. Given the difficulty of CIL to perceive pitch and harmony, it would not have been surprising to find that CIL rate tension very differently from NHL. It worth noting that the notion of musical tension was not explicitly defined in any particular way to avoid biasing the participants. Therefore, it is possible that CIL and NHL interpreted the concept of tension differently despite similar ratings.

Although the average pattern of responses is very well-correlated with the one from NHL, Figure 1 also shows that CIL rate the piece as more tense overall. This could potentially relate to their perception of the individual piano tones. It is not straightforward to evaluate how CIL perceive piano tones. However, a study on CI users with residual hearing suggested that they perceive a pulse train presented on a single electrode as an inharmonic sound (Lazard et al., 2012). It is, therefore, reasonable to assume that CIL will perceive single piano notes as inharmonic sounds as well. An overall more dissonant perception could potentially explain the overall increased tension ratings. In this case, the Random pitch condition should produce very similar patterns since NHL also lack tonal cues in that condition. Figure 6 shows that the magnitudes of tension rated by the CIL during the baseline is indeed very similar to that of the NHL in the Random pitch condition, except for the measures linked to a release of tension after a climax (measures 8, 13, 16, 23, and 27).
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FIGURE 6. Average tension ratings of 9 NHL for condition 2, random pitch (in blue), and 8 CIL for the baseline (in black). See details in Figure 1.



We hypothesized that CIL would rely mostly on loudness variations and not on features that depend on the pitch in their tension ratings. The ratings of the musical stimulus with loudness variations reduced (Figure 3) support this showing a large difference from the ratings of the unaltered baseline piece. However, Figure 2 shows that the ratings were also affected by the change in tonal cues. Figure 7 summarizes the effect of the different conditions by showing the percentage of significant change for each condition. This indicates that removing loudness cues was the manipulation that had the largest impact on the tension ratings for the CIL and more than twice the effect of pitch cues. The trend is the opposite for the NHL where ratings were strongly affected by the removal of pitch cues and less so by removing loudness cues. The results indeed suggest that the perception of musical tension is dominated by loudness variations for the CIL, but also suggest a small impact of pitch variations. However, the effect of randomizing the pitch also affects the perception of overall loudness in the CIL. In the Cochlear device, the cut-off frequency of the lowest filter band is set by default to 188 Hz, which roughly correspond to F#3. Therefore, only the harmonics of the notes below that limit will be transmitted. Given that in condition 3, the notes were randomly assigned to a value between Eb1 to Bb5, it can be assumed that the loudness of many notes was altered.
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FIGURE 7. Ratio of rating significantly different from the baseline for the four modified conditions: random pitch (Tonal), fixed intensity (Loudness), fixed duration (Duration) and enhanced tempo variation (Tempo).



Additionally, the small but significant effect of pitch that was observed in CIL might have been caused by the method that was used to randomize the notes. To generate random sequences, each note was picked randomly based on a uniform distribution within the original melodic range from Eb1 to Bb5. This introduces larger step intervals between consecutive notes compared to the distribution of step intervals in the original piece (and in tonal music in general). This might have introduced pitch changes that are more salient when perceived through the cochlear implant, which could have influenced the ratings of the CIL. It would have been possible instead to generate random sequences with a distribution of smaller step sizes which would still have destroyed the tonal cues. We would thus expect CIL ratings of random melodies with smaller pitch changes to be more similar to the baseline condition as CIL might not have perceived differences in pitch at all.

The sound level was set to optimize the perception of the dynamic range of the musical stimulus. We assigned a maximum level to 65 dB SPL since levels exceeding 65 dB are heavily compressed by the Cochlear device. At the other end, sounds at a level below 25 dB SPL are not transmitted. An acoustic analysis of the baseline stimulus showed that the dynamic range of the piece was 30 dB, meaning that a maximum level of 65 dBA ensures that the soft parts can be clearly perceived. Since CIL appear to rely heavily on loudness cues, the level of presentation is likely to be very important. This study underlines the importance of presenting the music at an optimal level to optimize the perception of the musical dynamics. Additionally, it also suggests that compression stages should be considered with care, as they might alter this important cue.

Previous work by Vannson et al. (2015) indicated that CIL preferred music with faster tempi and more complex rhythm. Based on this, we investigated whether exaggerating tempo changes would enhance tension and enjoyment ratings in the CIL and whether removing rhythmic cues and tempo variations reduce them. However, removing or exaggerating tempo variations had only little effect on the ratings in either group. Tension ratings decreased in a similar way for NHL and CIL (Figure 4) in the fixed duration condition. However, artificially increasing tempo variations had disappointingly minor effects on either tension or enjoyment ratings, which were not significantly different from the baseline condition.

Overall, the different conditions had little effect on the enjoyment rating for CIL. Figure 8 summarizes the average rating for each condition and group of listeners. The only statistical difference found was between the baseline and conditions 2 and 3 (tonal and intensity cues) for the NH group. However, a large variability can be observed in both groups. A large spread of music enjoyment ratings in CIL has already been reported in the literature (for example, see Migirov et al., 2009). Figure 9 shows the individual enjoyment rating for each condition and group. Inside the CI group, the enjoyment rating of the baseline ranges from 12 to 71%. The different conditions did not affect those ratings except for two CIL that showed a large decrease of enjoyment for condition 3 (Loudness fixed). On the other hand, condition 2 (Tonal cues) was rated as dramatically less enjoyable for half of the NHL, while remaining stable for the other half. It is possible that this difference in ratings could be related to the listeners' familiarity with contemporary music.
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FIGURE 8. Average enjoyment ratings for each condition of 6 CIL (in black) and 9 NHL (in blue). Horizontal lines and asterisks indicate significant differences (p < 0.01). See details in Figure 7.
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FIGURE 9. Individual enjoyment ratings for each participant (represented by different colors). See details in Figure 7.



If a musical piece is viewed as a mixture of the structure written by the composer and the interpretation of the musician, condition 3 (fixed intensity) can be seen as keeping only the effect of the composer (same tones and rhythm) and removing the effect of the musician. On the other hand, condition 2 (random notes) can be seen as keeping only the effect of the musician, while stripping away the work of the composer. This study shows that NHL rely on both aspects to enjoy and the experience music. Since the performance follows the dynamical structure of the composed music, features, such as loudness and tempo variations also convey the tension and release patterns of the music. CIL appear to be able to perceive the tension-release structure via such cues even without access to the tonal structure of the music. This might explain why CIL often enjoy music listening despite their poor perception of pitch.



CONCLUSIONS

Despite a poor perception of pitch and harmony, many cochlear implant, CI, users enjoy music. In this study, we show that CI users rate musical tension in a very similar way as normal-hearing listeners. By modifying the music on different dimensions, our results indicate that CI users rely mostly on rhythm and intensity cues to judge musical tension. This suggests that the perception of music can be conveyed by other features than the tone pitch itself. The importance of intensity variations for CI listeners also underlines the importance of listening to music at an appropriate level and without excessive compression.
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Objectives: This study examined musical sound quality (SQ) in adult cochlear implant (CI) recipients. The study goals were to determine: the number of channels needed for high levels of musical SQ overall and by musical genre; the impact of device and patient factors on musical SQ ratings; and the relationship between musical SQ, speech recognition, and speech SQ to relate these findings to measures frequently used in clinical protocols.

Methods: Twenty-one post-lingually deafened adult CI recipients participated in this study. Electrode placement, including scalar location, average electrode-to-modiolus distance ([image: image]), and angular insertion depth were determined by CT imaging using validated CI position analysis algorithms (e.g., Noble et al., 2013; Zhao et al., 2018, 2019). CI programs were created using 4–22 electrodes with equal spatial distribution of active electrodes across the array. Speech recognition, speech SQ, music perception via a frequency discrimination task, and musical SQ were acutely assessed for all electrode conditions. Musical SQ was assessed using pre-selected musical excerpts from a variety of musical genres.

Results: CI recipients demonstrated continuous improvement in qualitative judgments of musical SQ with up to 10 active electrodes. Participants with straight electrodes placed in scala tympani (ST) and pre-curved electrodes with higher [image: image] variance reported higher levels of musical SQ; however, this relationship is believed to be driven by levels of musical experience as well as the potential for preoperative bias in device selection. Participants reported significant increases in musical SQ beyond four channels for all musical genres examined in the current study except for Hip Hop/Rap. After musical experience outliers were removed, there was no relationship between musical experience or frequency discrimination ability and musical SQ ratings. There was a weak, but significant correlation between qualitative ratings for speech stimuli presented in quiet and in noise and musical SQ.

Conclusion: Modern CI recipients may need more channels for musical SQ than even required for asymptotic speech recognition or speech SQ. These findings may be used to provide clinical guidance for personalized expectations management of music appreciation depending on individual device and patient factors.

Keywords: cochlear implant, music, sound quality, channels, electrode placement


INTRODUCTION

The cochlear implant (CI) is the most successful sensory prosthetic device to date, yielding significant improvements in speech understanding (e.g., Holden et al., 2013) and quality of life (e.g., McRackan et al., 2017) for the majority of recipients. Despite its success for restoration of auditory detection and speech recognition, music perception and appreciation remain major challenges for most CI recipients, due to a number of factors including poor pitch and timbre perception as well as reduced spectral resolution (e.g., Kang et al., 2009; Jung et al., 2012) as well as potential for poor auditory neural health. Focusing on the latter, the classic literature concluded that CI recipients have limited access to spectral cues due to channel interaction (spread of electrical excitation). A discrete number of 5–10 independent channels may be available to these recipients for various speech and auditory measures, despite having up to 12–22 intracochlear electrodes (Fishman et al., 1997; Friesen et al., 2001, 2005). These previous studies were completed using older-generation speech coding strategies with patients implanted using more traumatic surgical approaches, unknown electrode placement, and stricter candidacy criteria. Patients in these earlier studies also had less residual hearing, poorer speech understanding, and longer durations of deafness compared to modern CI recipients (e.g., Holder et al., 2018b). Several factors limit the precision of intracochlear electrical stimulation and negatively affect spectral resolution, including: (1) channel interaction, which has been shown to span one-third or more of the array (e.g., Hughes et al., 2013; Padilla and Landsberger, 2016); (2) the amount of viable spiral ganglion cells along the length of the cochlear duct, which is currently unable to be quantified; and (3) electrode placement within the cochlea, which is unknown for the majority of patients due to a lack of postoperative imaging. Electrode placement is especially critical as multiple studies have documented that the electrode–neural interface is rarely uniform along the array with distances ranging from 0 to 2 mm from the closest modiolar location (Davis et al., 2016) and 13% of implanted devices have extracochlear electrodes not referenced in the operative report (Holder et al., 2018a).

More recent studies have re-examined speech recognition and spectral resolution abilities for CI recipients implanted under current expanded criteria, using atraumatic electrode design and surgical approaches as well as speech coding strategies used in today’s clinic. These latest reports suggest that modern-day CI recipients with pre-curved electrode arrays may have greater channel independence than previous generation recipients. Croghan et al. (2017) investigated channel independence for newer generation adult CI recipients with Nucleus devices. For sentence recognition at various signal-to-noise ratios (SNRs), they reported better performance using 22 active electrodes with 8 maxima versus 12 active electrodes with 8 maxima. However, they kept the number of maxima constant in an n-of-m strategy irrespective of the number of active electrodes. Another limitation of the Croghan et al.’s (2017) study was the lack of image-based confirmation of electrode location for the nine pre-curved electrode recipients: an electrode documented to result in translocation (ST–SV) in up to 42% of cases (Wanna et al., 2014). Berg et al. (2019) investigated channel independence for a group of 11 adult recipients with Nucleus pre-curved arrays, verified by postoperative imaging to be completely in the scala tympani (ST). They reported significant increases in speech recognition in noise with increasing channels up to 22 channels with 16 maxima (16-of-22), compared to continuous interleaved sampling (CIS) maps with 4–10 channels; considering CIS alone, 16-channel CIS provided significantly higher speech recognition in quiet than even 10-channel CIS. Berg et al. (2019) also reported significantly higher speech recognition in quiet and noise with 16 maxima (16-of-22) compared to 8 maxima (8-of-22) – an effect significantly correlated with mean electrode-to-modiolus distance along the implanted array. Because lower electrode-to-modiolus distances – associated with well-placed pre-curved electrodes that evenly hug the modiolar wall – require less charge for upper stimulation levels (e.g., Davis et al., 2016), CI recipients with pre-curved electrodes in ST may experience less channel interaction (e.g., Chatterjee and Shannon, 1998), affording better spectral resolution. Given recent evidence for greater channel independence for adult CI recipients in the speech domain, the current study wanted to investigate the effect of channels and channel independence on the largely unexplored music domain.

Poor spectral resolution has also contributed to poor pitch discrimination, as well as melody and timbre identification for CI recipients (e.g., McDermott, 2004; Moore and Carlyon, 2005; Drennan and Rubinstein, 2008; Won et al., 2010). Nimmons et al. (2008) found that nearly all of their participants had F0 discrimination ability between 1 and 6 semitones, but varied significantly more with complex-tone pitch discrimination, ranging from less than 1 semitone up to 12 semitones. However, few studies have focused on assessing musical SQ with CIs, even though CI recipients report significant musical SQ impairments following implantation, and musical SQ is rated as the most significant factor responsible for music listening enjoyment (Lassaletta et al., 2008a, b; Roy et al., 2012). This is problematic because no clear relationship exists between music perceptual accuracy and the perceived SQ of music (Gfeller et al., 2008; Looi et al., 2011). While music perception or musical SQ are rarely assessed in the Audiology clinic, speech recognition and speech SQ are addressed through regular evaluations and programming adjustments. It is unknown if a relationship exists between speech recognition performance and SQ, and musical SQ; and if speech measures can suffice for addressing musical SQ impairments.

The purpose of this study was to assess musical SQ in adult CI recipients implanted under expanded criteria and current technology to determine: (a) the number of channels needed to achieve the highest level of overall musical SQ; (b) the impact of device factors, such as electrode type, electrode scalar location, mean electrode-to-modiolus distance, variance in electrode-to-modiolus distance, insertion depth of the electrode array, surgeon, and implant manufacturer on these ratings; (c) the impact of musical genre on the number of channels needed to achieve asymptotic ratings of musical SQ; (d) the impact of patient factors, such as musical experience, music perception abilities via a frequency discrimination task, duration of CI use (since activation), and pre-operative hearing thresholds; and (e) the relationship between musical SQ, speech recognition, and speech SQ to understand how these findings relate to measures frequently used in clinical protocols.

Given that music is spectrally complex, we hypothesized that lower electrode-to-modiolus distance would lead to increased ratings of musical SQ due to less channel interaction. While older studies were limited by the existing technology, modern advances in electrode design, surgical technique, candidacy criteria, and imaging have increased the potential for greater channel independence (e.g., Croghan et al., 2017; Berg et al., 2019). Due to these advances, the current study was able to assess subjective musical SQ over a wider range of participants and devices than previous work. Specifically, our hypotheses were that: (1) musical SQ ratings would continue to increase with more available independent channels; (2) pre-curved electrodes positioned in the ST would show increased ratings in musical SQ compared to straight or translocated (ST–SV) pre-curved and straight electrodes; (3) participants with more musical experience, better frequency discrimination ability, and longer device use would rate musical SQ higher than participants with less experience and ability; and (4) CI recipients with better speech recognition performance and speech SQ ratings would also rate musical SQ as better than poorer-performing CI recipients.



MATERIALS AND METHODS


Study Participants

Twenty-one postlingually deafened adult CI recipients (range = 34–80 years; mean age = 58.8 ± 13.5 years) participated. Each of the three FDA-approved CI manufacturers were represented with seven Advanced Bionics (AB), seven Cochlear, and seven MED-EL recipients. Of the participants with AB devices, there was one 1J recipient, three Mid-Scala, and three SlimJ electrodes. Of the participants with cochlear devices, there were three CI512, two CI532, and two CI522 electrodes. Of the Med-El participants, there was one Standard and six Flex28 electrodes. Surgeries were performed by five different surgeons at the authors’ current institution and four surgeons at outside institutions. The type of surgical approach (i.e., cochleostomy, round window, extended round window) was not reported or available for all of our participants, so this was not included in the current study. Of the 21 participants, 5 were unilateral CI recipients without contralateral amplification, 8 were bimodal CI recipients indicating a CI on the tested ear and a contralateral hearing aid, 5 were bilateral CI recipients, and 3 used electric-acoustic stimulation (EAS) and a contralateral hearing aid. See Figure 1 for participant pre-operative hearing thresholds. Participants using EAS in their clinical map were converted to full bandwidth programs and acoustic stimulation was deactivated. All testing was completed in the CI-alone condition. Participants with residual hearing in the contralateral ear were occluded using an E.A.R plug in addition to a circum-aural ear muff. Inclusion criteria required at least 6 months of CI experience and at least 14, 18, and 10 active electrodes in use for AB, Cochlear, and MED-EL, respectively. Participants also needed to score at least 20% correct on AzBio sentences in +5 dB SNR with their clinical map to avoid floor effects. Table 1 provides demographic information.


[image: image]

FIGURE 1. Participant preoperative hearing thresholds. Individual thresholds (dB HL) as a function of pure tone frequency (Hz) for 21 cochlear implant listeners. Straight electrode recipients are plotted in dotted lines and pre-curved recipients are plotted in solid black lines.



TABLE 1. Demographic information.
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Conditions and Materials

All experimental activities were completed in accordance with IRB approved protocols at the Vanderbilt University and the Vanderbilt University Medical Center. Electrode placement, including scalar location, mean and variance of electrode-to-modiolus distance, and angular insertion depth were all determined by CT imaging using validated CI position analysis algorithms (Noble et al., 2013; Zhao et al., 2018, 2019). These algorithms were created using a statistical shape model of 10 cadaver temporal bone microCT images. The statistical shape model was then built onto each participant’s pre-operative clinical CT scan to determine the scala divisions within the cochlea. The participant’s post-implantation CT scan was then fit onto their pre-operative CT to enable calculating the exact location of each individual electrode with respect to scalar location and the distance to the nearest modiolar surface. The average electrode to modiolus distance ([image: image]) and variance across the arrays were then calculated from these measurements.

Cochlear implant programs were created for electrode counts ranging from 4 to 22 with equal spatial distribution of active electrodes across the array to follow the electrode deactivation methods of Friesen et al. (2001). For all conditions, the frequency map was automatically re-allocated based on the number of active electrodes to simulate a clinical manipulation. It is possible that SQ ratings were affected by these acute manipulations due to the participant’s lack of experience listening to music with the maps used in this study. Refer to Table 2 for specific electrodes activated to achieve the spatially selective maps. Note the bandwidths of the 16-channel map and the clinical map for AB participants differed slightly due to the difference in stimulation type (CIS versus current steering strategies). For participants with electrodes deactivated clinically, the adjacent electrode was activated if the electrode condition required an electrode to be active that had been clinically deactivated. All experimental programs used a classic CIS (Wilson et al., 1991) stimulation strategy except for the participants’ clinical maps. The participants’ clinical maps all used iterations of CIS including Optima-S, Advanced Combination Encoder (or n-of-m), and FS4 for AB, Cochlear, and MED-EL, respectively. All of the clinical maps used the highest number of active electrodes possible for that participant (Table 1).

TABLE 2. Active electrodes by condition and manufacturer.

[image: image]

Channel stimulation rate and pulse duration were kept constant across all conditions, but manufacturer dependent (Table 1). Threshold levels were not adjusted from the participant’s own map; however, aided detection thresholds were verified to be within 15–30 dB HL from 250 to 6000 Hz before the participant began the study. Upper stimulation levels were globally adjusted using the participants’ own maps to achieve equivalent loudness across all experimental maps. All front-end processing features were deactivated, with the exception of Autosensitivity Control (ASC) and Adaptive Dynamic Range Optimization (ADRO) for cochlear participants as all participants were longtime users of ASC and ADRO.

Electrode condition and measure assessment order were both randomized using a Latin Square design. All testing was completed acutely. Each of the conditions was tested using a loudspeaker at 0-degrees azimuth and 1 m from the participant in a single walled sound booth using: CNC monosyllabic words (Peterson and Lehiste, 1962) and AzBio sentences (Spahr et al., 2012) in +5 SNR using 20-talker babble noise. One list of CNC words and AzBio sentences in +5 dB SNR was presented for each channel condition; lists were only used once per participant. Target speech stimuli were presented at a calibrated level of 60 dB SPL. Subjective SQ judgments were assessed using a visually presented 10-point scale (1 = very poor; 10 = very good), in which the participant rated the overall SQ of the list of CNC words and AzBio sentences in +5 dB SNR for each condition. Prior to statistical analyses, all speech recognition scores were converted to rationalized arcsine units (RAUs) (Studebaker, 1985) and all speech SQ ratings were converted to z-scores.

Musical SQ was assessed using a randomly selected subset of 15 30-s song clips from a group of 30 possible songs, all from various genres and styles. The clips were presented at a comfortable listening level, kept constant for all conditions, and the participant was asked to make subjective SQ judgments immediately after they listened to the clip. Participants were given verbal instructions prior to beginning the musical SQ task, asking them to select their rating for each musical excerpt based on the clarity, richness, and pleasantness of the voices and instruments and not how much they liked or were familiar with the excerpt. The participant typed in their rating on a keypad after each clip using a 10-point scale (0 = very poor; 9 = very good) presented on a touch-screen computer. Prior to analyses, all of the musical SQ ratings were converted to z-scores. The transformed z-scores for mean overall musical SQ ratings of all 15 clips for each condition as well as the mean musical SQ rating for each genre for each condition were used for analyses. The musical genres were determined by the record label’s description of each song. The musical genres used for analyses included Alternative, Hip Hop and Rap, Jazz, Popular, Rhythm and Blues (R&B), and Rock n Roll. Within each condition, an individual participant could potentially listen to up to six songs from the same genre. Participants listened to at least one sample from each genre for every condition.

A measure of frequency discrimination was also assessed for each condition via the frequency discrimination test in Angel Sound1. An adaptive, three-alternative forced-choice (3AFC) procedure was used to determine the frequency change threshold. In each trial, the participant would listen to a series of three pure tones, two reference tones (440 Hz), and the target tone. The target tone varied in the number of semitones it differed from the reference tone, always ascending. The order of reference and target stimuli was randomized. The participant was asked to select the target (which one is different from the other two tones) by tapping one of three boxes on a touchscreen computer and without feedback. The step size adjusted according to a two-down one-up staircase technique based on the participants’ response. The transformed up-down staircase technique was used to track the 79% correct point on the psychometric function. Important to note, a score of less than a 0.5 semitone threshold was not possible due to the set-up of the task (Zhang et al., 2019).

Participants also completed the Ollen Musical Sophistication Index (OMSI) as part of the study to help classify them as more or less musically sophisticated (Ollen, 2006). Musical sophistication includes the participant’s knowledge about music; her ability to play a musical instrument or sing; and to understand, respond to, and create music. The OMSI is a 10-item questionnaire that yields a numerical score indicating the probability (in percent times 10) that a music expert would categorize the participant as “more musically sophisticated.” Participants with scores greater than 500 are considered “more musically sophisticated,” while participants with scores less than 500 are considered “less musically sophisticated.” See Table 1 for individual participant Ollen scores.




RESULTS


Number of Channels Needed for Musical Sound Quality and Impact of Device Factors

A linear mixed model was completed with the number of channels, scalar location, and electrode type as independent variables and musical SQ ratings as the dependent variable. Post hoc analyses were completed using a Sidak adjustment with all-pairwise, multiple comparisons. For overall musical SQ ratings, there was a significant main effect of number of channels [F(5,31) = 5.007, p = 0.002], electrode type [F(1,108) = 17.363, p < 0.001], and electrode scalar location [F(1,108) = 5.747, p = 0.018]. There was no significant interaction between electrode type and scalar location for this sample [F(1,109) = 2.286, p = 0.133]. The raw data for these comparisons are displayed in Figure 2 with panels A and B displaying mean and individual data, respectively. Post hoc analyses revealed significant performance differences between 4 and 10 channels (p = 0.035), 4 and 12 channels (p = 0.001), 4 and 16 channels (p = 0.026), and 4 channels and the clinic map (p = 0.023). No other channel comparisons were statistically significant for this sample.
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FIGURE 2. Musical sound quality ratings as a function of the number of channels by electrode type and scalar location. Mean (A) and individual (B) musical sound quality ratings for 21 cochlear implant listeners across all tested channel conditions. In panel A, mean data for all listeners combined (solid gray), ST pre-curved (solid black), ST straight (solid white), and ST-SV electrode recipients (diagonal black stripes) are shown. Error bars are +1 SEM. In panel B, individual data for ST pre-curved electrode recipients (solid black circles) with the group mean shown (solid line), ST straight electrode recipients (solid white circles) with the group mean shown (dashed line), and ST–SV electrode recipients (black stars) with the group mean shown (dotted line).



Straight electrode recipients (mean = 4.727, SD = 0.234) demonstrated significantly higher overall musical SQ ratings compared to pre-curved electrode recipients (mean = 3.543, SD = 0.237, t19 = 14.53, p < 0.001), though on average, all recipients reported generally neutral to poor musical SQ ratings. Participants with electrodes completely in the ST (mean = 4.567, SD = 0.165) demonstrated significantly higher overall musical SQ ratings compared to patients with translocated electrodes (mean = 3.703, SD = 0.328, p = 0.019). Figure 2B displays linear regression fits for the pre-curved (solid line), straight (dashed line), and translocated (dotted line) electrode recipients. Regression analysis revealed that the regression slope coefficient was significantly different from zero for pre-curved recipients only [F(1,4) = 9.0, p = 0.04]. For both straight electrode [F(1,4) = 5.1, p = 0.09] and translocated electrode recipients [F(1,4) = 0.29, p = 0.58], the regression slope coefficient was not significantly different from zero.

The effect of manufacturer on overall musical SQ ratings was examined using a one-way ANOVA was completed with CI manufacturer as the independent variable and overall musical SQ ratings using the clinical map was the dependent variable. There was no significant effect of manufacturer on overall musical SQ ratings of this sample [F(2,18) = 0.78, p = 0.473]. The effect of surgeon on overall musical SQ ratings was also examined using a one-way ANOVA with surgeon as the independent variable and overall musical SQ rating using the clinical map as the dependent variable. There was no significant effect of surgeon for this sample [F(5,15) = 1.493, p = 0.250].

Pearson correlations were used to examine the relationship between overall musical SQ ratings using the clinical map and average electrode-to-modiolus distance, the variance in electrode-to-modiolus distance across the array, and electrode insertion depth in degrees. There was a significant positive correlation between mean electrode-to-modiolus distance ([image: image], in mm) and overall musical SQ ratings (r = 0.28, p = 0.002), meaning higher [image: image] was associated with better musical SQ ratings. [image: image] was further examined by electrode type and a significant positive correlation was found between [image: image] of pre-curved electrodes and overall musical SQ ratings (r = 0.71, p = 0.01). [image: image] as a function of overall musical SQ ratings (raw data) is displayed in Figure 3. There was no significant relationship between [image: image] of straight electrodes and overall musical SQ ratings (r = 0.05, p = 0.43), likely due to the relative homogeneity of [image: image] values for the straight electrode recipients (Table 1). To better understand why a higher [image: image] value would lead to higher overall musical SQ ratings, the variance in electrode-to-modiolus distances across the array was also examined. There was a positive significant relationship between greater [image: image] variance and higher musical SQ ratings for those electrodes completely in ST (r = 0.51, p = 0.03), but not for those in ST–SV (r = 0.77, p = 0.22). By electrode type, there was a positive significant relationship between greater [image: image] variance and higher musical SQ ratings for pre-curved electrodes (r = 0.95, p = 0.001), but not for straight electrodes (r = 0.25, p = 0.47). There was no significant relationship between insertion depth of the electrode measured in degrees and overall musical SQ ratings (r = 0.03, p = 0.768).
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FIGURE 3. Impact of average electrode to modiolus distance ([image: image]) and variance of [image: image] on musical sound quality ratings with clinical map by electrode type. Individual average electrode to modiolus distance ([image: image]) values and variance of [image: image] across the array (y-axis) as a function of musical sound quality ratings using the participant’s clinical map (x-axis). Black circles represent pre-curved electrodes and white circles represent straight electrodes. Of note, variability of [image: image] for the pre-curved electrode sample is smaller than the general clinical population. Of note, the two white circles farthest to the right are the two musicians.





Impact of Musical Genre on Number of Channels Needed for Musical Sound Quality Ratings

The effect of musical genre on the number of channels as a function of musical SQ was examined using a linear mixed model with number of channels as the independent variable and musical SQ ratings by genre (Alternative, Hip Hop and Rap, Jazz, Popular, R&Bs, and Rock n Roll) as the dependent variable. Figure 4 shows this analysis using the raw data for musical SQ ratings. Post hoc analyses included paired t-tests between channel conditions for each musical genre. For Alternative music, there was a significant main effect of number of channels [F(5,30) = 3.38, p = 0.016]. Post hoc analyses revealed significant performance differences between 4 and 10 channels (t = −4.594, p < 0.001) and 4 and 12 channels (t = −5.692, p < 0.001). None of the other channel comparisons were significantly different for alternative music. For Hip Hop and Rap, there was no significant main effect of number of channels [F(5,36) = 2.292, p = 0.06]. For Jazz, there was a significant main effect of number of channels [F(5,30) = 2.676, p = 0.041]. Post hoc analyses for Jazz revealed significant performance differences between 4 and 12 channels (t = −4.893, p < 0.001). None of the other channel comparisons were significantly different for jazz music SQ ratings. For Popular music, there was a significant main effect of number of channels [F(5,36) = 3.592, p = 0.010]. Post hoc analyses revealed significant performance differences between 4 and 8 channels (t = −4.478, p < 0.001) and 4 and 12 channels (t = −4.972, p < 0.001). None of the other channel comparisons were significantly different for popular music. For R&Bs, there was a significant main effect of number of channels [F(5,38) = 3.744, p = 0.007]. Post hoc analyses revealed significant performance differences between 4 and 12 channels (t = −4.123, p = 0.001). None of the other channel comparisons were significantly different for R&B. For Rock n Roll, there was a significant main effect of number of channels [F(5,33) = 6.229, p < 0.001]. Post hoc analyses revealed significant performance differences between 4 and 10 channels (t = −4.468, p < 0.001), 4 and 12 channels (t = −5.317, p < 0.001), as well as 4 and the clinical map with all active electrodes (t = −4.798, p < 0.001). None of the other channel comparisons were significantly different for Rock n Roll.
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FIGURE 4. Number of channels by musical genre. Mean musical sound quality ratings for six musical genres, including Alternative, Hip Hop/Rap, Jazz, Pop, Rhythm and Blues (R&B), and Rock for 21 cochlear implant listeners across all tested channel conditions. Error bars are +1 SEM.





Impact of Patient Factors on Musical Sound Quality

Pearson correlations were used to examine the relationship between musical experience as measured by the Ollen index, pre-operative hearing thresholds, measured at the CI work-up appointment, music perception ability via frequency discrimination thresholds, and CI experience, in months, since activation. See Table 1 for Ollen scores, pre-operative pure tone averages, frequency discrimination thresholds, and duration of CI experience by participant. Musical SQ ratings with the clinical map were used for these analyses. There was a significant positive correlation between Ollen index of Musical Sophistication scores and overall musical SQ ratings (r = 0.40, t = −10.086, p < 0.001); that is, individuals with more musical experience rated musical SQ higher than individuals with less musical experience, as shown in Figure 5 using the raw data for musical SQ ratings. When the impact of musical experience is further broken down by electrode type, there is a significant positive correlation between musical experience and musical SQ ratings for straight electrodes (r = 0.67, p = 0.03), but there was no significant relationship between musical experience and musical SQ ratings for pre-curved electrodes (r = 0.19, p = 0.67). However, when the two outliers with greater Ollen scores are removed, the positive correlation is no longer significant (r = 0.11, p = 0.80). The relationship between pre-operative hearing thresholds, using both a low-frequency pure tone average (LFPTA) (250,500, and 750 Hz) and a standard four frequency pure tone average (500, 1000, 2000, and 4000 Hz), and overall musical SQ ratings was examined in an attempt to understand why straight electrode recipients rated musical SQ better than pre-curved recipients. Pre-operative hearing thresholds are shown in Figure 1. However, there was no significant relationship between overall musical SQ ratings and LFPTA (r = 0.22, p = 0.35) or using the standard pure tone average (r = 0.06, p = 0.79). There was also no significant relationship between music perception ability measured via the AngelSound frequency discrimination task (r = −0.23, p = 0.50) or CI experience and overall musical SQ ratings (r = −0.116, p = 0.21).
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FIGURE 5. Impact of patient musical experience on musical sound quality ratings with clinical map. Individual Ollen Index of Musical Sophistication scores (y-axis) as a function of musical sound quality ratings using the clinical map (x-axis). Higher Ollen Index scores indicate more musical experience. Black circles represent pre-curved electrodes and white circles represent straight electrodes. Translocated electrodes that include two pre-curved and two straight electrode recipients are represented by the black stars.





Relationship Between Musical Sound Quality, Speech Recognition, and Speech Sound Quality

Pearson correlation analyses were completed for z-transformed scores of overall musical SQ ratings and speech recognition scores in RAU (CNC words and AzBio sentences at +5 dB), as well as speech SQ ratings. However, for easier translation to the Audiology clinic, Figure 6 displays speech recognition scores in percent correct along with the raw SQ ratings. Musical SQ ratings using the clinical map were used for these analyses. For measures of speech recognition, there was a significant, but weak positive correlation between CNC word recognition in RAU and overall musical SQ ratings (r = 0.20, t = −27.636, p = 0.027). Similarly, there was a significant, but weak positive correlation between AzBio sentence recognition in noise in RAU and overall musical SQ ratings (r = 0.22, t = −7.268, p = 0.017). For transformed z-scores of speech SQ, there was a significant positive correlation between CNC SQ ratings and overall musical SQ ratings (r = 0.51, t = −26.492, p < 0.001), as well as a significant positive correlation between SQ ratings for AzBio in noise and overall musical SQ ratings (r = 0.33, t = −12.622, p < 0.001).
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FIGURE 6. Musical sound quality ratings compared to speech recognition scores and sound quality ratings. Individual speech recognition for CNC monosyllabic words in quiet and AzBio sentences at +5 dB SNR (top row) in percent correct and speech sound quality for CNC monosyllabic words in quiet and AzBio sentences at +5 dB SNR (bottom row) as a function of musical sound quality ratings (x-axes). Black circles represent pre-curved electrodes and white circles represent straight electrodes.






DISCUSSION

Hypothesis 1: Musical SQ ratings will continue to increase with more available independent channels for pre-curved electrodes positioned in ST compared to straight or translocated (ST–SV) electrodes.

Consistent with our primary hypothesis, adult CI recipients demonstrated continuous gains in musical SQ ratings with 10–22 channels compared with four channels. Regression analysis revealed that the increases in music SQ with number of channels was significant for pre-curved electrode recipients, but not for straight or translocated electrode recipients (Figure 2B). This finding is consistent with recent studies evaluating the number of channels needed for speech recognition with modern CI recipients (e.g., Croghan et al., 2017; Berg et al., 2019) suggesting that a greater number of independent channels may be both available and necessary than previously thought for asymptotic speech recognition and musical SQ, particularly for pre-curved electrode recipients. Also consistent with our primary hypothesis, participants with electrodes completely in ST reported significantly higher overall ratings for musical SQ than those with translocated arrays, emphasizing the importance of electrode insertion and resultant scalar location. Of note, this sample did have lower translocation rates for pre-curved electrodes (2/9 = 22%) and slightly higher translocation rates for straight electrodes (2/12 = 16.7%) than is reported in the literature (e.g., Wanna et al., 2014).

Contrary to our primary hypothesis and recent evidence, however, straight electrode recipients reported higher overall musical SQ ratings than pre-curved electrode recipients. In fact, the strong positive correlation between mean electrode-to-modiolus distance ([image: image]) and overall musical SQ ratings suggest that arrays farther away from the modiolus (i.e., straight arrays) may yield higher musical SQ. The straight electrode recipients had greater musical experience than the other participants in this sample (see below) which is a likely explanation; however, further work is needed to better understand this preliminary finding. A potential limitation of the current study was that many electrode conditions did not use the most basal or apical contact resulting in a downshift or upshift in frequencies compared to the participants’ clinical maps. Changing the number of electrodes invariably changed the spiral ganglion cells being stimulated in response to different frequencies, which could have potentially had an effect on music perception and subjective musical SQ ratings. Further, the strong positive correlation between greater variance in [image: image] for ST pre-curved electrodes, but not for ST straight electrodes also supports the idea that greater electrode-to-modiolus distance is advantageous for musical SQ. Of note, the straight electrode recipients did have greater musical experience than the other participants in this sample (see below), which is a likely contributor; however, further work is needed to better understand these preliminary findings.

Another related consideration is that the straight and pre-curved electrode recipients may have had different levels of underlying neural health which could impact perceptual quality. Specifically, it is quite possible that participants with straight electrodes were those with better preoperative hearing given that acoustic hearing preservation rates are generally higher for straight electrode arrays. We did not complete any measurements thought to reflect underlying neural health, such as multipulse integration (Zhou and Dong, 2017; Zhou et al., 2018), polarity sensitivity (e.g., Macherey et al., 2017; Hughes et al., 2018; Jahn and Arenberg, 2019), or amplitude growth functions for electrically evoked compound action potentials (e.g., Schvartz-Leyzac and Pfingst, 2016; He et al., 2018; Hughes et al., 2018). We did, however, complete two-tailed t-tests comparing preoperative audiometric thresholds for the CI ear in the straight and pre-curved electrode groups for LFPTA (125, 250, and 500 Hz), traditional PTA (500, 1000, and 2000 Hz), and high-frequency PTA (2000, 4000, and 8000 Hz). These analyses revealed no significant differences between preoperative audiometric thresholds in the CI ear across groups for LFPTA (t19 = −0.504, p = 0.62), PTA (t19 = 0.255, p = 0.80), or HFPTA (t19 = 2.07, p = 0.053). Nevertheless, we recognize that audiometric thresholds cannot necessarily serve as a surrogate for underlying neural health and as such, additional investigation into this relationship is warranted. Furthermore, given that our recipient recruitment did not control for musical experience nor was electrode group assignment completed randomly, we believe that the relationship between electrode array type and overall music ratings is confounded by both musical experience as well as the potential for preoperative device selection bias. We plan to investigate this relationship further in future investigations.

Another potential limitation of this study may be that the current measures are not sensitive enough to accurately measure spectral resolution because these results potentially suggest that greater channel interaction may be related to higher musical SQ ratings. Future studies should investigate more direct measures of spectral resolution, such as using the Quick Spectral Modulation Detection (QSMD) task (Gifford et al., 2014). Furthermore, many electrode conditions did not use the most basal or apical contact resulting in a downshift or upshift in frequencies compared to the participants’ clinical maps when the frequency tables were reallocated. Changing the number of electrodes invariably changed the spiral ganglion cells being stimulated in response to different frequencies, which could have potentially had an effect on music perception and subjective musical SQ ratings.

Hypothesis 2: Participants with more musical experience, better frequency discrimination ability, and longer device use would rate musical SQ higher than participants with less experience and ability.

As described above, participants with straight electrodes rated musical SQ to be significantly higher than participants with pre-curved arrays. Rather than concluding that greater [image: image] values are more desirable for musical SQ, we believe that patient factors may explain this result. Specifically, our sample of straight electrode recipients had significantly greater musical experience, as measured by the Ollen Index of Musical Sophistication, than our sample of pre-curved electrode recipients. This was driven primarily by S16 and S21, who were both serious amateur musicians. These two subjects also had more pre-operative hearing than traditional CI candidates which likely influenced surgeon selection of a straight electrode array. In their everyday settings, both subjects use EAS stimulation, which could influence their perception and appreciation of music differently than CI recipients who use electric stimulation for the full bandwidth (though the acoustic earhook was not used for the current study). After removing data from these two musicians, the positive correlation between musical experience and overall musical SQ ratings is greatly reduced and becomes non-significant.

These results contraindicated our hypothesis that participants with more musical experience would demonstrate higher overall musical SQ ratings. In the broader data set, there was no relationship found between pre-operative hearing thresholds and overall musical SQ and there was no difference in pre-operative hearing thresholds between electrode types. Using behavioral hearing thresholds as a correlate for greater neural survival, this suggests that greater neural survival did not significantly influence musical SQ ratings. However, this finding is very preliminary and the impact of neural survival on musical SQ should be investigated further in future studies.

While the Ollen scores of straight electrodes were significantly and positively correlated with overall musical SQ ratings, there was no significant relationship between these two measures for pre-curved electrode recipients. Again, when the data for the two musicians in our sample were removed, the positive correlation between straight electrode recipient Ollen scores and overall musical SQ ratings is greatly reduced and also becomes non-significant. The non-significant relationship between music perceptual accuracy and perceived musical SQ ratings found in this study is in keeping with previous studies (Gfeller et al., 2008; Looi et al., 2011) and suggests that music appreciation and SQ ratings cannot be predicted by measuring music perception abilities. Currently, music perception is rarely measured in the clinic, but measures of musical SQ are almost never included in CI clinical protocols. This is hugely problematic because CI recipients consistently report musical SQ impairments following implantation, and musical SQ is rated as the most significant factor responsible for music listening enjoyment (Lassaletta et al., 2008a, b; Roy et al., 2012). Future work should consider clinically feasible measures of musical SQ to address this gap in our battery of clinical assessments.

Although CI surgeons have traditionally selected straight electrodes for patients with greater pre-operative audiometric thresholds due to their lower rates of translocation compared to pre-curved arrays (e.g., O’Connell et al., 2016), this was not the case for our sample. Our results indicated no difference in pre-operative standard and LFPTAs between recipients with straight electrodes and those with pre-curved arrays. We also did not see an effect of surgeon, suggesting that surgical technique did not impact musical SQ ratings for this sample. Although it was not the aim of the current study, it is possible that the straight electrode recipients in this sample had shorter durations of deafness, better neural survival, or some combination of these factors compared to the participants with pre-curved electrodes. Future studies should more rigorously assess these factors as they relate to musical SQ and channel independence.

Hypothesis 3: CI recipients with higher speech recognition performance and speech SQ ratings will rate musical SQ higher than poorer performing CI recipients.

Speech recognition and speech SQ tasks were found to be significantly and positively correlated with musical SQ ratings. These positive relationships between speech recognition, speech SQ, and musical SQ may be useful for managing realistic expectations for patients in the Audiology clinic. Those patients who perform better on speech recognition tasks may also experience better perceptual SQ for speech and music stimuli. While previous literature has found a positive relationship between speech recognition performance and music perception abilities (Gfeller et al., 2003), the relationship between speech recognition and musical SQ, as well as speech SQ and musical SQ have not been explored prior to the current study. These relationships should continue to be explored in future studies to better individualize expectations management for music appreciation with a CI, as well as to potentially develop music-based intervention. This positive relationship between speech recognition and musical SQ also emphasizes the importance of including a measure of musical SQ in the clinical test battery, even for patients who do not consider music appreciation of high importance in their quality of life.


Musical Genre Effects

All musical genres examined in the current study demonstrated significant increases in musical SQ ratings beyond four channels except for Hip Hop and Rap, perhaps due to the emphasis on rhythmic features and spoken lyrics often present in this genre. However, there was considerable variability both within and across genres for this relatively small population. While previous research has looked at CI recipients’ preference for less complex genres of music (Gfeller et al., 2003), no published studies have specifically investigated musical SQ ratings of various musical genres in an acute setting or as a function of the number of channels. Even though participants were instructed not to include music familiarity or preference in the selection of SQ ratings, it was not possible to eliminate the potential for participant bias in the present study. This potential bias should be considered in future studies, perhaps by limiting all samples to original/unfamiliar music or individualized music selections.




SUMMARY

The findings of this study are summarized as follows:

• Musical SQ ratings significantly increased from 4 to 10 independent channels.

○ Regression slope coefficient for music SQ versus number of channels was significantly different from zero for pre-curved electrode recipients, but not for straight electrode nor translocated electrode recipients.

• Musical SQ ratings were significantly higher for adult CI recipients with:

○ Electrodes localized to ST compared to those with translocated arrays.

○ Pre-curved electrodes that had more variability in electrode-to-modiolus distance across the array.

• Musical experience was not correlated with higher musical SQ ratings after controlling for two participants with significantly greater musical experience than the rest of the sample.

○ Control of patient variables including musical experience and music selection familiarity is recommended for future studies.

• There was no relationship between CI experience and musical SQ ratings.

• Musical SQ ratings were significantly and positively correlated with both speech recognition scores, in RAU, and speech SQ ratings.

• Musical SQ ratings significantly increased beyond four channels for all genres except Hip Hop and Rap.

○ There was considerable within- and between-genre variability in SQ ratings.

○ Future investigation into genre effects may prove useful for identifying recommended music listening progression for auditory training of newly implanted patients.
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The primary aim of this current study was to compare the role, importance and value placed on music by families with normally hearing (NH) children, to those who had a child with a hearing loss (HL) who wore either hearing aids and/or cochlear implants. A secondary aim was to see whether this differed between the countries. Parents of children aged 2–6 years living in Australia, Finland, and the United Kingdom were invited to complete the Role of Music in Families Questionnaire (RMFQ). Two groups of participants were recruited from each country: (i) parents of NH children, and (ii) parents of children with a HL. The RMFQ had seven subsections covering topics such as music participation, attitudes to music, importance of music in the family, and future perspectives on music. Three hundred and twenty-two families of NH children, and 56 families of children with HL completed the questionnaire (Australia: 50 NH, 25 HL; Finland: 242 NH, 21 HL; United Kingdom: 30 NH, 10 HL). Analyses compared between NH and HL groups within each country, and between the three countries for the NH group, and the HL group, independently. Overall, there were few significant differences between the participation levels, role, or importance of music in families with NH children compared to those with a child who had a HL, regardless of whether the families lived in Australia, Finland or the United Kingdom. Children first started to respond to music at similar ages, and overall music participation frequency, and music enjoyment were relatively similar. The importance of music in the family was also similar between the NH and HL groups. In comparing between the countries, Finnish children had a tendency to have higher participation rates in musical activities, with few other differences noted. Overall, the results of this study indicate that children, regardless of hearing levels or country of residence, have similar levels of music engagement and enjoyment, and HL is not seen as a contraindication to music participation and involvement by the parents involved in this study.

Keywords: music, children, home environment, upbringing, hearing loss, family, culture


INTRODUCTION

Music is pervasive, transcends cultures and spoken language, and plays a multitude of different roles across the life span. For a baby or infant, singing can soothe, comfort, calm or entertain (Custodero, 2006; Ilari et al., 2011). As the baby progresses through infancy to becoming a toddler, music can also enhance language development, parental and social bonding, and musical development (Trehub, 2001; Costa-Giomi and Ilari, 2014; Virtala and Partanen, 2018). Parent–child musical activities include not only joint singing of songs, but also playing instruments, dancing, listening to music, and spontaneously making up new music or songs (Barrett, 2011). Williams et al. (2015) showed that higher regularity of these shared home musical activities was associated with children having better vocabulary, numeracy, attentional and emotional regulation, and prosocial skills.

This contribution of music to a child’s upbringing and to family life seems to transcend culture and country. Ilari (2013) describes a qualitative study where unstructured interviews were conducted with 13 families of 7-year old children in nine countries (Greece, Netherlands, Denmark, England, Spain, Kenya, Taiwan, Israel, and the United States). These interviews comprised of 1–2 h home visits, where parents and children were asked to talk about their child’s music participation and experiences, used in collation with photographic and text descriptions of the home, location, and musical resources in the household. Thematic analyses were conducted. Although there was no between-country comparisons made, the authors reported that all 13 families had stated that music was important in their children’s lives, and that participation in organized music activities provided their child with an opportunity to discover, enjoy, and hopefully love music.

In another qualitative, natural observation study, Young and Gillen (2007) videoed a single day of home-care for seven children, aged 2.5 years, each one from a different country (Canada, Italy, Peru, Thailand, Turkey, United Kingdom, and United States). The videos were then analyzed to look for music-related activities that occurred during the day such as singing as part of the caregiver–child interaction, music that was turned on (e.g., CD) during the day, dancing, to name just a few. The authors provide a qualitative description of the musical activities observed for each child in each country, and speculate as to the potential socio-cultural factors that might have impacted on this, and how music participation is influenced by local social and cultural considerations.

There is a growing body of evidence on the associations between participation in more musical activities and improved speech perception and language skills for normally hearing (NH) listeners. Trained musicians have an increased ability to selectively engage and sustain their auditory attention, a finding referred to by some as the ‘musician’s advantage’ (Moreno and Bidelman, 2014). This cognitive advantage may subsequently transfer from music specific skills to other categories of perception and executive functions (Schellenberg, 2004). A recent systematic review of the literature by Coffey et al. (2017) investigated the notion that music training could improve speech in noise perception for NH adults. The review reported little consistency amongst the studies in determining one mechanism behind the musician advantage, yet 18 of the 20 studies reviewed did support the existence of an advantage for musicians in speech in noise perception.

To shift the focus to children, a longitudinal study measuring children’s speech in noise perception ability with music training was conducted by Slater et al. (2015). Forty six NH children (mean age of 8 years, SD = 0.72) were involved in the 3 years study, where they were randomly assigned to one of two groups. The first group commenced 2 years of music training (2–4 h a week) straight away, whilst the second group waited a year, and subsequently received 1 year of training. There were 38 children included in the final analyses, 19 per group, with a significant improvement for speech in noise perception being seen for the group who received 2 years of music training (p = 0.001). Slater et al. (2015) attributed the observed improvement to a ‘musician’s advantage’ resulting from specific training programs, not prior musical experiences. Musical training is associated with better pre-attentive processing of speech sounds of a foreign language (Intartaglia et al., 2017) and better word learning (Dittinger et al., 2017). There are several randomized controlled trials for children with NH, and these have shown that when compared to other training, music training (especially when including singing) enhances non-musical skills including reading skills, phonological awareness (Dege and Schwarzer, 2011; Flaugnacco et al., 2015; Gordon et al., 2015; Patscheke et al., 2018), speech segmentation (Francois et al., 2013), executive function (Jaschke et al., 2018), and verbal intelligence (Jaschke et al., 2018; Linnavalli et al., 2018). The possible benefits of music training have also been shown in brain imaging studies. For example, gray matter volume in areas involved in auditory processing increases with more musical training (e.g., Schneider et al., 2002; Gaser and Schlaug, 2003), as does connectivity between frontal and auditory areas (Halwani et al., 2011; Dittinger et al., 2018; Oechslin et al., 2018).

Adolescents and adults with NH regulate their mood with music, and music has emotional, social, and psychological roles in our lives (Saarikallio and Erkkilä, 2007; Saarikallio, 2011). Hence, as music is important and beneficial through the lifespan, it is important to introduce it early into a child’s life. Denac (2008) reports that early positive experiences with music will influence the child’s formation of their general attitude toward musical culture and engagement, and subsequently their interest and participation in musical activities. The rate of development of a child’s musical abilities is strongly linked to their early experiences of music before entering school, in which parents/caregivers and early childhood educators play a significant role (Denac, 2008).

Although the above studies have focused on NH listeners, there is no reason to believe that the benefits of music do not extend to individuals with a hearing loss (HL). The possible benefits of music and musical activities have already been recognized in the habilitation of children with HL. Playing musical instruments and singing is often used in speech and language therapy to engage them into the world of sounds, keep them attentive, and enhance their auditory perception (Estabrooks, 1994; Ronkainen, 2011). A longitudinal study by Good et al. (2017) compared music to art lessons for 25 CI recipients (aged 6–15 years; mean = 10 years), for music and emotional prosody perception. Music training consisted of piano lessons, music theory and singing songs. The music lesson group showed significant improvements in music perception and emotional prosody discrimination at both the mid-point (3 months) and end-point (6 months), with no improvements for the children receiving art lessons. Torppa et al. (2014a) found that children with CIs who were reported to sing more at home post-implantation were more sensitive to changes in musical pitch and timbre as assessed with attention-related brain responses. Furthermore, Torppa et al. (2014b) administered a questionnaire to children with CIs, divided into two groups: (i) those having more involvement in formal and informal musical activities (active music engagement at home and outside of the home), (ii) and those having less music engagement, and assessed their performance twice (follow-up period approximately 16 months). Greater levels of active music engagement was strongly linked to better perception of the fundamental frequency (pitch), intensity, and prosodic stress in the speech stimuli, along with better development of auditory working memory. Additionally, better pitch and intensity perception was associated with better perception of speech stress. At the end of follow-up period, musically active children with CIs were better in word finding, verbal intelligence and phonological awareness, than less musically active children, with higher levels of parental singing being associated with better word finding and verbal intelligence (Torppa et al., 2019).

Gfeller et al. (2019) recently published retrospective data on a cohort of 76 pediatric CI users where they extracted pitch perception (pitch ranking of piano tones) test scores, as well as responses to two questionnaires – one on familial music engagement both whilst growing up, as well as ‘currently’ at the time of the study (providing a ‘familial engagement in music score’), and the second on formal music involvement in classes and ensembles whilst growing up (providing a ‘music engagement’ score, as well as a sub-score on the duration of these music classes over time, quantified in years). They found that better pitch perception correlated with the overall ‘music engagement’ score, as well as the duration of time they were involved in these music classes. Interestingly, pitch perception was a significant predictor for the speech test scores (Gfeller et al., 2019). Musical training has also been shown to improve both music perception and music enjoyment for adult CI and HA users (Looi et al., 2012a,b). Overall, evidence indicates that for children and adults with HL, musical training is associated with improvements in not just music perception and music enjoyment, but also language and non-musical auditory perception skills.

Given the potential that music involvement offers to children, regardless of their hearing levels, it is important to ascertain whether parents of children with HL value music engagement in the same ways that parents of children with NH do. That is, do parents of children with HL de-prioritize music involvement or consider their child’s HL as a contraindication to music involvement? This is important as it could potentially result in children with HL having less exposure to music, reduced opportunities to benefit from music participation, and/or lower music enjoyment levels compared to children with NH. Positively, there is some preliminary evidence showing that family values and priorities are more related to a child’s music involvement and exposure than hearing-related factors. A study conducted by Driscoll et al. (2015) involved parents of 32 families who had a child with a CI, with 28 of these families also having another child who had NH. Parents were asked to complete a survey regarding their children’s music participation and the impact of family values on musical engagement. Children were attending either preschool or primary school, with a mean age of 9.88 years (SD = 1.36). Correlations were performed between the parent’s ratings of importance, the child’s hearing ability, and their level of musical involvement. Results of this study revealed that CI and NH siblings from the same families had similar levels of musical involvement, with little difference in frequency of engagement or participation in formal lessons. That is, regardless of hearing status, children from the same family had music participation and enjoyment levels that reflected their parent’s values. Importantly, there was no significant association between hearing status and musical involvement; it was the values of the parents that was the dominant factor determining if a child actively engaged with music, highlighting the significant impact parent attitudes play in children’s music involvement (Driscoll et al., 2015). In line with this, the retrospective analyses by Gfeller et al. (2019) showed that current familial engagement in music was predictive of the Music Engagement Score, but age or time with the CI was not associated with music engagement.

One question that arises as a result of the Driscoll et al. (2015) study is whether the fact that the parents had a child with a CI impacted on their overall attitudes. In other words, did parents consciously (or subconsciously) change their attitude to music and the role of music in their children’s lives, to compensate for their child with a CI; if their children all had NH, would attitudes or expectations have differed? Hence the main aim of this current study was to compare the role, importance and value placed on music by families who had only NH children, to those who had a child with a hearing impairment (HI) and wore either hearing aids (HAs) and/or CIs. That is, is there a difference in the role of music, and attitudes to music between families of children with NH compared to families who have a child with a HL. Is there a difference between the children’s engagement with music, participation in music, or enjoyment of music? A secondary aim was to see whether this differed between three different countries – i.e., are there cultural considerations that need to be considered?



MATERIALS AND METHODS

This study was conducted in Australia, Finland, and the United Kingdom (UK), with appropriate institutional ethics approvals being obtained for all countries.


Participants

Parents of children aged between 2 to 6 years were invited to complete the questionnaire. There were two groups of participants for each country – families with NH children (NH group), and families who had a child with a HL (HL group). Children in the HL group could use either hearing aids (HAs) and/or CIs, fitted unilaterally, bilaterally or bimodally (CI in one ear, HA in the contralateral ear), but had to have been fitted with their first hearing device at age two or younger. Families of children with additional disabilities and families of NH children who had a sibling with a HL were excluded from the study. As this was an anonymous online survey, it was not possible to pre-screen individuals against the inclusion and exclusion criteria. Participants had to click they had read and agreed to the online Participant Information Consent Form statement before proceeding, and that they met the study criteria.



Materials

The Role of Music in Families Questionnaire (RMFQ), initially developed by Looi et al. (2018) was furthered for this study. There were three versions of this questionnaire, one for parents of children with NH, one for parents of children fitted with HA(s), and one for families of children fitted with CI(s). It had seven subsections, which covered the topics of: A-General Information, B-Childhood Music Participation and Experiences, C-Attitudes and Reactions to Music, D-Music Resources, E-Overall Importance of Music in the Household and Family, F-Music Listening Preferences and G-Future Perspectives. The survey comprised both closed- and open-ended questions, taking an estimated 30–45 min to complete. For Finland, an extra section H was added covering questions related to speech production, singing, and factors that encourage singing, however, these will not be covered in this paper. The RMFQ was broadly adapted from the Music Engagement Questionnaire: preschool and elementary (MEQ-P/E) used by Driscoll et al. (2015), with several major changes. Firstly, the RMFQ extended beyond the MEQ-P/E by having three separate surveys for the three sub-groups of families, and included children with HAs. The MEQ-P/E had a total of 26 questions, while the RMFQ had a total of 82 questions covering a broader range of topics. The target age group for the RMFQ was children aged 2–6 years, as opposed to the MEQ-P/E which included children up to 12 years of age. Finally, the MEQ-P/E was designed for families who had one child with a CI, and one child with NH. That is, comparisons were intra-family, rather than between-families as in the current study.



Procedure

The three versions of the RMFQ were initially pilot tested with five families in Australia to ensure it was clear, response options were valid, and questions were interpreted as expected. The questionnaires were then translated for Finland, with country-specific adaptations and pilot testing being conducted in Finland and the UK. The adaptations were predominantly in the first section, with response categories to demographic questions being changed to suit the country (e.g., the income ranges, education categories etc.). The RMFQ was then uploaded onto an online survey portal. In Australia and Finland, Qualtrics1 was utilized. In the UK, University College of London web-based, secure survey tool “Opinio” was used (UCL, 2019)2. The questionnaire could be completed on a computer, tablet and/or smart phone, and no personal identifying information was collected.

In all countries, flyers containing the study information and questionnaire links were distributed via a number of hearing-related organizations, clinics, and charities. Data collection time varied slightly between the three countries, but was approximately 3 months.



Data Analysis

Data from the HA and CI questionnaires were grouped together to form a HL group, with analyses predominantly focusing on comparing this group to the NH group. It should be noted that Section B included questions related to the frequency of participation in, and enjoyment of, various musical activities. These were scored with different scales between countries. Frequency was scored on a 7-point scale for Australia and Finland: 0 = don’t know, 1 = less than monthly; 2 = once a month; 3 = 2–3 times a month; 4 = once a week; 5 = 2–3 times a week; 6 = 4–6 times a week; 7 = daily. For the UK, a 6-point scale was used: 0 = don’t know, 1 = less than monthly; 2 = once a month; 3 = 2–3 times a month; 4 = once a week; 5 = 2–6 times a week; 6 = daily. Hence for analyses, a 6-point scale was used, with responses in categories ‘5’ and ‘6’ from Australian and Finnish respondents being combined. Enjoyment was scored on a scale from 1 to 10 (1 = Does not Enjoy; 10 = Very much enjoys). Data was analyzed to assess for differences within each country for the effect of a HL (i.e., NH vs. HL for the same country), as well as between the three countries (i.e., Australia vs. Finland vs. UK) for (i) NH families and (ii) HL families.

Based on the research questions, statistical comparisons were predominantly made: (1) between countries, separately for NH and HI children; (2) between NH and HI children, only within each of the three countries (but not between countries; i.e., for example, no comparisons were made between NH children from one country to HI children from a different country).

As the exact statistical test used varied for the different sections due to the different types of data and different comparisons made, details of the test(s) used will be provided in the Results section under the applicable subsection. In general, for most of the statistical comparisons, Mood’s Median tests were used as distributions of the data did not have the same shape (an assumption required for tests such as the Mann–Whitney U, or Kruskal–Wallis tests). The assumptions for parametric tests such as t-tests and/or Analyses of Variance (ANOVA) were not met on most occasions. Comparisons between proportions were made using Chi-square tests, or Fisher’s Exact test when the assumptions for the Chi-square test failed (i.e., if more than 20% of cells had an expected count below 5; the Chi-Square tests needs this to be no more than 20% for the results to be valid). Bonferroni corrections were made for all multiple comparisons. Correlational analyses were performed using Spearman’s Rank Correlations, as the bivariate normality assumption was violated. As is inherent to questionnaires, the number of respondents differed for some of the questions, and where applicable, the number of respondents who answered a particular question is provided in the tables provided. Analyses were performed using either SPSS version 23.0 and/or Minitab version 17.0.




RESULTS

In total across the three countries there were 322 families of NH children, and 56 families of children with HL. For Australia, there were 50 NH children (29 Male, 21 Female) with a mean age of 4.00 years (SD 1.102), and 25 hearing impaired (HI) children (15 Male, 10 Female) with a mean age of 3.54 years (SD 0.603). The NH children were significantly older than the HI children in Australia (p = 0.022; two-sample t-test). For Finland, the mean age of the 242 NH children (109 Male, 132 Female) was 3.92 years (SD 1.195), with the mean age of the 21 HI children (6 Male, 15 Female) being 3.42 years (SD 1.257). The UK cohort comprised 30 NH children (15 Male, 14 Female, 1 no response) with a mean age of 4.17 years (SD 1.341), and 10 HI children (5 Male, 5 Female), mean age 3.95 years (SD 1.252). There was no statistically significant difference between the ages of the NH and HI children in Finland, or the UK (Mood’s Median Tests). There was also no statistically significant difference between the ages of the NH children across the three countries, or the ages of the HI children across the three countries (Mood’s Median Tests).


Section A – General Information

This section covered general demographic and hearing-related information. Combined across the NH and HL groups, 92% of the surveys were completed by the mother in Australia, 99% in Finland and 95% in the UK. For Australia, 91% of the respondents spoke English as their main language at home, with 99% of the children being born in Australia, and 100% brought up in Australia. Eighty percent identified their culture as ‘Australian.’ For Finland, 98% of respondents spoke Finnish as their main language, 99.6% were brought up in Finland, and 96% identified their culture as ‘Finnish.’ For the UK, 70% of the respondents spoke English as their main home language, 85% were brought up in the UK, and 65% of them identified their culture as ‘British.’ For Australia, the most typical maternal education level was a Bachelor degree (33%), with 4% at the highest educational level (Ph.D. or Doctorate). Finnish results were very similar to Australia, with the most typical maternal education level being a Bachelor degree (38%), and 4% at the highest educational level (Ph.D. or Doctorate). For the UK 48% of respondents had a Bachelor Degree and 7.5% were educated to Ph.D./Doctoral level.

For the children in the HL group, the mean age diagnosed with HL was in Australia 0.39 years (SD 0.909), 0.71 years (SD 1.017) in Finland, and 0.78 years (SD 1.57) in the UK. The UK HL cohort included two children with progressive hearing losses, hence the large standard deviation. The level of HL the child was diagnosed with was most typically moderate in the right ear (28%) and moderately severe in the left ear (24%) for Australia. In Finland, the majority of children had a profound loss (both ears) (57%), with 29% having bilateral moderate losses. In the UK, the cohort contained three children (30%) with moderate bilateral losses, one child with a bilateral moderately severe loss, five children with bilateral severe to profound losses, and one child with a slightly asymmetric losses with the poorer ear being moderately severe. For Finland and the UK, all HA users (Finland, N = 7; UK, N = 4) and all CI users (Finland, N = 14; UK, N = 6) were fitted bilaterally. In Australia, of the 17 HA users, 13 were bilaterally aided, 4 unilaterally aided. Seven of the eight CI children were bilaterally implanted, with the other using bimodal stimulation. For the CI recipients, the mean age at of implantation was 1.45 years (SD 0.960) in Australia, 0.85 years (SD 0.245) in Finland, and 2.33 years (SD 1.212) for the UK. For the HA users, the mean age of first HA fitting was 0.87 years (SD 1.263) in Australia, 1.12 years (SD 1.046) for Finland, and 1.18 years (SD 1.891) for the UK. The mean time with their respective hearing device, in years, was: Australia, CI, 2.20 (SD 1.336), HA, 2.42 (SD 0.955); Finland, CI, 2.42 (SD 1.318), HA, 2.11 (1.318); UK; CI, 1.92 (SD 1.531), HA, 2.92 (SD 1.215).



Section B – Childhood Music Participation and Experiences

This section asked about the child’s engagement in a wide range of music-based activities. Responses to question B1, “At what age did your child first start paying attention to music?” indicated that Australian NH children first attended to music at an average age of 0.62 years (SD = 0.89) while the 22 HI responses indicated an average age of 0.81 years (SD = 0.089), with no significant difference between the two groups (Mood’s Median Test).

Question B5 asked parents “How often did you sing in front of your child (face to face) during the last year?” This was followed for the NH group by the question, “How often did you sing in front of your child (face to face) during the first year of his/her life, and for the HI group (Australia and Finland only)” – “How often did you sing in front of your child (face to face) in the first year after they received their CI/HA(s)?” The scales and results are displayed in Table 1.

TABLE 1. Mean of responses to questions B5 and B6 for parental singing.

[image: image]

For the question related to the amount of singing in the last year (Q B5), for the NH families, Fisher’s Exact Test showed there was a significant difference between the three countries, with post hoc comparisons showing that the distribution of scores for Finland was significantly different to the UK distribution (p = 0.004) (see Table 2 for the crosstabs, showing the distribution of responses for both the NH and HI groups). The means and distributions indicate that parents in Finland sang more than in UK. For the families of children with HL, there was no difference between the countries. Within each country, a statistically significant difference in the distribution of parental singing of NH children compared to HI children was found for Finland only. Compared to Finnish NH families, it can be observed that more Finnish parents of children with HI sang ‘daily’ or ‘once a month’ for their child, while less of them sang ‘less than once a week,’ ‘2–3 times in month,’ or ‘2–6 times a week.’3 No other statistically significant differences were found.

TABLE 2. Distribution of responses for question B5.

[image: image]

Questions B7 – B23 covered a range of different music activities as listed in Table 3. Respondents were asked whether their child participated in each of these activities. Parents were first asked, “Has your child ever participated in this activity?” (Yes/No). The results are presented in Figure 1. If they answered yes, then the child’s frequency of participation was scored on a scale from 0 to 6, as detailed earlier in the ‘data analysis’ section, with this data used to calculate the Overall Music Participation Frequency Score (OMPFS) calculation (discussed below).

TABLE 3. Section B question/instrument association.
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FIGURE 1. Percentage of children who had participated in each activity, for the 6 participant groups. The top panel displays the formal activities, the bottom panel displays the informal activities. Formal: B7, Music Lessons; B8, Singing Groups; B9, Instrumental Groups; B10, Special children’s music programs; B11, Dance classes; B12, Other organized music programs or activities; B13, Music classes at preschool/kindergarten/childcare; Informal: B15, Listening to music informally; B16, Social music activities; B17, Musical videos; B18, Family music activities; B19, Online music training or music games; B20, Independent music exploration; B21, Creating/making up songs or music performances for play or fun; B22, Dancing informally; B23, Live music concerts. B13’s response scale was different in Finland, and therefore is not presented in this figure.



When the NH data was examined as a whole (i.e., combining the participation rates for all three countries), it was observed that all of the children participated in musical activities; for example, 100% of children listened to music informally, 97% danced, and 96% created their own songs or musical performances. In comparing between the countries, for the NH group, there were significant differences for participation (yes/no) in Singing Groups, Instrumental Groups, Special Children’s Music Programs, Dance Classes, Family Music Activities (e.g., singing or playing music together), Online Music Training Programs/Games, Independent Music Exploration, Creating Songs/Music Performances informally, and Music Concerts (Chi-square tests, or Fisher’s Exact Tests). The Finnish cohort participated significantly more (p < 0.005) than both the Australian and UK cohort for Singing Groups, Instrumental Groups, and Online Music Training Programs/Games. Both the Finnish and Australian cohort participated significantly more than the UK cohort (p < 0.005) in Special Children’s Music Programs, Independent Music Exploration, Creating/making up Music or Singing Songs informally, and Music Concerts. Finnish children participated more in Family Music Activities than UK children, but UK children participated more in Dance Classes than Finnish children (p < 0.005 for both). Overall for the NH children, where there was a significant difference, the Finnish children had greater participation levels, with little difference between the Australian and UK children. The UK children tended to have the lowest participation rates overall.

For the HI group, the Finnish cohort participated in Singing Groups as well as in Creating Music or Songs informally more than both the Australian and UK children. Their greater participation rates in online music training programs than the UK children was approaching significance (p = 0.057). Australian children had significantly higher rates of Formal Music Lessons than the Finnish children (p = 0.012). There were no other statistically significant differences. Overall for the HI children, less significant differences were observed than for the NH group. The within-country comparisons for participation in specific activities between NH and HI children were conducted using Fisher’s Exact Test. The only significant differences were, for Australia, for Independent Music Exploration (p = 0.002) and Dancing Informally (p = 0.005), for Finland, for Other Music Programs/Activities (p = 0.027) and Listening to Music Informally (p = 0.005), and for the UK, Dancing Informally (p = 0.042). In all cases, NH participation rates were higher.


Overall Music Participation Frequency (OMPFS)

To get an overview of the average frequency of participation in music activities, an ‘Overall Music Participation Frequency’ score (OMPFS) was calculated for each participant by averaging their frequency of participation scores from questions B7–B23, with frequency being classified on a scale from 0 to 6, as described earlier. These mean of these scores are shown in Table 4. As only activities that the child participated in were included in the calculation, the number of activities averaged differed for each child. When comparing between countries, one-way ANOVAs showed that the Finnish HI children had higher participation scores than the UK HI children (p = 0.011). Within each of the three countries, there was no difference between the NH and HI children.

TABLE 4. Mean and SD for OMPFS and OMES scores.
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Overall Music Enjoyment Score (OMES)

In addition to the OMPFS, an Overall Music Enjoyment Score (OMES) was calculated for each child, by averaging the ratings for the activities that the child participated in; again, the number of activities included in this calculation differed between the individual participants. The mean of these scores are shown in Table 4. Mood’s Median Tests showed that scores from the NH children in the UK were significantly higher than the NH Australian children (p = 0.016), and also higher than the NH Finnish children (p = 0.030), with no other differences. There were also no differences between any of the countries for the HI children, nor any differences between the NH and HI within each of the three countries That is, overall, NH and HI children from the same country had similar music enjoyment and participation scores.




Section C – Childhood Music Participation and Experiences

This section asked about the child’s participation in, and reactions to, music, and was slightly different for the UK than for Australia and Finland. In Australia and Finland, the first question was only for the HI children, and asked parents whether their child’s reaction to music has changed over time since receiving their HA and/or CI. There were 36 responses in total for both countries, of which 18/36 (50%) said their child immediately became more interested in music, 4/36 (11%) said it was a gradual increase in interest in music, with 12/36 (33%) saying there was no change in their reaction. There were two ‘other’ responses. For the UK, parents of HI children were asked to rate on a scale from 1 (does not enjoy at all) to 10 (very much enjoys), whether their child enjoyed music overall. Of the 10 parents that responded, seven gave the maximum rating of ‘10’, and there was one rating of ‘7,’ and one rating of ‘4.’

For all three countries, and all groups (including the NH group), this was followed by the question “Which of the following best describes your child’s response to music generally, in the last 6 months” with a 5-point rating scale: 1 = very much enjoys music; 2 = enjoys some aspects of music; 3 = neither enjoys nor dislikes; 4 = somewhat negative; and 5 = dislikes music. None of the NH parents selected ‘somewhat negative’ or ‘dislikes music’ and only 1 parent from the HL group rating ‘somewhat negative,’ with no ratings of ‘dislikes music.’ Statistical analyses showed no differences between the three countries nor between the NH and HI groups for the proportions who selected each option. The Australian and Finnish questionnaire for HI families then asked about factors that may make music listening more, and less enjoyable for their child with a HA or CI. Eleven different factors were listed, with respondents asked to mark all the factors that made music more enjoyable, and subsequently in the next question, all the factors that made music less enjoyable. There were also two additional options: “I am not aware of any situations that…(makes music more/less enjoyable),” and “Other (please specify).” Results are presented in Figures 2, 3. Across countries, having visual input with the music, followed by a quiet listening environment, were the two most commonly selected factors that helped to make music more enjoyable, with a noisy listening environment overwhelmingly selected as the factor that made music less enjoyable.
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FIGURE 2. Factors that make music listening more enjoyable. Parents could select more than one factor, and the bars represent the number of time that factor was selected (Australia and Finland only; n = 45).
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FIGURE 3. Factors that make music listening less enjoyable. Parents could select more than one factor, and the bars represent the number of time that factor was selected (Australia and Finland only; n = 45).





Section D – Music Resources for Child

The questions in this section asked parents if they had discussed their child’s music participation with teachers, therapists or other professionals, if they had utilized music information from any of the HA or CI companies, and if they had purchased musical instruments or music resources for their child. For the NH group, only 17% of respondents said they had discussed their child’s music participation with professionals, compared to 55% for the HL group. Statistical analyses (performed with Chi-Squared Tests or Fisher’s Exact Tests) showed that for each country, the difference between the NH and HL groups was statistically significant (or approaching significance) (p = 0.09 for Australia; p < 0.001 for Finland; p = 0.055 for UK), with no country difference within each of these two groups.

With regard to purchasing musical instruments, 67% of the NH group and 72% of the HL group said they had purchased (or were renting, or in the process of purchasing) musical instruments for their child, with no differences within or between the countries. Ninety-two percent of the NH group and 80% of the HL group had purchased physical music resources (e.g., music books, music toys, DVD/Video, CDs) for their child. For the NH group, more Finnish parents had purchased resources than Australian (p = 0.011) or UK parents (p = 0.005). For the HL group, there was no significant country differences noted. Within each country, the difference between the NH and HL groups was only significant for the Finnish cohort (p = 0.007; NH higher).



Section E – Overall Importance of Music in Your Household and Family

This section aimed to evaluate how important music was in the family and child’s life. All statistical analyses were conducted with Mood’s Median tests, with post hoc Chi square tests conducted where applicable. Parents were firstly asked to rate ‘music is important to our family’s life’ on a scale from 1 to 10 (1 = not at all important; 10 = very important). Results are shown in Table 5.

TABLE 5. Mean and SD (and ‘n’) for Section E, Section F and Section G.
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Between-country comparisons for the NH group were statistically significant (p = 0.0004), with this difference being the UK parents rating music as significantly more important in their family’s life than the Finnish parents (p = 0.002). There were no other significant differences. Within each country, there was no difference between the NH and HL group.

When asked to rate how important music was in their child’s life (same scale as for ‘family life’), similar results were found with the UK parents of NH children rating music as significantly more important than Finnish parents of NH children (p = 0.001), with no significant country difference for the HI children, nor any significant difference between the two groups within each of the three countries individually (Table 5).

The third key question asked parents to rate the importance of music in their other children’s life (see Table 5). For the NH children, the UK parents’ ratings were significantly higher than both the Australian and Finnish parents’ ratings (Australia: p = 0.001; Finland: p = 0.010), with no country differences for the HI group. Again there were no differences between the NH and HL groups for any of the three countries.



Section F – Child’s Music Listening Preferences

The first question of this section asked parents ‘How much music would your child actively listen to, or be involved with each week’ (in hours)? Results are displayed in Table 6. Independent Samples Median Tests showed no significant differences between NH and HI children within each country, or between the countries for the NH, or HL groups.

TABLE 6. Means for ‘How much music would your child listen to or be involved in each week (hrs).’

[image: image]

The next two questions then asked parents to rate on a slider scale (which was subsequently converted into a number from 1 to 10 where 1 was the poorest): (i) ‘My child loves music,’ and (ii) ‘in my opinion, my child is good at music.’ As can be seen from the results shown in Table 5, overall ratings were extremely high for the first question. Mood’s Median Tests with post hoc Chi-Square tests (and Bonferroni corrections) were used to compare between the countries. These analyses showed that the NH Finnish ratings were significantly lower than the Australian or UK NH ratings (Australia: p = 0.007; UK: p = 0.003), with no country difference for the HL group nor any significant differences between the NH and HL groups within each country. The NH Australian ratings on whether they felt their child was good at music was significantly lower when compared to both the Finnish and UK NH children (Finland: p < 0.001; UK: p = 0.004). Again there were no differences for the HL group, or within the countries between the NH and HIL groups. There were no significant between-country differences for either the NH or HL groups in the proportion of children who would initiate age-appropriate music experiences themselves and within each country, the only difference was for Finland, with significantly more NH children doing this (Fisher’s Exact Test; p = 0.031).



Section G – Future Perspectives

The first three questions of this section asked parents: (i) I think my child will be actively participating in music for the next 5 years; (ii) I think my child will be learning a musical instrument, playing in a band, or singing in a choir when they are in high school; and (iii) If music was an optional subject at primary school, do you think your child would do it? The response was made on a slider-rating scale (converted to a number between 1 and 10 where 1 was the poorer or ‘less likely’ score). Finally parents were asked whether they would support it if their child wanted to pursue music as a career (yes/no). Results for these three questions are presented in Table 5. Mood’s Median Test with post hoc Fisher’s Test with Bonferroni corrections (where applicable) were used for analyses of the first two questions, and Fisher’s Exact Test used for the proportional data in the last question.

There were no between, or within country differences for the first question of this section. For the second question, responses were similar between the countries for the NH children, but for the HI children, Finnish parents had significantly lower expectations than UK parents (p = 0.033). Within the countries, the only significant difference was for Finland with parents of NH children having significantly higher expectations than parents of HI children (p = 0.022). With regard to whether they thought their child would do music if it was an optional school subject, the parents of Finnish HI children had significantly lower expectations of this happening than both the Australian and UK parents (Australia: p = 0.009; UK: p = 0.001), with no difference between countries for the NH children. Within each country, only the Finnish cohort showed a significant difference between the NH and HI children (NH higher; p = 0.001).

For the final question, the overwhelming response was ‘yes,’ with 95% of the parents of both the NH and HI children saying they would support their child if music was their chosen career path, with no significant between or within country differences for the proportion of parents who said ‘yes.’



Correlations

Correlational analyses were conducted to look for associations between the OMPFS or OMES and both key participant variables (age for both groups, and for the hearing impaired group, age diagnosed with HL and age fitted with device), as well as the following four questions in Sections E and F: (i) importance of music in your family’s life; (ii) importance of music in your child’s life; (iii) my child loves music; (iv) my child is good at music. For the NH group, there was a weak negative correlation between age and the OMES (Spearman’s ρ = −0.129; p = 0.029), with no significant correlation between age and the OMPFS. That is, older participants provided slightly lower enjoyment ratings for the activities they participated in. There were no other significant correlations for the HL group.

For the NH group, there were significant moderate correlations between both the OMES and OMPFS and all four questions listed above. For the HL group, there were significant moderate correlations between the OMES and the rating of the importance of music in the child’s life, as well as between both the OMES and the OMPFS and the ratings of ‘my child loves music’ and ‘my child is good at music.’ There were no significant correlations for either the OMES or OMPFS and the rating of how important music is in the family’s life for the HL group. These results are shown in Table 7.

TABLE 7. Correlations between OMPFS and OMES, and questions from Section E and F, for both NH and HI groups.
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DISCUSSION

The major aim of the current study was to compare the role of, and attitudes to, music between families of children with NH to families with children with a HL, with a secondary aim of seeing if these results differed between three countries. The overall results showed very few differences between NH and HI children, regardless of whether the families lived in Australia, Finland or the UK, suggesting that it is the family’s attitude to music and the role it plays in the household, rather than a child’s hearing thresholds, that determines children’s involvement and engagement with music. There were few differences between the countries, either, suggesting that this finding of familial influence is fairly consistent, at least across the three countries involved in this study.


Families of NH Children vs. Families of HI Children

Children, regardless of their hearing abilities, first started attending to music at similar ages (NH: 0.62 years; HI: 0.81 years). Briggs (1991) provides a list of music development milestones for NH children from birth to age 11. Our NH findings are relatively consistent with their developmental progression proposing that an infant will first respond to being sung to with fixed attention or cessation of movement at age 2 months, and will ‘calm’ or quieten to quiet music at around 3 months of age. Around the age of 6–8 months, the child will start to search for, and attend to, music when it is played. There has yet to be any published research on how a HL impacts on these music developmental milestones, however, our results are consistent with the proposition that these early music attention milestones would be the similar for HI children, provided they were appropriately aided or implanted at an early age.

Driscoll et al. (2015) in their cohort of 16 preschool aged American children with CIs reported that their participants first started attending to music at a somewhat older age of 1.81 years; no results for their NH children were provided nor was the age at implantation, or experience with the CI, given for children with CIs. This delay of 1 year in attending to music may be partially due to the fact that the HI children in Driscoll’s study were all CI recipients, as opposed to the mix of CI and HA users in the current study. Children with implants would have had a greater degree of HL, and would probably have received minimal auditory input during the time before they got the implant, hence the older age before they attended to music. It is also interesting to note here that in the current study, 50% of the parents in the HL group, compared to 25% of parents in Driscoll et al.’s (2015) study, reported that their child with a HL became immediately interested in music when they received their devices for hearing. The age of implantation (or initial HA fitting) was not provided by Driscoll et al. (2015), and if their cohort was implanted at a later age, it may also explain the delay in attending to music. During periods of deafness, the brain reorganizes to compensate for the lack of auditory input; once this auditory input if provided, further reorganization occurs. However, this takes time (Kral and Sharma, 2012).

To examine music engagement and participation, parents were provided with a list of 15 different music activities and asked to indicate which of these their child participated in, and the frequency of participation. Of these 15 activities, there was only a maximum of two activities where the NH cohort had a significantly higher proportion of children participating than HI children (and only one in the UK). There was no significant difference in the overall frequency of participation (as measured by the OMPFS), or enjoyment levels (as measured by the OMES), between NH and HI children. This is supported by the later question asking parents ‘How much music would your child actively listen to, or be involved with each week,’ where no significant difference was found between NH and HI children. Further demonstrating the overall high levels of music enjoyment reported in this study, when parents were asked about their child’s response to music in the last 6 months, none of the NH parents selected ‘somewhat negative’ or ‘dislikes music’ and only one parent from the HL group rated ‘somewhat negative,’ with no ratings of ‘dislikes music.’ That is, only one parent out of 308 who answered this question (combined NH and HL groups) said their child has a negative response to music, and only four parents (three from the NH group and one from the HL group) indicated a neutral reaction of ‘neither enjoys nor dislikes.’

There were no differences for any country between the proportion of NH and HI families who had procured (e.g., purchased, rented) at least one musical instrument for their child, with an overwhelming majority of parents having purchased physical music resources for their child (e.g., music books, DVDs, CDs, videos etc.). Finland was the only country where there was a significant difference between parents of NH compared to HI children; the former were significantly more likely to purchase music resources for their child.

There were also no differences between NH and HI families in rating how important music was in their family’s life, in their child’s life, or in the lives of their other children (where applicable). Overall for the NH and HI families, the mean ratings (out of 10) of as to how important music was in the family’s life, and in their child’s life were very high (NH: 7.7, 8.0; HI 8.0, 8.0, respectively out of 10), implying that music is an important part of family and upbringing, at least in these three developed Western nations. Driscoll et al. (2015), for their group of 16 children using CIs found very similar results, reporting a mean of 7.9/10, when asked to rate the importance of music in the household. No data was provided for the NH children in their study. In the current study, parents also provided similar ratings for whether their child loved music, was good at music, and if they self-initiated music, regardless of the child’s hearing status. This is consistent with the assertion that having a child with a HL does not impact on the role that music plays in the family, or a parent’s attitude to having their child engage and participate in music-related activities.

The final section of the questionnaire asked about the future, and their prediction of their child’s future involvement with music-related activities, as well as how supportive they would be of their child’s continued active engagement with music. The overwhelming response from both the NH and HL groups was that parents would support their child’s future involvement with music (95% of parents from both groups saying ‘yes’), and that they expected their child to be actively involved in music activities for the next 5 years (mean scores for all groups was greater than 8/10). All participant groups, except for the parents of Finnish HI children, had mean scores above 7/10 that their child would be learning a music instrument, playing in a band or singing in a choir, when the child was in high school. Given that all of the children in this study were aged 6 years or younger, this indicates that parent’s believe their child will continuing to participate in formal musical activities for many years to come.



Factors That Make Music Listening More/Less Enjoyable for Children With HL

Parents were specifically asked about factors that impacted on their child’s music listening experience. For the HI children, having visual input with the music, and a quiet listening environment were the highest rated factors for improving music enjoyment, with a noisy listening environment followed by an inappropriate music volume being the most frequently rated factors that detracted from music enjoyment. Looi and She (2010) and Looi et al. (2019) asked postlingually deafened adult CI and HA users, respectively, about factors that impacted on their music listening enjoyment. In line with the present results, for both adult CI and HA users, being able to watch the performer or following the musical score/words (which are visual cues), and a quiet listening environment were also highly rated factors by the majority of adults that improved music enjoyment, with music volume (e.g., too loud/soft) and an echoey/reverberant room being highly rated factors detracting from music listening (‘noisy listening environment’ was not specifically asked in the adult studies). Collectively the results imply that factors which make music perception more difficult also reduce music enjoyment, whilst those making perception easier increase the listener’s enjoyment. Many of these factors overlap with variables that impact on speech perception, and by taking the time to proactively modify the listening environment would serve to benefit both speech, and music perception.

It is interesting to note that a special or separate music listening program was rarely selected as a factor to improve music listening for children or adults; it was selected by 2/45 parents in this study and 28/100 in the adult HA study (Looi et al., 2019). Hence it is questionable as to the extent these programs offered by device manufacturers genuinely improve music listening for the typical HI listener, or it may be that many CI or HA users are unfamiliar with the programs.



Comparisons Between the Countries

A secondary aim of this study was to see whether there were any country/cultural differences in the role music plays in families of children in Australia, Finland and UK. To the authors’ knowledge, this has not yet been examined in existing research involving families with HI children.


Normally Hearing Children

Overall there were some between-country differences observed for the families with NH children in this study, particularly in the actual rates of participation in different music activities for children. However, the mean frequency of participation for the activity (as calculated with the OMPFS) between the countries was not statistically significant. Every single child listened to music, 97% danced, 96% created music performances informally. The present results fit with a Slovenian study by Denac (2008) where 176 kindergarten children (aged 5–6) were interviewed on the music activities they most preferred to participate in at home. They found that ‘listening to music’ (56%), dancing or moving to music (55%), and singing songs (48%) were the popular informal home music activities. Similarly in a Brazilian study by Ilari et al. (2011), all but one mother reported that they listened to music with their child, with 52% saying they also danced to this music with their child, and 43% saying they played along with the music whilst dancing. Our results are also in line with the findings from Williams et al. (2015) who reported that 42% of their Australian families engaged in music activities with their children 6–7 days a week, 32% using it 3–5 days a week, 23% for 1–2 days a week, and only 4% had not used music in the last week. It would seem that children, regardless of the country they live in, enjoy listening to music, and dancing to music.

In looking at the participation rates for individual activities, for all three countries, listening to music informally and dancing informally had the highest participation rates. There were some interesting observations made in comparing the participation data between the countries. Finnish children participated in singing groups, instrumental groups and online music training programs/games significantly more than either the UK or Australian children, and Finnish parents reported to spend significantly more time singing to their child in the last year than UK parents. In Finland, many parents participate with their children in or send them to ‘music play schools,’ which are common, low-cost activities, routinely provided at many daycares and usually taught by a music pedagogist (Huotilainen and Tervaniemi, 2018; Linnavalli et al., 2018). In these groups, children sing and play instruments, which may explain the high participation rates in singing and instrumental groups reported by Finnish parents.

The UK children participated significantly less in special children’s music programs, independent music exploration, creating/making up music or songs, and music concerts than either the Australian or Finnish children. It is difficult to determine the reason(s) for these differences. It may be that the availability and access to these different activities may be different across the countries. For example, one could speculate that the reduced availability or access to, and/or higher costs to attend, these special music programs in the UK may make it more challenging for parents, or that the availability and access to children’s singing groups or instrumental groups is higher in Finland (e.g., more groups available, closer to home, lower costs).

One other worthwhile finding to highlight was that the present results showed that parents sang, on average, 2–6 times a week to their children. Ilari et al. (2011) reported that 90% of the mothers in their study said they sang to their child, and half reported that others in the family (e.g., fathers, siblings etc.) also sang to the infant. This suggests that parental singing is an inherent part of a child’s upbringing, which is important given research indicating that more parental singing potentially benefits not only parent–child bonding, but also encourages children to sing and is associated with better attention, speech perception in noise and language skills (Torppa et al., 2018, 2019).

Interestingly, although the trend in music participation rates was for the Finnish cohort to have the highest proportion of children participating in many of the activities, and the UK children the lowest proportion, the Finnish parents had significantly lower ratings than UK parents when asked to rate the importance of music in their family’s life, and in their child’s life. For the latter, Finnish parents ratings were also significantly lower than Australian parents. This seems somewhat contradictory; one would expect that if a parent was willing to make the time effort to enroll their child in a large number of music activities or engage them in music making opportunities, then they must see some potential benefit or value to providing those musical opportunities. This may be related to country differences in deciding what is ‘important’ versus ‘less important’ when prioritizing different factors, or language or cultural differences in interpreting the term ‘important.’ For example, it may be that if music is a ‘routine’ or ‘expected’ part of Finnish culture and upbringing, being integrated routinely into daily life, then it is not necessarily seen by parents to be something special or a ‘priority.’ Alternatively, it may simply be that Finnish parents are more conservative when providing ratings on these kind of scales. Finnish parents also provided significantly lower ratings than Australian or UK parents as to whether their child loved music, although Australian parents provided significantly lower ratings than Finnish or UK parents as to whether their child was good at music.

For the OMES, a measure of the levels of enjoyment of the activities the children participated in, overall enjoyment scores were generally high (means ranging between 8.8 and 9.2 out of 10), with ratings from the UK NH children being higher than both the Australian and Finnish children. When asked about their child’s general response to music in the last 6 months, 99% of all the NH children had a positive response to music. Attitudes to music and the importance of music in the family unit were fairly similar across countries, and there were no country differences for any of the ‘future perspectives’ questions, for the NH children. Parents had high expectations when asked whether they thought their child would be participating in music activities for the next 5 years. When asked if they thought their child would be learning a musical instrument, playing in a band and/or singing in a choir in high school (i.e., more than 5 years from the time they were completing the questionnaire), expectations were still relatively high of this happening. An overwhelming 95% of parents said they would support their child if their child wanted to pursue music as a career. Thus, results from this cohort of NH children were similar to results from published results from other countries, suggesting that the value of music is recognized by parents globally, and children all around the world enjoy participating in, and listening to, music.



Hearing Impaired Children

There were even fewer between-country differences for the HI children. There was no differences in the age children started attending to music for the three countries, nor in the amounts parents sang to their child in the last year, or in the first year after they received their hearing device.

For the 15 music activities in Section B, similar to their NH counterparts, the Finnish HI children had significantly higher rates of participation in formal singing groups, as well as in making up or creating music/songs, than both the Australian and UK children. Further, only the Finnish children participated in instrumental groups – none of the Australian or UK HI children participated in these formal instrumental groups. Australian children had significantly higher rates of formal music lessons than the Finnish children, though. A similar trend seen in the NH data was observed in the HI data, in that Finnish children tended to have the highest proportion participating in most activities, and the UK the lowest proportion.

The OMPFS also showed that Finnish children participated in their chosen activities significantly more frequently than the UK children, with no difference between the Australian and Finnish, or Australian and UK children. The most commonly undertaken activity for Finnish children was creating or making up music/songs (100% of the children did this), followed by watching musical videos (94%). In contrast, for both the Australian and UK children, listening to music informally was the most commonly undertaken activity, followed by watching musical videos for Australia (94%) and independent music exploration as well as dancing informally for the UK children (70% for both). Several Finnish parents of children with HL reported that professionals such as speech therapists had informed them about the benefits of music participation and had recommended that they sing, and make music, with their child(ren), and therefore they made a conscious effort to integrate music into their daily family life. This may be one of the reasons for the country differences found for the Finnish HI children. It is also possible that music is an inherent part of more families’ lives in Finland than other countries, regardless of whether their child has NH or a HL. Kirschner and Ilari (2014) collected information on music participation and involvement for 41 Brazilian and 36 German preschool children. Half of the children in each country participated in weekly music education classes, but there were between-country differences when it came to music in the family home. Brazilian parents spent significantly more time than the German parents each day on active music making activities such as singing, or playing instruments at home with their children. The Brazilian children were also significantly more likely to sing and dance spontaneously than the German children. The authors discuss how ‘music learning’ is somewhat different between the countries, with Germany tending to be more dominated by formal music lessons or participation in an organized music group (e.g., choir, band etc.), whereas Brazilian children tended to learn to sing, dance and play music informally as part of their daily life (e.g., seeing it on TV, dancing/singing in the community etc.). The authors suggested that these findings indicate a culture-specific social learning process in learning musical conventions.

In the current study, music enjoyment levels were high, and similar between the countries. This enjoyment was also demonstrated with only one of the parents in this group amongst the whole cohort rating that their child’s response to music was ‘somewhat negative’; that is, 96% of the HI children enjoyed music. This is consistent with findings from Gfeller et al. (1998), Trehub et al. (2009), and Rocca (2012), who all report that the majority of children with HL enjoy, and benefit from, participating in music. Although research indicates that adults using CIs (Looi et al., 2007; Looi and She, 2010; Limb and Roy, 2014), or hearing aids (Chasin and Russo, 2004; Looi et al., 2007, 2018) have lower levels of enjoyment and perceptual accuracy for music compared to both NH adults as well as to when they had better levels of hearing, it must be remembered that most children are born with their HL, and/or acquire their HL at a very young age. Therefore they do not have a ‘normal hearing’ auditory template for music, but rather their memory and auditory template for music is one acquired whilst listening with their HA(s) and/or CIs. They have learnt to hear music that way, and therefore do not know any different.

There were no differences between the countries in parental ratings for how important music was in their family, or HI child’s lives. There were also no differences in parental ratings of how much their child loved music, how good they were at music, or whether they self-initiated music experiences for themselves. It is worthwhile highlighting here the high ratings for all six participant groups (NH and HI children in all countries) for ‘My child loves music,’ with all mean scores above 8.6 out of 10.

Finally, in looking toward the future, scores for whether parents thought their child would be actively participating in music for the next 5 years were high, with no difference between the countries. Finnish parents were less optimistic than UK parents as to whether their child would be participating in music in high school (i.e., learning an instrument, playing in a band or singing in a choir) and less optimistic than both UK and Australian parents as to whether their child would choose to do music at school if it was an optional subject.

Overall, there were few between-country differences for the HL cohort, and these differences were primarily in the activities the children in each country participated in. It is noted that the number of HI participants in each country was small, which would have reduced the sensitivity of the statistical testing.




Correlations

Aside from the very weak negative correlation between age and OMES for the NH group, there were no significant correlations between either the frequency of music participation (OMPFS) or music enjoyment (OMES) and age-related participant variables (age, and for HI group, age diagnosed with HL, and age fitted with device) for either the NH and HI group. This is in contrast to the findings from LeBlanc et al. (1999) who tested 2042 students, aged 8–18, from Greece, South Korea, and the United States on their music preference, using an 18 item music listening test with Likert-type response scales. The authors looked at the factors of age, gender, and country on the music preference scores, finding a significant difference in music preference ratings between the three countries, with the variables of age and gender also contributing significantly to the ratings, and the variability in the ratings. In contrast, adult studies with CI recipients have found that neither age diagnosed with a HL or length of time with the device have been significantly correlated with music perception or enjoyment scores (Gfeller et al., 2008; Looi et al., 2012a). There are very few pediatric music perception studies involving children using CI or HAs, where correlations have been calculated to outcomes. Looi and Radford (2011) found pitch ranking scores of CI and HA users were not associated with age or duration of device use (age diagnosed with HL was not investigated), and Gfeller et al. (2019) did not find that age, age diagnosed with HL, age of implantation, or time with the CI were predictive of pitch ranking scores. The current authors could not find any hearing-impaired pediatric music appreciation studies where the researchers looked at whether participant variables were associated with the music participation or enjoyment scores.

For the NH group, both the OMPFS and OMES were moderately correlated to the importance of music for the family and child, and the parent-judged ratings of their child’s love of, and ability with, music. That is, the more important music was in the family and/or child’s life, the more often the child participated in music activities, and the more they were rated to enjoy these activities. Similarly, if parents felt their child loved music and/or were good at it, participation frequency and enjoyment was also higher. These results support the proposition that music enjoyment and participation are related to the importance of music in the familial, and individual’s life.

For the HI group, music enjoyment was higher in families who rated music as being more important in their child’s life, however, music importance in the child’s or family’s life did not associate with the OMPFS. Both the OMPFS and OMES were higher for children whose parents rated that they loved music, and/or were good at music. These correlations inherently make sense, although as is the nature of correlations, one cannot be sure if the children participate more because they enjoy it more and/or are thought to be better at it, or if it is because they enjoy it more or are better at it, which the parents had noticed, so subsequently they are provided more opportunities to participate. It is interesting to note that the importance of music in the family’s life was not significantly correlated with OMPFS, which is in contrast to the findings from Driscoll et al. (2015) for families who had a child with a CI as well as a NH sibling. This may be due to the fact that the OMPFS was a calculation of the number of times the children participated in their chosen music activities (i.e., frequency of participation), as opposed to the actual overall quantity of participation. That is, a child who participated in one activity every day would have a higher OMPFS than a child who participated in three activities once a week. Regardless, parents in this study do see music as important for their child with a HL, and provide them with regular opportunities to participate and engage with music.



Limitations

One of the major limitations of this study was the large difference in group sizes – both between the NH and HL groups, as well as between the countries, which reduced the power of the statistical analyses, with much of the data violating assumptions for parametric testing. Additionally, there were relatively fewer HL participants than NH participants, with the HL data combining both CI and HA users.

Although the study is the first to compare between three different countries, including one non-English speaking country, all three countries are considered developed, ‘Western’ nations, all speaking a non-tonal language. Hence the cultural differences between these countries may be less than if compared to an Eastern, Latin–American, or African country. Additionally, it is acknowledged that ‘country’ and culture are different, and one cannot equate culture with nationality, or even country of residence with nationality. However, as discussed in the results for Section A, parents were also asked what ‘culture’ they identified with, with 80% of Australians, 96% Finnish, and 65% of the UK families responding ‘Australian,’ ‘Finnish’ and ‘British,’ respectively.




SUMMARY AND CONCLUSION

The results of this study indicate that children, regardless of hearing levels or country of residence, have similar levels of music engagement and enjoyment. HL is not seen as a contraindication to music participation and involvement by the parents involved in this study, and families with HI children had similar attitudes and expectations of music for their child to families of NH children, with music being an important part of family life for the majority of respondents. When considered in conjunction with the findings of Driscoll et al. (2015), it could be propounded that the majority of parents do not significantly change their attitude to music or the role that music should play in a child’s upbringing, regardless of the child’s hearing thresholds. Overall, these findings are extremely positive, given the benefits that music training and participation offers to children across all facets of their development and upbringing.
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FOOTNOTES

1 www.qualtrics.com/uk/research-core/survey-software/

2 https://www.ucl.ac.uk/isd/services/learning-teaching/e-learning-staff/e-learning-core-tools/opinio

3 It is important to point out that the Fisher’s Exact Test compares the distribution of data, rather than the means. For example, in this case, a number was assigned to each category, so the M itself is somewhat meaningless (e.g., the M would be different if a different number was assigned to the categories. Due to the data being categorical, looking at the number of responses to each category (i.e., the distribution of the data) provides more meaningful comparisons. Hence the reason the M is the same in this case, but the results are still statistically different.
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Introduction: Typical cochlear implant (CI) users, namely postlingually deafened and implanted, report to not enjoy listening to music, and find it difficult to perceive music. Another group of CI users, the early-deafened (during language acquisition) and late-implanted (after a long period of auditory deprivation; EDLI), report a higher music appreciation, but is this related to a better music perception?

Materials and Methods: Sixteen EDLI and fifteen postlingually deafened (control group) CI users participated in the study. The inclusion criteria for EDLI were: severe or profound hearing loss onset before the age of 6 years, implantation after the age of 16 years, and CI experience more than 1 year. Subjectively, music perception and appreciation was evaluated using the Dutch Musical Background Questionnaire. Behaviorally, music perception was measured with melodic contour identification (MCI), using two instruments (piano and organ), each tested with and without a masking contour. Semitone distance between successive tones of the target varied from 1 to 3 semitones.

Results: Subjectively, the EDLI group reported to appreciate music more than postlingually deafened CI users. Behaviorally, while clinical phoneme recognition test score on average was lower in the EDLI group, melodic contour identification did not significantly differ between the two groups. There was, however, an effect of instrument and masker for both groups; the piano was the best-recognized instrument, and for both instruments, the masker with non-overlapping pitch was best recognized.

Discussion: EDLI group reported higher appreciation of music than postlingual control group, even though behaviorally measured music perception did not differ significantly between the two groups. Both surprising findings since EDLI CI users would be expected to have lower outcomes based on the early deafness onset, long duration of auditory deprivation, and on average lower clinical speech scores. Perhaps, the music perception difficulty comes from similar electric hearing limitations in both groups. The higher subjective appreciation in EDLI might be due to the lack of a musical memory, with no ability to compare music heard via the CI to acoustic music perception. Overall, our findings support a benefit from implantation for a positive music experience in EDLI CI users.

Keywords: early-deafened, late-implanted, cochlear implant, melody, postlingually deafened, implant outcome


INTRODUCTION

Music is an important daily-life auditory signal that can directly impact emotions, and also often plays an essential role in social entertainment and interactions (Boucher and Bryden, 1997; Drennan and Rubinstein, 2008; Salimpoor et al., 2009; Patel, 2014). The perception of the music signal, rich in acoustic cues, is unfortunately still challenging for users of cochlear implants (CIs) (e.g., McDermott, 2004; McDermott and Oxenham, 2008; Limb and Roy, 2014). In transmission of acoustic signals to the auditory nerve via electric hearing of the implant, due to the limitations of electric stimulation, the signal transmitted via CI is reduced to slow-varying envelopes delivered at a limited spectral resolution, whereby most fine cues needed for optimal music perception are lost (McDermott, 2004; Limb and Roy, 2014; Başkent et al., 2016). Another limiting factor for music perception is perhaps the functioning of the central and peripheral auditory pathway. Within the population of CI users, individuals have different neuronal survival (number of spiral ganglion cells) and/or morphological changes of nerve fibers (e.g., demyelination of the neuron soma of the spiral ganglion cells) (Nadol et al., 2001; Gassner et al., 2005; Seyyedi et al., 2014), due to different etiologies, age, and different periods of auditory deprivation (Teoh et al., 2004; Fallon et al., 2008; Peterson et al., 2010). These factors result in CI users having difficulties perceiving the richness of music, and especially of pitch and timbre (McDermott, 2004; McDermott and Oxenham, 2008; Limb and Roy, 2014), due to the limitations of the electric stimulation, combined with overall state of health of their auditory pathways.

Many music perception studies with CIs have been conducted with the typical implant user: a postlingually deafened (meaning, deafened after language acquisition) person that is implanted later in life. The overall outcomes show that, with the exception of rhythm identification, all other aspects of music perception (pitch, timbre and melody) are poorer in CI users than in normal hearing listeners, and that listening to music with the implant is also subjectively reported to be unsatisfying (Gfeller et al., 2000, 2002; Leal et al., 2003; McDermott, 2004; Galvin et al., 2007; Lassaletta et al., 2007, 2008b; Looi et al., 2012; Limb and Roy, 2014). Compared to hearing aid listeners CI users perform worse for music perception, apart from rhythm recognition (Looi et al., 2008). In case of a combined electrical and acoustical stimulation, frequency discrimination was better in hybrid listeners, instrument identification, and detection as bad between hybrid and CI only listeners (Brockmeier et al., 2010), whereas for real world music excerpts the hybrid and NH listeners outperform the CI user (Gfeller et al., 2006). In this study, we focus on a relatively new and less typical group of CI users; the early-deafened, late-implanted (EDLI) CI user. EDLI CI users are deafened during language acquisition (defined as deafness onset between 0 and 6 years in this study, based on literature), and only implanted after a longer period of auditory deprivation (implantation at or older than 16 years of age in this study, translating to at least 10 years of auditory deprivation) (Goorhuis-Brouwer and Schaerlaekens, 2000; van Dijkhuizen et al., 2011; Fuller et al., 2013; Heywood et al., 2016). The perception and appreciation of music in this EDLI CI group is mostly unknown. Yet, surprisingly, Fuller et al. (2013) showed that EDLI implant users reported higher appreciation of music compared to postlingually deafened CI users. More specifically, EDLI participants indicated that music sounds pleasant with a CI and rated the perceived quality of music higher than the postlingually deafened CI users did.

One reason for the discrepancy in subjectively reported music appreciation between the EDLI group and typical CI users might be that EDLI implantees rate music better due to a lack of an acoustical musical memory to compare the degraded signal of electric stimulation to, in contrast to postlingual CI users who often report music to sound worse than what they were used to before implantation (Mirza et al., 2003; Limb and Roy, 2014). Another difference between EDLI CI users and postlingually deafened CI users is the different development of auditory pathways and additionally the longer period of auditory deprivation at a young age in the early-deafened individuals. EDLI CI users have developed hearing loss during childhood, defined approximately between 1 and 6 years of age (Waltzman and Cohen, 1999; Sharma et al., 2002; Waltzman et al., 2002; Fallon et al., 2008; Peterson et al., 2010; Gordon et al., 2013), a timeframe during which the brain is best capable of speech and language development. If an individual develops hearing loss during this period a different shaping of the pathways for speech and language processing, as well as for music perception, might occur. Visual language development might interact with the auditory cortex (Champoux et al., 2009; Sandmann et al., 2012). Further the auditory cortex might not effectively process acoustical speech input (Teoh et al., 2004; Lazard et al., 2010). Due to this different development of the auditory pathways, some studies suggest that implantation might not be beneficial in this group, at least not for speech perception (Connell and Balkany, 2006; Medina et al., 2017). In fact, in clinical practice, up until recently, early-deafened individuals were not frequently implanted because of the expected low benefit of implantation for speech outcomes (Heywood et al., 2016). Next to the different neuronal network development in EDLI CI users, the long period of auditory deprivation (in our study at least 10 years) might also be influencing the outcome of implantation (Lazard et al., 2012; Blamey et al., 2013). In postlingually deafened and implanted individuals, the effect of auditory deprivation shows a negative influence on post-implantation speech perception (Lazard et al., 2012; Blamey et al., 2013). Literature suggests that speech perception is even poorer in the EDLI group than in the postlingually deafened group (Teoh et al., 2004; van Dijkhuizen et al., 2011). Some studies suggest to not implant individuals if they have had a 10 years or longer period of auditory deprivation (Connell and Balkany, 2006). Surprisingly, other studies show good implantation results with very low numbers of spiral ganglion cells (Blamey, 1997; Khan et al., 2005, Nadol et al., 2001), while others showed that a higher number of spiral ganglion cells are related to better speech recognition scores post-mortem (Seyyedi et al., 2014). Recently EDLI candidates have been implanted more, for example in the United Kingdom (Heywood et al., 2016). While results for speech perception remain—in general- lower than in postlingually deafened CI users, overall outcomes are still promising as this group often report improvements in quality of life as a result of implantation (Teoh et al., 2004; Santarelli et al., 2008; van Dijkhuizen et al., 2011; Fuller et al., 2013; Heywood et al., 2016).

To comprehensively investigate music perception and appreciation in EDLI CI users, in this study, we used both subjective and psychophysical measures. We investigated the subjective appreciation and perception of music and the psychophysical perception of music using melodic contour identification in EDLI implant users, in comparison to the control group of typical postlingual CI users. The research questions were: (1) Can we replicate our finding that EDLI CI users show a higher subjective music appreciation?; (2) If so, is the subjective music appreciation linked to a better psychophysical music perception?; (3) Are these subjective and psychophysical outcomes correlated, to investigate the potential relevance of the two measures to each other.



MATERIALS AND METHODS


Participants

Sixteen EDLI CI users, as the test group (age range 23–75 years; seven female; demographic details presented in Table 1), and fifteen postlingually deafened CI users, as the control group (age range 48–75 years; five female; demographic details in Table 2), participated in the study. Four EDLI users overlapped with the earlier study by Fuller et al. (2013), but otherwise the test population differed between the two studies. All participants were native Dutch speakers and had 1 year or more CI experience. We aimed the two groups to be age- and gender-matched as much as possible, but despite this effort age still remained a significant factor [F(1,31) = 27.99, p < 0.001], with EDLI participants being significantly younger than the control group. The inclusion criteria for EDLI were based on previous literature (Goorhuis-Brouwer and Schaerlaekens, 2000; Sharma et al., 2002; Connell and Balkany, 2006; van Dijkhuizen et al., 2011, 2016; Fuller et al., 2013; Heywood et al., 2016):

1. Severe or profound hearing loss onset before the age of six,

2. Implanted after the age of 16 years.


Table 1. Participant details of the EDLI CI users.
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Table 2. Participant details of the postlingually deafened CI users.
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The inclusion criteria for postlingually deafened control CI users were:

1. Severe hearing loss onset after the age of 18, in order to ensure no overlapping period of early deafness with the EDLI participants.

The age of hearing loss onset was defined based on two sources, namely, the information the participants provided and their medical records. An important factor to note here is that all EDLI users implanted at our clinic were selected for implantation according to a special clinical protocol that is based on a speech intelligibility rating (SIR) (Samar and Metz, 1988) of the implant candidate's speech production, which has been shown to be an influencing factor on speech perception outcome (van Dijkhuizen et al., 2011). A score of three or higher (1–5 scale) indicates implantation candidacy; a score of 3 meaning: “Speech is difficult to understand; however the gist of the content can be understood.”; and 5 meaning: “Speech is completely intelligible.” The speech intelligibility is judged by an experienced speech therapist in our clinical team, and coupled to an expected outcome of implantation for speech. The clinicians use three outcome measures: (1) sound perception, no or minimal improvement of speech perception; (2) support of speech perception, some improvement in speech perception; (3) improved speech perception. Due to an expected lower implantation outcome, the patients scoring a SIR score 2 or lower receive a negative advise for implantation, which means that the person does not receive the CI. Apart from the language development aspect, EDLI users are additionally advised based on the audiological CI criteria, as well as the amount of auditory stimulation, intrinsic motivation, and medical history. Therefore, the selection of EDLI participants in this study might be biased towards relatively high implantation outcomes due to this specific selection procedure.

As a further characterization of our test and control groups of CI users we have also extracted clinical speech perception scores from the medical records. The test used in our clinic is based on recognition of phonemes in meaningful Dutch consonant-vowel-consonant words from the Nederlandse Vereniging van Audiologie (NVA) corpus, developed by Bosman and Smoorenburg (1995). During regular clinical visits, a list of 12 words spoken by a female speaker is presented at 75 dBA in free field in a sound-treated audiology booth. The 75 dBA level of loudness, a level representative of “loud” speech, was chosen here because a score for all users from both groups was available from our clinical database. The phoneme correct score of the last 11 words is calculated per visit per CI user. From these scores measured post-implantation, we selected the last known score from the clinic, as this would most realistically reflect speech perception performance of the participant around the time of this study. Note that the speech perception scores were not part of inclusion criteria in the present study, and were only used as a characterization of participants. And also worth noting that while these are clinical speech perception scores they are tested by different audiologists in different clinical booths during regular clinical outpatient visits, hence, some variation in these scores is expected also due to such external and circumstantial factors. The timing of these tests was at least 1 year after implantation.

Figure 1 shows the outcomes for the latest clinical speech scores per group. The mean score for EDLI participants was 69%, for postlingually deafened CI users 82%. In the EDLI group a wider range in scores is observed (30–95%), whereas in the postlingual participant group a more consistent higher score range is observed (67–100%). A t-test showed a significant difference between the clinical speech scores of the two groups [F(1,29) = −2.38; p = 0.02].


[image: Figure 1]
FIGURE 1. The clinical speech scores shown per individual for the EDLI participant group on the left and for the postlingually deafened control group on the right. The scores are arranged from lowest to highest score in each panel, from left to right. The numbers on the x-axis represent the individuals as numbered in Tables 1, 2. The horizontal line represents the mean score per group.


The Medical Ethical Committee of the University Medical Center Groningen (UMCG) reviewed and approved the research protocol. Before data collection started, all participants were given detailed information about study protocols. All participants provided written informed consent in accordance with the Declaration of Helsinki. Financial reimbursement based on the protocol of the Otorhinolaryngology Department of UMCG was provided for participation.



General Procedures

There were two parts of the study. Subjective music appreciation was assessed via a questionnaire, which also included questions on satisfaction and listening habits. Music perception was assessed via a psychophysical test, namely melodic contour identification.


Dutch Musical Background Questionnaire

The Dutch Musical Background Questionnaire (DMBQ) is a translated (to Dutch) and edited version of the Iowa Musical Background Questionnaire (Gfeller et al., 2000). The questionnaire has three parts that measure: satisfaction with listening to music, self-perceived quality of music, and self-reported perception of the elements of music.

In this study, we chose three outcome measures from within these parts of the questionnaire:

1. Self-perceived quality of music,

2. Satisfaction with listening to music,

3. Music listening habits.

We chose these outcome measures: first to be able to compare the outcomes with those of Fuller et al. (2013); second since these outcomes represent the subjective music appreciation and enjoyment, the second most important outcome factor after speech as reported by CI users (Gfeller et al., 2000; Drennan and Rubinstein, 2008; Philips et al., 2012).

Participants, following informed consent, filled the questionnaires via a website digitally either at home or on a laptop at the outpatient clinic. The total time to fill the questions was about 10 min. Thirteen EDLI participants and 11 post-lingual CI participants filled the questions.


Self-perceived quality of music

The self-perceived quality of music is an indication of how music sounds under the best conditions with a CI. Visual analog scales (VASs) are used for 14 opposite adjective descriptors (unpleasant-pleasant, mechanical-natural, fuzzy-clear, does not sound like music-sounds like music, complex-simple, difficult to follow-easy to follow, dislike very much-like very much). The 10 centimeter scales range from 0 (negative quality) to 10 (positive quality). In this study, an average across the seven scales was taken to quantify the self-perceived quality of music.



Satisfaction with listening to music

The satisfaction of listening to music after implantation was measured using one item. The question was: Indicate which statement best describes how your enjoyment of listening to music has or has not changed after implantation. CI users could score three different outcomes:

1. Little or no satisfaction with listening to music,

2. The sound of music is okay or improving over time,

3. Music sounds pleasant.

The items were then scored on a scale of 0 (no satisfaction) to 2 (most satisfaction).



Music listening habits

Habits for listening to music were compared between before (retrospectively) and after implantation in both groups. Two questions were used:

1) I would describe myself as a person who often chooses to listen to music.

Respondents indicated their agreement with the statement on a rating scale of one (“strongly disagree”) to four (“strongly agree”).

2) How many hours per week do you listen to music?

This was scored on a rating scale of one to four: one = 0–2 h, two = 3–5 h, three = 6–8 h, and four = more than 9 h.

By adding these two items, one score before and one score after implantation were calculated for music listening habits. The total score, thus, could range from 2 (min. music listening) to 8 (max. music listening).




Melodic Contour Identification

The Melodic Contour Identification (MCI) test was originally developed by Galvin et al. (2007) and used multiple times in CI studies (Galvin et al., 2007, 2008, 2009, 2012; Fuller et al., 2014, 2018), measuring the identification of nine different melodic contours. By using different instruments the effect of timbre, and by using a masker contour the effect of melody masker can be investigated. The MCI test in this study was configured as in Fuller et al. (2014) to be able to compare the outcomes of our present study with our former study that measured MCI in postlingually deafened CI users. The test consisted of five-tone melodic contours with a total of nine different pitch directions: “Rising,” “Flat,” “Falling,” “Flat-Rising,” “Falling-Rising,” “Rising-Flat,” “Falling-Flat,” “Rising-Falling,” “Flat-Falling”). 220 Hz was the lowest note per contour. A 1, 2, or 3 semitone distance between the successive notes in the contours was used. Each note was 250 ms long, and the silent interval between notes was 50 ms. Two instruments were used: piano and organ, as in Galvin et al. (2008). MCI was measured with and without a competing contour, the “masker.” The masker was always the “flat” contour played by the piano (Galvin et al., 2009). The maskers differed in pitch: a pitch [A3 (220 Hz)] overlapping with target, and another pitch [A5 (880 Hz)] non-overlapping with target. A total of six conditions were tested: (1) piano target alone (no masker), (2) piano target with the A3 piano masker, (3) piano target with the A5 piano masker, (4) organ target alone (no masker), (5) organ target with the A3 piano masker, and 6) organ target with the A5 piano masker. Both masker and target started at the same time, meaning the notes of both were played at the same time.


Melodic contour identification setup

The psychophysical test MCI was conducted in an anechoic chamber at UMCG. Participants were asked to set their CI to their normal daily modus and volume. This setting was not changed during testing. In case of a bimodal participant, they were asked to remove the hearing aid from the contra-lateral ear during testing. CI users were seated facing a single speaker (Tannoy Precision 8D; Tannoy Ltd., UK) at one-meter distance. The stimuli were presented using MATLAB 2016a (The Mathworks, inc., USA) implemented on a Mac computer (MacOS, El Capitain; Apple, California, USA) and via an Audiofire 4 Audio Recording Interface with preamplification (Echo Audio Corporation, California, USA) and a DA10 digital-to-analog converter (Lavry Engineering Inc.). The stimuli were presented at 65 dB SPL, indicating an audible and comfortable, daily level of loudness. Furthermore, this level is in line with former studies, making a fair comparison possible. After an update of testing room, the stimuli were presented using an Apple Mac mini (MacOS, High Sierra; Apple, California, USA), MATLAB 2018a (The Mathworks, inc., USA), and a MOTU UltraLite-mk4 soundcard.



Melodic contour identification procedure

The contours were visually depicted on a touchscreen monitor [GPEG AOD (Advantech, USA)], which was placed 1 m in front of the participant. After listening to the audio contours, the participants directly indicated via the touchscreen the matching visual contour on the screen, and the results were stored immediately via MATLAB. During training, the participants identified one round of nine contours using three repetitions, a total of 27 contours per instrument without the masker, during which visual feedback was provided. The order of testing during data collection was: piano without a masker, then with the piano with A3, followed by the piano with the A5 masker. After the three piano conditions the same procedure was followed for the organ. During data collection, the nine contours were presented in random order, and were repeated three times per round, thus 27 contours per round. A total of 6 × 27 = 162 contours were played in the testing phase, during which no feedback was provided. A percentage correctly identified contours was calculated per condition by the MATLAB software automatically. The total testing time was 30 min.



Statistics

IBM SPSS Statistics 23 was used for the statistical analysis. T-tests defined the differences between the groups for the outcomes of the questionnaires. Split-plot repeated measures analysis of variance (ANOVA) was used to analyse the differences between the EDLI group and the postlingually deafened CI users for MCI with a Greenhouser-Geisser correction. Within subject factors were presence of masker (masker, no masker) and instrument (piano, organ). For the satisfaction with listening to music comparison between both groups a Chi-square test with a Monte Carlo simulation was run. For listening habits a Kruskal-Wallis test was computed. Two-tailed Pearson correlations were conducted between the subjective and psychophysical outcomes. A p < 0.05 was considered significant.






RESULTS


Subjective—Dutch Musical Background Questionnaire


Self-Perceived Quality of Music

Figure 2 shows the results for the self-perceived quality of music for the EDLI group (in red) and postlingually deafened CI users (in white). Results show a higher perceived quality of the sound of music for EDLI CI users compared to postlingually deafened CI users. To calculate whether there is a difference in overall quality of music, we averaged over all seven scales to create an overall quality of music outcome score (boxes most on the right side in Figure 2). An analysis of variance (ANOVA) with group as a between-subjects factor and the quality of music as within-subjects factor was performed. A significant main effect for group was shown [F(1,22) = 6.41, p = 0.02]. No significant effect was shown for the quality of music or the interaction between group and quality of music. It should be noted that not all participants filled the questionnaires. For the EDLI group 13 participants filled the questionnaire, in the control group 11.
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FIGURE 2. The self-perceived quality of music for EDLI (in red) and postlingually deafened CI users (in white). The boxes represent the 25–75 percentile, the lines the median values, and the error bars the 10–90 percentile. The dots indicate the outliers.




Satisfaction With Listening to Music

Table 3 shows the percentages of both groups for the satisfaction with listening to music after implantation. Notable is the difference in distribution between the two groups, as almost all postlingually deafened CI users are in the second category and none in the last, while the EDLI CI users are diffuse across all three categories. Further, 23% of EDLI CI participants reported music to sound pleasant while no postlingual CI participant reported music to sound pleasant. A Chi-square test with a Monte Carlo simulation was run that showed a significant difference in the distribution between the groups X2 (2, N = 24 = 5.67, p = 0.049).


Table 3. The percentages of both groups for the satisfaction with listening to music after implantation.
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Music Listening Habits

Figure 3 shows the self-reported music listening habits before and after implantation for EDLI CI users and postlingual CI users. Postlingually deafened CI users reported to listen to music more before implantation compared to the EDLI participants, but they reported their listening habits drop after implantation. A Kruskal Wallis test was performed to compare the listening habits before and after implantation between the groups. A significant difference was shown before implantation (1, N = 24 = 8.22, p = 0.04) and no difference after implantation (1, N = 24 = 0.035, p = 0.85).


[image: Figure 3]
FIGURE 3. The music listening habits before and after implantation for EDLI and postlingually deafened CI users. The box descriptions are similar to those of Figure 2.





Psychophysical—Melodic Contour Identification

Figure 4 shows the results for the MCI test for piano and organ (left and right panels, respectively). The three different conditions from left to right are: no masker, A3 overlapping pitch masker, A5 non-overlapping pitch masker. Performance was worst for the overlapping pitch condition for both instruments in both groups. A split-plot repeated measure analysis of variance (RM ANOVA) with group (two levels; EDLI, postlingually deafened) as between-subjects factor, and instrument (two levels; piano, organ) and masker (three levels; no masker, A3 masker, and A5 masker) as within-subjects factors was performed. The complete analysis is shown in Table 4. There were main significant effects for instrument [F(1,29) = 6.03; p < 0.02], with the organ being the best recognized instrument, and masker [F(1.61,46.57) = 14.25; p < 0.001], with the A3 masker being the most difficult condition. No significant main effect was found for group [F(1,29) = 0.10; p = 0.76]. No significant interactions were observed. The observed power was low for the group effect, indicating that larger participant groups would be needed for a potential difference between the two groups' performance.
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FIGURE 4. The average percentage correct scores for the melodic contour identification for the piano (left) and organ (right) shown for both groups. From left to right in each panel the masker is shown: no masker, A3 overlapping pitch masker, A5 non-overlapping pitch masker. The box descriptions are similar to those of Figure 2. The thick horizontal line represents chance level.



Table 4. The results of the split-plot repeated measures ANOVA for MCI.
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Correlations Between Subjective and Psychophysical Measures

A correlational analysis using Spearmans correlation test (two-tailed) was performed between the overall reported music quality and the outcomes of the MCI and the clinical speech scores for both groups (see Table 5). No systematic correlations were found. For EDLI participants, a significant positive correlation between the quality of music and the piano A3 masker was shown, but none with the clinical speech scores. For the postlingually deafened participants, no correlations were shown between the subjective and psychophysical measures.


Table 5. Correlational analyses between the subjective outcomes of the quality of music clinical speech scores, and the psychophysical MCI outcomes for both piano and organ, shown for EDLI and control group separately (upper and lower parts, respectively).
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DISCUSSION

The purpose of the study was to investigate the subjective music appreciation and psychophysical music perception in EDLI CI users and to compare these results to the more typical group of postlingually deafened CI users. Most of previous research with EDLI CI users had been done on speech perception. Even though implantation outcome or speech perception were not part of inclusion criteria in the present study, our observations based on clinical speech scores using phoneme-in-word identification were in line with this previous literature on EDLI implant users; our test group of EDLI users perform lower on the clinical speech perception test than our postlingually deafened control CI users and the test group shows a wider variation in outcomes. These differences likely indicate the effects from long-term auditory deprivation in EDLI participants. Based on the lower speech outcomes found in our study group and reported in literature (Teoh et al., 2004; Santarelli et al., 2008; van Dijkhuizen et al., 2011), we expected the EDLI participants to have lower performance in melody identification as well, especially since music is considered an even more complex acoustical signal than speech (McDermott, 2004; McDermott and Oxenham, 2008; Limb and Roy, 2014). Despite this expectation based on previous literature, Fuller et al. (2013) did, surprisingly, show that EDLI CI users subjectively report to enjoy listening to music more than postlingually deafened participants report. Consistently with our former study, EDLI participants of the present study also subjectively reported a higher quality of music than postlingually deafened CI users. There was no difference between the two groups in listening habits after implantation, whereas postlingually deafened CI users reported to listen to music before implantation significantly more than EDLI CI users. Interestingly, EDLI CI users reported to be more satisfied with listening to music after implantation compared to postlingual CI users. For the psychophysical test of music perception, namely, the melodic contour identification, against our expectation, EDLI implant users performed as well as postlingually deafened CI users. EDLI participants thus scored the perceived quality of music higher, and reported to be more satisfied with listening to music than postlingual CI participants, even though the psychophysical music outcomes for MCI were comparable between the groups.


Subjective Results—Dutch Musical Background Questionnaire

Psychophysically both groups performed the same for music perception, but subjectively, surprisingly, EDLI users judged the overall, subjective quality of music significantly higher than postlingually deafened CI users. Thus, our clinical speech outcomes, which were significantly lower for EDLI group than that of the postlingual control group, confirmed our group to be an EDLI group that fits with the lower expected outcomes from literature. In contrary to this expectation, it is a surprising finding that the performance does not differ for melody identification, and it is even more surprising that subjectively EDLI users appreciate music more than postlingual users. This finding is, however, in line with our previous results reported in Fuller et al. (2013) that also showed a high subjective appreciation of music. In the current study, we included only four EDLI participants that overlapped with our previous study, hence the present results successfully replicated our former results with a relatively new EDLI test population. The positive subjective music appreciation shown by Fuller et al. (2013) and replicated in our study, hence, provide strong evidence that EDLI have a more positive experience of music with the implant.

Not only the quality of music is more positively judged by the ELDI group, but there was also a higher satisfaction with listening to music with the implant. Compared to our former study the EDLI participants of this study are less satisfied; while in this study 23% ticked the “music sounds pleasant” box 60% did so in the previous study. This is however still more positive than the postlingually deafened participants, since none of them indicated that music sounds pleasant. Supporting the latter, other studies have also shown multiple times that the typical CI user is unsatisfied with listening to music (Gfeller et al., 2000; Lassaletta et al., 2008b; Looi and She, 2010).

One might argue that these differences are due to a lack of musical memory from acoustic hearing in EDLI CI users, and that therefore they judge the quality of music to a different scale than postlingually deafened CI users that likely use acoustical music memory as an anchor for their judgments of music quality with an implant (Galvin et al., 2009; Limb and Roy, 2014). Two observations from this study give support to this idea. Firstly, while postlingual CI users reported a large drop in their music listening habits from pre- to post-implantation, EDLI participants reported no change in music listening from pre- to post-implantation. Hence, it is possible that this relative negative change in music listening in postlingual group is an indication of less appreciation of music post-implantation in comparison to pre-implantation acoustic hearing, while EDLI show no such effect. Secondly, that there were no systematic correlations between subjective music appreciation measures and psychophysically measured MCI scores perhaps also indicate that what is subjectively reported relies more on psychological factors, instead of actual perceptual performance with music. On the other hand, alternatively, another influencing factor might be specific to our test population at UMCG, due to our clinical implantation protocol at our implant center in Groningen. The clinical protocol calls for a strict selection of implant candidates and only the EDLI candidates with best SIR scores are implanted. As a result, potentially some of our EDLI participants might have had some acoustic input with a (likely power) hearing aid, as vibrations of low frequencies, or some hearing with very loud music. Of course, given the level of hearing loss reported by participants or in the medical charts for this group, likely the quality of music via these means was different than that with a CI. Most postlingually deafened CI users definitely had a longer period of usable acoustical hearing and thus richer musical experience than the EDLI participants. For clinical speech scores, however, we did find a difference between the two groups, showing the EDLI perform worse for speech perception, perhaps due to a different language acquisition experience during childhood, and in line with what literature suggests. For music perception, however, there might be another explanation. Perhaps the auditory pathways that are involved in the processing of music in the brain: (1) for the actual perception for music; and (2) for the rewarding system related to music appreciation (Blood et al., 1999; Blood and Zatorre, 2001; Peretz et al., 2001), might have been developed differently in EDLI individuals. The limbic and reward regions can cause an emotional response to listening to music, which can be related to familiarity of the musical excerpt (Pereira et al., 2011). If familiarity combined with a musical memory plays a role in the emotional, subjective reaction to music, this might be one of the factors contributing to the difference in music appreciation between the EDLI group and the postlingually deafened participants. Since EDLI CI users have a non-existing or minimal acoustical musical memory, the emotional reaction is supposedly not largely driven by the familiarity from the acoustical memory, but only by the musical memory developed with the CI. Furthermore, this rewarding system might have only been built with the CI, causing only familiarity with listening to music with the CI. Together these experiences might create a more positive response in EDLI participants than postlingually deafened participants for listening to music with a CI.


Listening Habits

The self-reported post-implantation listening habits did show a difference between the two groups of CI users. For postlingually deafened CI users, a decline in listening habits after implantation was shown, as was previously found in various studies (Gfeller et al., 2000; Mirza et al., 2003; Lassaletta et al., 2008a; Migirov et al., 2009; Looi and She, 2010; Philips et al., 2012). This decrease is probably caused by the different experience of listening to music via electrical hearing post-implantation compared to acoustical hearing pre-implantation in this group. There was no significant difference in reported listening habits between the two groups after implantation. Since there was no difference between the two groups in post-implantation listening habits one might argue that there might be other reasons, apart from quality of the sound, or the satisfaction, that cause the (relatively) small amount of time spent on listening to music with a CI. Perhaps listening to music is just very effortful with a CI for all CI users. Since we know the complexity of music makes CI users to perform lower on music identification compared to NH listeners (McDermott and Oxenham, 2008; Limb and Roy, 2014), subjectively CI users also report to prefer less complex music categories compared to NH listeners (Veekmans et al., 2009). Perhaps music is, as is speech in noise perception (Cullington and Zeng, 2011), such an effortful task for CI users, something CI users cannot simply afford to do for many hours a day. A last argument might be that EDLI CI users, since they were suffering from (severe) hearing loss for most of their lives, still do not listen often to music with the implant, as it has not been a large part of their daily life anyway and therefore they simply listen as much as they do before implantation. Last, the EDLI participants were younger then the postlingually deafened CI users and might for this reason appreciate music more, as was shown by Mirza et al. (2003) who showed that younger CI users enjoy music more. Concluding, EDLI CI users show a more positive appreciation of music than postlingually deafened CI users, yet, no differences for listening habits with the implant have been found.




Psychophysical—Melodic Contour Identification

Based on the poorer average implantation outcomes in EDLI CI users for clinical speech perception scores, we expected our EDLI group to also perceive music less well than postlingually deafened CI users. Surprisingly, however, the EDLI and postlingually deafened CI users performed evenly on the melody identification test. The piano was the most difficult instrument to recognize, and the A3 masker with overlapping ground note the most difficult condition for both instruments. The results for the postlingually deafened CI users are in line with former studies (Galvin et al., 2007, 2008, 2009; Fuller et al., 2018). The performance in CI users is lower than in NH listeners that score for all conditions with a mean ranging from 71 (for piano A3) to 80% (for organ without a masker) (Fuller et al., 2014). One interpretation for the lack of difference in performance between the groups might be that the task does not depend on former acoustical, musical input over many years. Some basic pitch perception ability seems to be already developed early in human life. For example, it has been shown in 5 to 11 months old infants that they are capable of distinguishing differing pitch contours, most likely based on sensitivity to temporal cues (Jusczyk and Krumhansl, 1993; Trehub and Hannon, 2006). A well-known example is children preferably listen to child-directed speech, which has exaggerated pitch contours, over adult-directed speech (Fernald and Kuhl, 1987). Given the MCI task stimuli were basic MIDI melodies with no temporal, spectral, vocal, instrumental etc. complexity, perhaps EDLI CI users can sufficiently rely on such an early-developed ability when performing the MCI task with the CI, as do postlingually deafened CI users.

Another reason might be that perhaps the MCI task is independent of the period of auditory deprivation and a different auditory pathway. Perhaps the MCI task measures the ability of the naïve CI user for detection of a semitone sequence; or the MCI captures the real limitations of electric hearing, and does not depend on the differences in auditory pathways, auditory deprivation, or age of deafness. This, however, is contradicted by the finding that MCI performance can be trained in CI users (Galvin et al., 2007, 2012; Patel, 2014; Fuller et al., 2018). One might therefore expect a postlingually deafened participant to have a better auditory pathway for semitone detection than an EDLI CI user. Perhaps in future studies different materials that use more complex melodies, real life music excerpts, or using a range of musical instruments, would show a difference between the groups.



Correlations

To investigate whether the subjective and psychophysical outcomes in our study were associated, and if potential musical appreciation judgment was based on how well a CI user does with music perception, we correlated the subjective measures with the psychophysical measures for melody identification and clinical phoneme identification for both groups. We ran multiple tests, which only showed one significant correlation, something that might be caused by multiple testing, or might be caused by the size of our groups, causing our study to be possibly underpowered. Therefore, we conclude that no systematic correlations were shown. Even though differences were shown between the subjective judgment of both groups, and no differences between the psychophysical behavior, hence, no correlation was shown between the subjective measures and the psychophysical measures.

For speech perception, based on clinical speech scores, also, no correlations with MCI performance or music appreciation were shown for both groups. For the EDLI group this is in line with our former study, where also no correlation was shown between speech perception and music appreciation, but what is newly shown here is the finding that this also does not correlate with MCI performance. Since MCI only measures one aspect of music perception, melody recognition, and it does not measure any other aspects of music, perhaps it is difficult to relate to more real-life outcomes as speech perception and subjective music appreciation, which cover larger aspects of these auditory domains. For postlingually deafened CI users, however, some studies had indicated music perception to be correlated to speech perception. Galvin et al. (2007) specifically showed a correlation between vowel recognition and MCI performance. In their study, the range of semitones used, however, was wider (1–5) and therefore overall performance for MCI was higher, compared to our study where we only used a 1–3 semitone distance, the most difficult test settings. Additionally, our clinical speech perception test is not a vowel test, but a phoneme recognition task. It is possible that identification of an isolated vowel relies more on better decoding of phonetic sounds of speech while identifying phonemes embedded in meaningful words engage other and higher-level mechanisms of speech processing, where other linguistic cognitive factors, such as use of lexical knowledge and context, also play a role.

Another factor of influence is the lack of statistical power due to the limited number of participants in the study and the multiple tests that were run. This might give a biased result for the correlations. In future a higher number of participants is needed to draw a certain conclusion about the correlations between the behavioral and subjective data.

Still, the surprising lack of correlations might indicate that subjective judgment of music appreciation is not entirely determined by perception accuracy, as measured by psychophysical outcomes in both groups, indicating that appreciation is perhaps based on more psychological factors.



Early-Deafened, Late-Implanted Cochlear Implant Users

A potential selection bias is present in our study, even though inclusion criteria for EDLI target group were well-defined based on literature, and average clinical speech score of EDLI group was significantly lower than the average score of the control group, again as would be expected from literature. The source of this potential bias is that EDLI candidates are selected and counseled by our implant team based on certain pre-implantation criteria. For example, based on van Dijkhuizen et al. (2011) who found that the SIR score is related to a better post-implantation speech perception outcome, only participants with a SIR-score 3 or higher are selected for implantation as part of the clinical procedure. A SIR-score 3 or higher indicates that the implant candidate's spontaneous speech is understandable, if necessary, that the listener (speech therapist) is concentrating and perhaps reading lips. Below the score 3, implantation candidate's speech is not understandable, apart from a few words or parts of words. This might have introduced some bias in our study, as our test group perhaps included individuals with the best intelligible speech production. We are aware from the clinical records that there are also EDLI implantees that do not use their CI due to a (either subjective or objective, or both) lack of implantation gain, and EDLI implantees that do not perform well for speech outcomes, but still use the device for sound perception/awareness only. None of these implantees volunteered for this study, leading to EDLI participants who had meaningful clinical speech scores (>30%). Therefore, the EDLI cases of no implant use or no measurable or minimal speech outcome are not represented within our EDLI test group of the present study.

Whether the selection of implantees based on speech scores might have an influence on the music perception and appreciation scores is unknown. An interesting follow-up question might be whether implantees with a SIR-score lower than two, would show the same perceptional and subjective outcomes (related to music) as implantees with a higher SIR-score.

Last, it should be noted that, despite our efforts of matching ages of the two groups, our EDLI users were younger in general than the postlingually deafened control group. Age might therefore be an influencing factor on the outcomes of our study, as a younger age was shown to potentially contribute to higher and better speech and music perception outcomes with a CI in postlingually deafened participants (Sladen and Zappler, 2015).

All in all, the outcomes of this study support implantation in selected early deafened individuals, even after a (relatively long) duration of auditory deprivation. Potential benefits for implantation in EDLI group were supported by our study for music perception, both when subjectively and psychophysically measured. Many of our EDLI CI users, while as a group on average lower in clinical test scores than postlingual CI users, still showed relatively good speech perception benefit, and all EDLI participants had measurable clinical test scores. Hence, in addition to potential gain in speech understanding benefits from implantation, the comparable MCI performance, and the higher subjective judgment of music in EDLI participants indicate additional positive potential outcomes of implantation in this group.




DATA AVAILABILITY STATEMENT

The dataset is available via: https://hdl.handle.net/10411/QIWMKJ.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Medical Ethical Committee of the University Medical Center Groningen. The patients/participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individual(s) for the publication of any potentially identifiable images or data included in this article.



AUTHOR CONTRIBUTIONS

CF performed the data analysis and wrote the first draft of the manuscript. All authors contributed to manuscript revision, read, approved the submitted version, contributed to conception, and design of the study.



FUNDING

This study was supported by a Mandema Stipendium from the University Medical Center Groningen and the University of Groningen; an otological neurotological stipendium from the Heinsius-Houbolt Foundation; and the VICI grant no. 918-17-603 from the NWO (Netherlands Organization for Scientific Research) and the ZonMw (Netherlands Organization for Health Research and Development).



ACKNOWLEDGMENTS

We would like to thank Alejandro Reina, Dana Kort, and Manon Koot for their help with the testing of the participants; John Galvin and Qian-Jie Fu for providing the MCI test.



REFERENCES

 Başkent, D., Gaudrain, E., Tamati, T. N., and Wagner, A. (2016). “Perception and psychoacoustics of speech in cochlear implant users,” in Scientific Foundations of Audiology: Perspectives From Physics, Biology, Modeling, and Medicine, eds A. T. Cacace, E. de Kleine, A. G. Holt, and P. van Dijk (San Diego, CA: Plural Publishing, Inc.), 285–319.

 Blamey, P. (1997). Are spiral ganglion cell numbers important for speech perception with a cochlear implant? Am. J. Otol. 18 (6 Suppl.), S11–2.

 Blamey, P., Artieres, F., Baskent, D., Bergeron, F., Beynon, A., Burke, E., et al. (2013). Factors affecting auditory performance of postlinguistically deaf adults using cochlear implants: an update with 2251 patients. Audiol. Neurootol. 18, 36–47. doi: 10.1159/000343189

 Blood, A. J., and Zatorre, R. J. (2001). Intensely pleasurable responses to music correlate with activity in brain regions implicated in reward and emotion. Proc. Natl. Acad. Sci. 98, 11818–11823. doi: 10.1073/pnas.191355898

 Blood, A. J., Zatorre, R. J., Bermudez, P., and Evans, A. C. (1999). Emotional responses to pleasant and unpleasant music correlate with activity in paralimbic brain regions. Nat. Neurosci. 2, 382–387. doi: 10.1038/7299

 Bosman, A. J., and Smoorenburg, G. F. (1995). Intelligibility of Dutch CVC syllables and sentences for listeners with normal hearing and with three types of hearing impairment. Audiology 34, 260–284. doi: 10.3109/00206099509071918

 Boucher, R., and Bryden, M. P. (1997). Laterality effects in the processing of melody and timbre. Neuropsychologia 35, 1467–1473. doi: 10.1016/S0028-3932(97)00066-3

 Brockmeier, S. J., Peterreins, M., Lorens, A., Vermeire, K., Helbig, S., Anderson, I., et al. (2010). Music perception in electric acoustic stimulation users as assessed by the Mu.S.I.C. Test. Cochlear Implants Hear. Preserve. 67, 70–80. doi: 10.1159/000262598

 Champoux, F., Lepore, F., Gagné, J., and Théoret, H. (2009). Visual stimuli can impair auditory processing in cochlear implant users. Neuropsychologia 47, 17–22. doi: 10.1016/j.neuropsychologia.2008.08.028

 Connell, S. S., and Balkany, T. J. (2006). Cochlear implants. Clin. Geriatr. Med. 22, 677–686. doi: 10.1016/j.cger.2006.04.003

 Cullington, H. E., and Zeng, F. G. (2011). Comparison of bimodal and bilateral cochlear implant users on speech recognition with competing talker, music perception, affective prosody discrimination, and talker identification. Ear Hear. 32, 16–30. doi: 10.1097/AUD.0b013e3181edfbd2

 Drennan, W. R., and Rubinstein, J. T. (2008). Music perception in cochlear implant users and its relationship with psychophysical capabilities. J. Rehabil. Res. Dev. 45, 779–789. doi: 10.1682/JRRD.2007.08.0118

 Fallon, J. B., Irvine, D. R. F., and Shepherd, R. K. (2008). Cochlear implants and brain plasticity. Hear. Res. 238, 110–17. doi: 10.1016/j.heares.2007.08.004

 Fernald, A., and Kuhl, P. (1987). Acoustic determinants of infant preference for motherese speech. Infant Behav. Dev. 10, 279–293. doi: 10.1016/0163-6383(87)90017-8

 Fuller, C. D., Galvin, J. J., Maat, A., Baskent, D., and Free, R. H. (2018). Comparison of two music training approaches on music and speech perception in cochlear implant users. Trends Hear. 22:2331216518765379. doi: 10.1177/2331216518765379

 Fuller, C. D., Galvin, J. J., Maat, B., Free, R. H., and Başkent, D. (2014). The musician effect: does it persist under degraded pitch conditions of cochlear implant simulations? Front. Neurosci. 8:179. doi: 10.3389/fnins.2014.00179

 Fuller, C. D., Mallinckrodt, L., Maat, B., Başkent, D., and Free, R. (2013). Music and quality of life in early-deafened late-implanted adult cochlear implant users. Otol. Neurotol. 34, 1041–1047. doi: 10.1097/MAO.0b013e31828f47dd

 Galvin, J. J., Eskridge, E., Oba, S., and Fu, Q. J. (2012). Melodic contour identification training in cochlear implant users with and without a competing instrument. Sem. Hear. 33:399. doi: 10.1055/s-0032-1329227

 Galvin, J. J., Fu, Q. J., and Nogaki, G. (2007). Melodic contour identification by cochlear implant listeners. Ear Hear. 28, 302–319. doi: 10.1097/01.aud.0000261689.35445.20

 Galvin, J. J., Fu, Q. J., and Oba, S. (2008). Effect of instrument timbre on melodic contour identification by cochlear implant users. J. Acoust. Soc. Am. 124:EL189–95. doi: 10.1121/1.2961171

 Galvin, J. J., Fu, Q. J., and Oba, S. I. (2009). Effect of a competing instrument on melodic contour identification by cochlear implant users. J. Acoust. Soc. Am. 125, EL98–103. doi: 10.1121/1.3062148

 Gassner, H. G. K., Shallop, J., and Driscoll, C. L. W. (2005). Long-term clinical course and temporal bone histology after cochlear implantation. Cochlear Implants Int. 6, 67–76. doi: 10.1179/cim.2005.6.2.67

 Gfeller, K., Christ, A., Knutson, J. F., Witt, S., Murray, K. T., and Tyler, R. S. (2000). Musical backgrounds, listening habits, and aesthetic enjoyment of adult cochlear implant recipients. J. Am. Acad. Audiol. 11, 390–406.

 Gfeller, K., Witt, S., Woodworth, G., Mehr, M. A., and Knutson, J. (2002). Effects of frequency, instrumental family, and cochlear implant type on timbre recognition and appraisal. Ann. Otol. Rhinol. Laryngol. 111, 349–356. doi: 10.1177/000348940211100412

 Gfeller, K. E., Olszewski, C., Turner, C., Gantz, B., and Oleson, J. (2006). Music perception with cochlear implants and residual hearing. Audiol. Neurotol. 11 (Suppl. 1), 12–15. doi: 10.1159/000095608

 Goorhuis-Brouwer, S. M., and Schaerlaekens, A. M. (2000). Taalpathologie En Taaltherapie Bij Nederlandssprekende Kinderen (Handbook Language Development, Language Pathology and Language Therapy in Dutch Speaking Children). Utrecht, De Tijdstroom.

 Gordon, K. A., Jiwani, S., and Papsin, B. C. (2013). Benefits and detriments of unilateral cochlear implant use on bilateral auditory development in children who are deaf. Front. Psychol. 4:719. doi: 10.3389/fpsyg.2013.00719

 Heywood, R. L., Vickers, D. A., Pinto, F., Fereos, G., and Shaida, A. (2016). Assessment and outcome in non-traditional cochlear implant candidates. Audiol. Neurotol. 21, 383–390. doi: 10.1159/000454914

 Jusczyk, P. W., and Krumhansl, C. L. (1993). Pitch and rhythmic patterns affecting infants sensitivity to musical phrase structure. J. Exp. Psychol. Hum. Percept. Perform. 19, 627–640. doi: 10.1037//0096-1523.19.3.627

 Khan, A. M., Handzel, O., Burgess, B. J., Damian, D., Eddington, D. K., Nadol, J. B. Jr., et al. (2005). Is word recognition correlated with the number of surviving spiral ganglion cells and electrode insertion depth in human subjects with cochlear implants? Laryngoscope 115, 672–677. doi: 10.1097/01.mlg.0000161335.62139.80

 Lassaletta, L., Castro, A., Bastarrica, M., Perez-Mora, R., Herran, B., Sanz, L., et al. (2008a). Changes in listening habits and quality of musical sound after cochlear implantation. Otolaryngol. Head Neck Surg. 138, 363–367. doi: 10.1016/j.otohns.2007.11.028

 Lassaletta, L., Castro, A., Bastarrica, M., Pérez-Mora, R., Herrán, B., Sanz, L., et al. (2008b). Musical perception and enjoyment in post-lingual patients with cochlear implants. Acta Otorrinolaringol. 59, 228–234. doi: 10.1016/S2173-5735(08)70228-X

 Lassaletta, L., Castro, A., Bastarrica, M., Perez-Mora, R., Madero, R., De Sarria, J., et al. (2007). Does music perception have an impact on quality of life following cochlear implantation? Acta Otolaryngol. 127, 682–686. doi: 10.1080/00016480601002112

 Lazard, D. S., Lee, H. J., Gaebler, M., Kell, C. A., Truy, E., and Giraud, A. L. (2010). Phonological processing in post-lingual deafness and cochlear implant outcome. Neuroimage 49, 3443–3451. doi: 10.1016/j.neuroimage.2009.11.013

 Lazard, D. S., Vincent, C., Venail, F. P., Van de Heyning Truy, E., Sterkers, O., et al. (2012). Pre-, per- and postoperative factors affecting performance of postlinguistically deaf adults using cochlear implants: a new conceptual model over time. PLoS ONE 7:e48739. doi: 10.1371/journal.pone.0048739

 Leal, M. C., Shin, Y. J., Laborde, M., Calmels, M., Verges, S., Lugardon, S., et al. (2003). Music perception in adult cochlear implant recipients. Acta Otolaryngol. 123, 826–835. doi: 10.1080/00016480310000386

 Limb, C. J., and Roy, A. T. (2014). Technological, biological, and acoustical constraints to music perception in cochlear implant users. Hear. Res. 308, 13–26. doi: 10.1016/j.heares.2013.04.009

 Looi, V., Gfeller, K., and Driscoll, V. (2012). Music appreciation and training for cochlear implant recipients: a review. Semin. Hear. 33, 307–334. doi: 10.1055/s-0032-1329222

 Looi, V., McDermott, H., McKay, C., and Hickson, L. (2008). Music perception of cochlear implant users compared with that of hearing aid users. Ear Hear. 29, 421–34. doi: 10.1097/AUD.0b013e31816a0d0b

 Looi, V., and She, J. (2010). Music perception of cochlear implant users: a questionnaire, and its implications for a music training program. Int. J. Audiol. 49, 116–128. doi: 10.3109/14992020903405987

 McDermott, H. J. (2004). Music perception with cochlear implants: a review. Trends Amplif. 8, 49–82. doi: 10.1177/108471380400800203

 McDermott, J. H., and Oxenham, A. J. (2008). Music perception, pitch, and the auditory system. Curr. Opin. Neurobiol. 18, 452–463. doi: 10.1016/j.conb.2008.09.005

 Medina, M., Polo, R., Gutierrez, A., Muriel, A., Vaca, M., Perez, C., et al. (2017). Cochlear implantation in postlingual adult patients with long-term auditory deprivation. 38:e248–e252. doi: 10.1097/MAO.0000000000001257

 Migirov, L., Kronenberg, J., and Henkin, Y. (2009). Self-reported listening habits and enjoyment of music among adult cochlear implant recipients. Ann. Otol. Rhinol. Laryngol. 118, 350–355. doi: 10.1177/000348940911800506

 Mirza, S., Douglas, S. A., Lindsey, P., Hildreth, T., and Hawthorne, M. (2003). Appreciation of music in adult patients with cochlear implants: a patient questionnaire. Cochlear Implants Int. 4, 85–95. doi: 10.1179/cim.2003.4.2.85

 Nadol, J. B., Burgess, J. B., Gantz, J. B., Coker, J. N, Ketten, R. D, Kos, I., et al. (2001). Histopathology of cochlear implants in humans. Ann. Otol. Rhinol. Laryngol. 110, 883–891. doi: 10.1177/000348940111000914

 Patel, A. D. (2014). Can non-linguistic musical training change the way the brain processes speech? The Expanded OPERA Hypothesis. Hear. Res. 308, 98–108. doi: 10.1016/j.heares.2013.08.011

 Pereira, C. S., Teixeira, J., Figueiredo, P., Xavier, J., Castro, S. L., and Brattico, E. (2011). Music and emotions in the brain: familiarity matters. PLoS ONE 6:e27241. doi: 10.1371/journal.pone.0027241

 Peretz, I., Blood, A. J., Penhune, V., and Zatorre, R. (2001). Cortical deafness to dissonance. Brain 124 (Pt 5), 928–940. doi: 10.1093/brain/124.5.928

 Peterson, N. R., Pisoni, D. B., and Miyamoto, R. T. (2010). Cochlear implants and spoken language processing abilities: review and assessment of the literature. Restor. Neurol. Neurosci. 28, 237–250. doi: 10.3233/RNN-2010-0535

 Philips, B., Vinck, B., De Vel, E., Maes, L., D'Haenens, W., Keppler, H., et al. (2012). Characteristics and determinants of music appreciation in adult CI users. Eur. Arch. Oto-Rhino-Laryngol. 269, 813–821. doi: 10.1007/s00405-011-1718-4

 Salimpoor, V. N., Benovoy, M., Longo, G., Cooperstock, J. R., and Zatorre, R. J. (2009). The rewarding aspects of music listening are related to degree of emotional arousal. PLoS ONE 4:e7487. doi: 10.1371/journal.pone.0007487

 Samar, V. J., and Metz, D. E. (1988). Criterion validity of speech intelligibility rating-scale procedures for the hearing-impaired population. J. Speech Lang. Hear. Res. 31, 307–316. doi: 10.1044/jshr.3103.307

 Sandmann, P., Dillier, N., Eichele, T., Meyer, M., Kegel, A., Pascual-Marqui, R., et al. (2012). Visual activation of auditory cortex reflects maladaptive plasticity in cochlear implant users. Brain 135, 555–568. doi: 10.1093/brain/awr329

 Santarelli, R. R., De Filippi, E., and Genovese Arslan, E. (2008). Cochlear implantation outcome in prelingually deafened young adults. Audiol. Neurotol. 13, 257–265. doi: 10.1159/000115435

 Seyyedi, M., Viana, L. M., and Nadol, J. B. Jr. (2014). Within-subject comparison of word recognition and spiral ganglion cell count in bilateral cochlear implant recipients. Otol. Neurotol. 35, 1446–1450. doi: 10.1097/MAO.0000000000000443

 Sharma, A., Dorman, M. F., and Spahr, A. J. (2002). A sensitive period for the development of the central auditory system in children with cochlear implants: implications for age of implantation. Ear Hear. 23, 532–539. doi: 10.1097/00003446-200212000-00004

 Sladen, D. P., and Zappler, A. (2015). Older and younger adult cochlear implant users: speech recognition in quiet and noise, quality of life, and music perception. Am. J. Audiol. 24, 31–39. doi: 10.1044/2014_AJA-13-0066

 Teoh, S. W., Pisoni, D. B., and Miyamoto, R. T. (2004). Cochlear implantation in adults with prelingual deafness. part II. underlying constraints that affect audiological outcomes: cochlear implantation in adults with prelingual deafness. Laryngoscope 114, 1714–1719. doi: 10.1097/00005537-200410000-00007

 Trehub, S. E., and Hannon, E. E. (2006). Infant music perception: domain-general or domain-specific mechanisms? Cognition 100, 73–99. doi: 10.1016/j.cognition.2005.11.006

 van Dijkhuizen, J. N., Beers, M., Boermans, P. P., Briaire, J. J., and Frijns, J. H. (2011). Speech intelligibility as a predictor of cochlear implant outcome in prelingually deafened adults. Ear Hear. 32, 445–458. doi: 10.1097/AUD.0b013e31820510b7

 van Dijkhuizen, J. N., Boermans, P. B., Briaire, J. J., and Frijns, J. H. M. (2016). Intelligibility of the patients speech predicts the likelihood of cochlear implant success in prelingually deaf adults. Ear Hear. 37:e302–10. doi: 10.1097/AUD.0000000000000286

 Veekmans, K., Ressel, L., Mueller, J., Vischer, M., and Brockmeier, S. J. (2009). Comparison of music perception in bilateral and unilateral cochlear implant users and normal-hearing subjects. Audiol. Neurootol. 14, 315–326. doi: 10.1159/000212111

 Waltzman, S. B., and Cohen, N. L. (1999). Implantation of patients with prelingual long-term deafness. Ann. Otol. Rhinol. Laryngol. 108(Suppl. 177), 84–87. doi: 10.1177/00034894991080S417

 Waltzman, S. B., Roland, J. T. Jr., and Cohen, N. L. (2002). Delayed implantation in congenitally deaf children and adults. Otol. Neurotol. 23, 333–340. doi: 10.1097/00129492-200205000-00018

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Fuller, Başkent and Free. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 29 October 2019
doi: 10.3389/fnins.2019.01145





[image: image]

Vibrotactile Stimulation Based on the Fundamental Frequency Can Improve Melodic Contour Identification of Normal-Hearing Listeners With a 4-Channel Cochlear Implant Simulation

Xin Luo1* and Lauren Hayes2

1College of Health Solutions, Arizona State University, Tempe, AZ, United States

2School of Arts, Media and Engineering, Arizona State University, Tempe, AZ, United States

Edited by:
Jeremy Marozeau, Technical University of Denmark, Denmark

Reviewed by:
Juan Huang, Johns Hopkins University, United States
Peter Cariani, Harvard Medical School, United States

*Correspondence: Xin Luo, xinluo@asu.edu

Specialty section: This article was submitted to Auditory Cognitive Neuroscience, a section of the journal Frontiers in Neuroscience

Received: 13 May 2019
Accepted: 10 October 2019
Published: 29 October 2019

Citation: Luo X and Hayes L (2019) Vibrotactile Stimulation Based on the Fundamental Frequency Can Improve Melodic Contour Identification of Normal-Hearing Listeners With a 4-Channel Cochlear Implant Simulation. Front. Neurosci. 13:1145. doi: 10.3389/fnins.2019.01145

Cochlear implant (CI) users’ poor speech recognition in noise and music perception may be both due to their limited access to pitch cues such as the fundamental frequency (F0). Recent studies showed that similar to residual low-frequency acoustic hearing, vibrotactile presentation of the F0 significantly improved speech recognition in noise of CI users. The present study tested whether F0-based vibrotactile stimulation can improve melodic contour identification (MCI) of normal-hearing listeners with acoustically simulated CI processing. Each melodic contour consisted of five musical notes with one of nine contour patterns (rising, falling, or flat in each half of the contour). The F0 of the middle note was 220 or 880 Hz, and the frequency intervals between adjacent notes were 1, 3, or 5 semitones. The F0 of each note was extracted in real time and transposed to a vibration frequency centered around 110 Hz at the right forearm top. MCI was tested in five experimental conditions (with a 4- or 8-channel CI simulation alone, vibrotactile stimulation alone, and 4- or 8-channel CI simulation plus vibrotactile stimulation), each after the same amount of brief training was provided. Results showed that discrimination of vibrotactile stimuli significantly improved from chance to near perfect as the vibration frequency interval increased from 0.25 to 3 semitones. The MCI performance with vibrotactile stimulation alone was similar to that with the 4-channel CI simulation alone, but was significantly worse than that with the 8-channel CI simulation alone. Significant improvement in MCI performance with the addition of vibrotactile stimulation was only found with the 4-channel CI simulation when the middle F0 was 880 Hz and when the frequency intervals were 3 or 5 semitones. The improvement in MCI performance with than without vibrotactile stimulation was significantly correlated with the baseline MCI performance with 4-channel CI simulation alone or with the MCI performance difference between vibrotactile stimulation and 8-channel CI simulation. Therefore, when the simulated or real CI performance is relatively poor, vibrotactile stimulation based on the F0 may improve MCI with acoustic CI simulations and perhaps in real CI users as well.

Keywords: cochlear implant, music perception, melodic contour, tactile aid, vibration perception, multisensory integration


INTRODUCTION

Cochlear implant (CI) is widely used to restore hearing sensation to profoundly deaf people through electrical stimulation of surviving auditory neurons. It is remarkable that the majority of CI users can have good speech recognition in quiet with only slowly-varying temporal envelope cues from a small number of frequency channels (Wilson and Dorman, 2008). However, the crude mimicking of normal peripheral auditory processing by current CI systems makes music perception extremely challenging (e.g., Limb and Roy, 2014). Although the coarse temporal features of music (e.g., rhythm, tempo, and meter) are well preserved for CI users, pitch perception that requires spectro-temporal fine structure cues is much worse in CI users than in normal-hearing (NH) listeners. Place-of-stimulation cues for pitch perception with CIs are limited by the use of only 12–22 implanted electrodes, the current spread of electrical stimulation, and the frequency-to-place mismatch due to shallow insertion of the electrode array. The spectral resolution needed for place-pitch perception is also affected by the neural survival and electrode-to-neuron distance (Bierer, 2010). On the other hand, CI users’ pitch perception based on the pulse rate of an electrical pulse train or the amplitude modulation frequency of a constant-rate electrical pulse train has been shown to saturate around 300 Hz (i.e., rates higher than 300 Hz do not lead to higher pitch perception). It seems that 300 Hz is the auditory nerve entrainment limit with electrical stimulation, above which the all-order inter-spike interval distributions more closely reflect the maximum sustained neural response rate rather than the F0 subharmonics of acoustic input. As such, CI users have poorer-than-normal perception of both the directions (i.e., contours) and sizes (i.e., intervals) of pitch changes in musical melodies (e.g., Galvin et al., 2007; Luo et al., 2014b).

For CI users with residual low-frequency acoustic hearing in the non-implanted ear, pitch cues may be better accessed through the use of a hearing aid in conjunction with the CI (i.e., binaural bimodal hearing). The residual acoustic hearing is typically available for frequencies up to 1000 Hz and thus adds complementary low-frequency pitch cues such as the F0 and lower harmonics to CI-mediated electric hearing. Compared to CI alone, bimodal hearing has been shown to significantly improve familiar melody recognition (Kong et al., 2005; Gfeller et al., 2006) and melodic contour identification (Crew et al., 2015) by 20–30%, and the speech reception threshold in noise by 1–5 dB. Although promising, the bimodal benefits to speech and music perception are only available for those with residual acoustic hearing. However, the proportion of CI candidates with residual acoustic hearing is still low (e.g., only 9% in Verschuur et al., 2016) even after significant increases over the years.

Recently, vibrotactile stimulation has been proposed as an alternative way to deliver low-frequency acoustic cues to CI users without residual acoustic hearing (Huang et al., 2017; Fletcher et al., 2018). This idea was based on the fact that the most sensitive frequency range of touch sense is below 500 Hz (Verrillo, 1985), similar to the low-frequency range of residual acoustic hearing that accounts for the majority of bimodal benefits (Zhang et al., 2010). Unlike traditional tactile aids that were designed as an alternative to CIs for auditory rehabilitation for profound deafness, electro-tactile stimulation was aimed to combine CI-mediated electric hearing with low-frequency vibrotactile stimulation. In this application, important low-frequency acoustic cues identified by studies of bimodal hearing (e.g., Brown and Bacon, 2009) were presented via vibrotactile stimulation to help improve CI performance. For example, Huang et al. (2017) found that vibrotactile stimulation based on the F0 of clean speech significantly improved the speech reception threshold in steady-state, speech-shaped noise of real CI users by 2 dB on average. Also, Fletcher et al. (2018) used the temporal envelope and voicing information of noisy speech for vibrotactile stimulation and found significantly better speech recognition in multi-talker, speech-babble noise with than without vibrotactile stimulation of NH listeners listening to an acoustic CI simulation. The improvement in speech recognition with the addition of vibrotactile stimulation at the speech reception threshold was on average 10%.

The first aim of the present study was to test whether F0-based vibrotactile stimulation can improve melodic contour identification (MCI; Galvin et al., 2007) of NH listeners listening to acoustic CI simulations. As an important aspect of music perception, MCI was tested with CI simulations alone, vibrotactile stimulation alone, and CI simulations plus vibrotactile stimulation. The MCI test was ideal for repeated testing in different conditions because the effect of memory recall was reduced by testing a large number of novel melodic contours. It also allowed for a systematic manipulation of the pitch ranges and intervals of melodic contours to clarify the mechanisms of MCI. CI simulations were used to test NH listeners, so that the spectral resolution of acoustic stimulation can be precisely controlled without differences between individual CI systems and patient-related confounds such as the neural survival and electrode placement. A 4- or 8-channel noise-band vocoder was used to simulate the number of effective frequency channels in real CI users (Friesen et al., 2001). To represent real-world applications, the F0 of each musical note was extracted in real time with low computational cost and was used by a compact, wearable device to produce vibrotactile stimulation at the top of the right forearm of participants. Different pitch ranges of melodic contours were transposed to the low frequency range of vibration. It was hypothesized that vibrotactile stimulation would improve the MCI performance of NH listeners listening to acoustic CI simulations, but the amount of improvement may vary with the pitch ranges and intervals of melodic contours, as well as the number of frequency channels in the CI simulation.

Large variability across participants in terms of the MCI improvement with simulated electro-tactile stimulation compared to CI simulations alone was also expected, similar to that observed for speech recognition in noise (Huang et al., 2017; Fletcher et al., 2018). The second aim of the present study was to understand the factors contributing to the variability in MCI improvement with simulated electro-tactile stimulation. Factors of interest were the perceptual sensitivity to vibrotactile stimulation, MCI performance with vibrotactile stimulation alone, MCI performance with CI simulations alone, and MCI performance difference between vibrotactile stimulation and CI simulations (i.e., the MCI performance with vibrotactile stimulation alone minus that with the CI simulations alone). Correlations between these outcome measures and the MCI improvement with simulated electro-tactile stimulation were analyzed. The hypothesis was that similar or more salient melodic contour cues from vibrotactile stimulation than from CI simulations are needed for MCI improvement with simulated electro-tactile stimulation.



MATERIALS AND METHODS


Participants

Eight young adult NH listeners (all female, age range: 19–32 years, mean age: 22 years) participated in this study. All participants had hearing thresholds lower than 20 dB HL at octave frequencies from 125 to 8000 Hz in both ears. None of them had extensive musical training. All participants gave informed consent and were compensated for their participation. This study was approved by the Institutional Review Board of Arizona State University.



Psychophysics of Vibrotactile Stimulation


Vibrotactile Device

A wearable vibrotactile device (Figure 1A) was used in the present study. A Precision MicrodrivesTM pancake-shape vibration motor with a 10 mm diameter and a 3 mm length (similar to those used in cell phones) was attached to a wristband using Velcro. A battery-powered wireless receiver (i.e., the Sense/Stage MiniBee system1) was controlled by customized Max/MSP2 software to vibrate the motor tangentially to the skin. For the Eccentric Rotating Mass (ERM) vibration motor used in the present study, the vibration waveform is a sinusoidal function of time. According to the datasheet3, the motor has an operating range of input voltage from 0.7 to 3.7 v. The vibration frequency and amplitude both increase (up to 220 Hz and 1.62 g, respectively) with increasing input voltage, thus prohibiting the possibility for decoupling the vibration frequency and amplitude. During testing, participants put the wristband around their right arm firmly and comfortably, and rested their right arm on a desk in a sound booth with the hand palm-side down (Figure 1B). Previous studies of electro-tactile stimulation (Huang et al., 2017; Fletcher et al., 2018) sent vibrotactile stimulation to the index fingertip, while the present study used the top of the right forearm, which was a more suitable site of vibrotactile stimulation for real-world applications due to its less interference with hand movements. Our pilot study showed that the forearm top had slightly but not significantly higher vibration detection thresholds than the index fingertip.
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FIGURE 1. Vibrotactile device used in the present study with the different parts labeled (A) and when the wristband was put around the right arm of a participant (B).




Vibration Detection

Each participant’s absolute and differential sensitivity to vibrotactile stimulation was measured using classical psychophysical tests. The method of limits was used to estimate the vibration detection threshold (i.e., the lowest input voltage that generated a perceivable vibration). In an ascending sequence, a 500 ms vibration started with a subthreshold level and the input voltage increased in steps of 0.013 v until the vibration was detected. The last undetected and the first detected voltages were averaged as the endpoint of the ascending sequence. In a descending sequence, the vibration started with a supra-threshold level and the input voltage decreased in steps of 0.013 v until the vibration was no longer detected. The last detected and the first undetected voltages were averaged as the endpoint of the descending sequence. Three ascending and three descending sequences were tested alternately in counter-balanced order across participants. The endpoints of these ascending and descending sequences were averaged as the estimated vibration detection threshold.



Vibration Discrimination

The psychometric function of vibration discrimination was measured using a two-alternative, forced-choice (2AFC) task. There were two 500 ms vibrations separated by a 100 ms gap in each trial. The two vibration frequencies were centered on 110 Hz (which was the middle of the vibration frequency range) and differed by 0.25, 0.5, 1, 2, and 3 semitones. The two corresponding vibration amplitudes were centered on 0.5 g and differed by 0.01, 0.02, 0.04, 0.08, and 0.12 g, respectively. The order of presentation was random for the two vibrations and participants were asked to select the vibration with a higher frequency, although the vibration amplitudes may also be used to perform the discrimination task. Feedback regarding the response correctness was not provided. The five vibration frequency intervals were each tested 10 times in random order, resulting in a total of 50 trials in a session. Three sessions were completed. The average percent correct score of vibration discrimination was calculated for each frequency interval.



Melodic Contour Identification


Melodic Contours

The MCI test (Galvin et al., 2007) was used in the present study. Each melodic contour had five 500 ms musical notes with 100 ms gaps in between. Each note was a harmonic complex tone, which had all harmonics in sine phase up to 4000 Hz and a spectral slope of −8 dB/octave. Each note also had 20 ms raised-cosine onset and offset ramps. As shown in Figure 2A, the F0-change direction (i.e., rising, flat, or falling) within the first half of the melodic contour (i.e., from the first to the third note) was independent from that within the second half (i.e., from the third to the fifth note), resulting in a total of nine contour patterns (i.e., rising, rising-flat, rising-falling, flat-rising, flat, flat-falling, falling-rising, falling-flat, and falling). The F0 of the middle (or the third) note was 220 (A3) or 880 Hz (A5) to test MCI in different pitch ranges. The F0 differences between adjacent notes were 1, 3, or 5 semitones to test MCI with different pitch intervals. All 54 melodic contours (2 middle F0s × 3 interval sizes × 9 contour patterns) were generated with a 22,050 Hz sampling rate and a 16-bit resolution in MATLAB.
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FIGURE 2. Example stimuli and signal processing for the melodic contour identification test. (A) Nine contour patterns used in the melodic contour identification test; (B) Diagram of acoustic simulation of CI processing; (C) Diagram of signal processing for vibrotactile stimulation; (D) Spectrograms of rising melodic contours with the 3-semitone intervals and the 220 (left) and 880 Hz (right) middle F0s (top, original, unprocessed audio; middle, 4-channel CI simulation; bottom, 8-channel CI simulation). The band-pass filter cutoff frequencies for the CI simulations are listed next to the spectrograms. (E) Vibration frequencies and amplitudes for the rising melodic contours in (D).




Acoustic CI Simulations

For acoustic stimulation, the melodic contours were processed in MATLAB by a 4- or 8-channel noise-band vocoder to simulate CI processing (Shannon et al., 1995; Figure 2B). The musical notes were first pre-emphasized by a first-order Butterworth high-pass filter at 1200 Hz. This pre-emphasis is used in CI systems to flatten the long-term average spectrum and enhance the perception of low-intensity, high-frequency spectral components. The musical notes were then filtered into 4 or 8 channels by fourth-order Butterworth band-pass filters. The overall frequency range of analysis was from 100 to 6000 Hz and the band-pass filter cut-off frequencies (listed in Figure 2D) were calculated using the Greenwood (1990) function so that the filters were evenly spaced in terms of their cochlear positions. Each band-pass filtered signal was half-wave rectified and low-pass filtered by a fourth-order Butterworth filter at 500 Hz to extract the temporal envelope. The 500 Hz temporal envelope was able to preserve the temporal periodicity cues for pitch perception of melodic contours with the 220 Hz but not with the 880 Hz middle F0. A broad-band noise was amplitude modulated by the extracted temporal envelope and filtered by the band-pass filter of the channel. The amplitude-modulated noise bands of all channels were added together to generate the noise-vocoded melodic contours. Figure 2D shows the spectrograms of the rising melodic contours with the 3-semitone intervals and the 220 and 800 Hz middle F0s before and after the 4- or 8-channel CI simulation. A JBL loudspeaker placed 1 m in front of the participant in the sound booth was used to present the noise-vocoded melodic contours at a root-mean-square level of 65 dB SPL in conditions with acoustic CI simulations.



Vibrotactile Stimulation

The vibrotactile device described in the previous section was used to generate F0-based vibrations at the top of the right forearm in conditions with vibrotactile stimulation. As shown in Figure 2C, a Max/MSP object named fiddle∼ (Puckette et al., 1998) received the original, unprocessed melodic contours from MATLAB through direct internal audio routing and extracted the F0 of each note based on spectral analysis in real time. Each frame of 1024 samples was zero-padded to perform a 2048-point Fast Fourier Transform. Up to 20 spectral peaks were used to estimate the F0 with maximum likelihood (i.e., the harmonics of the estimated F0 should best match the spectral peaks). At least four spectral peaks should be present or the total power of the contributing peaks should be at least 0.01 of the signal power. Otherwise, no pitch was detected. A new F0 estimation was made every 512 samples. The F0 estimation was found to be accurate for all the musical notes used in the melodic contours. The estimated F0s were scaled to the range of vibration frequencies (i.e., up to 220 Hz). As mentioned, 220 Hz was the typical upper frequency limit of the ERM motor used in this study and frequencies below 220 Hz were within the most sensitive frequency range of touch sense (Verrillo, 1985). Specifically, F0s from 110 to 440 Hz (i.e., those of the melodic contours with the 220 Hz middle F0) were divided by two, while F0s from 440 to 1760 Hz (i.e., those of the melodic contours with the 880 Hz middle F0) were divided by eight to determine the vibration frequencies. The corresponding input voltages to the vibration motor were then found using the datasheet of the motor. Figure 2E shows the vibration frequencies (and the covaried vibration amplitudes) for the rising melodic contours with the 3-semitone intervals and the 220 and 880 Hz middle F0s. Note that after frequency transposition, melodic contours with the two different middle F0s had the same vibration frequencies and amplitudes.



Testing Procedure

MCI was first tested with only acoustic presentation of the original, unprocessed musical notes. The purpose of this baseline test was to familiarize participants with the testing procedure and make sure that each participant had near perfect performance with the original acoustic stimuli. In each trial, one of the 54 melodic contours was randomly selected for presentation without replacement and participants were asked to identify the contour pattern by clicking on one of the nine response buttons with the corresponding contour pictures. Feedback was not provided regarding the response correctness. The percent correct score of MCI was recorded for one run of the baseline test.

MCI was then tested in five experimental conditions (i.e., with the 4- or 8-channel CI simulation alone, vibrotactile stimulation alone, and 4- or 8-channel CI simulation plus vibrotactile stimulation) in random order. Before each experimental condition, a brief training was conducted to familiarize participants with the corresponding stimulation condition. Different from the testing stimuli, the training stimuli were melodic contours with a 440 Hz middle F0 and the pitch intervals between adjacent notes were 2 or 4 semitones (i.e., a total of 18 melodic contours). Accordingly, the F0s of the training stimuli were divided by a different factor (four) to determine the vibration frequencies. The training procedure was the same as the testing procedure, except that visual feedback regarding the response correctness was provided after each trial and the melodic contour was presented again with the correct response highlighted after each incorrect trial. Two runs of training with feedback were completed before two runs of testing without feedback in each experimental condition. The average MCI score was calculated for the two runs of testing.



Statistical Analyses

As mentioned, our main hypothesis was that the benefits of vibrotactile stimulation to overall MCI scores, those for different middle F0s, and those for different interval sizes may rely on the number of channels in CI simulations. To explore the potential interaction between vibrotactile stimulation and channel number, separate repeated-measures analyses of variance (RM ANOVAs) were used to analyze the overall MCI scores, those for different middle F0s, and those for different interval sizes with the 4- or 8-channel CI simulation with or without vibrotactile stimulation (i.e., in four of the five stimulation conditions). Another hypothesis was that the relative salience of MCI cues from vibrotactile stimulation and CI simulations alone may determine the efficacy of multi-sensory integration. Therefore, the overall MCI scores, those for different middle F0s, and those for different interval sizes were compared across the conditions with vibrotactile stimulation alone and 4- or 8-channel CI simulation alone (i.e., in three of the five stimulation conditions) using separate RM ANOVAs. Post hoc Bonferroni t-tests were used for pair-wise comparisons following the various RM ANOVAs.



RESULTS


Vibration Detection and Discrimination

The vibration detection thresholds of different participants ranged from 0.71 to 0.82 v, which were slightly higher than the lower end of the motor operating range (0.7 v). It was also found that the higher end of the motor operating range (3.7 v) generated a strong but comfortable vibration for all participants. As such, the whole motor operating range can be used to encode low-frequency acoustic cues via vibrotactile stimulation.

Figure 3 shows the percent correct scores of vibration discrimination as a function of the interval size between vibration frequencies. The vibration amplitude differences corresponding to the vibration frequency intervals are also shown on the top axis, because both vibration frequencies and amplitudes may be used to perform the discrimination task. As the frequency interval increased from 0.25 to 3 semitones, the vibration discrimination performance improved from chance to near perfect. A one-way RM ANOVA showed that the vibration discrimination performance was significantly affected by the frequency interval size [F(4, 28) = 24.29, p < 0.001]. Post hoc Bonferroni t-tests showed that all pairwise comparisons of vibration discrimination performance between the interval sizes were significant (p < 0.02), except for 0.25 vs. 0.5, 0.5 vs. 1, and 2 vs. 3 semitones (p > 0.10). From the psychometric function of vibration discrimination, the vibration discrimination threshold with a 71% correct score (similar to that measured with a two-down/one-up adaptive procedure) was estimated to be 1.1 semitones (i.e., a just noticeable difference of 7 Hz around 110 Hz). As such, the frequency changes between adjacent notes in the melodic contours (i.e., 1, 3, or 5 semitones) should be reliably perceived via vibrotactile stimulation.
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FIGURE 3. Vibration discrimination performance as a function of the vibration frequency interval (on the bottom axis) or vibration amplitude difference (on the top axis). Symbols represent the mean, while error bars represent the standard error across participants. The horizontal dashed line indicates the chance performance of 50% correct.




Melodic Contour Identification


Overall MCI Scores

One participant scored 87% while the others scored 100% in the baseline MCI test with acoustically presented original notes. Figure 4 shows the overall MCI scores in the five experimental conditions. A one-way RM ANOVA was used to compare the performance with vibrotactile stimulation alone (white bar) to those with the 4- or 8-channel CI simulation alone (gray bars). There was a significant effect of experimental condition on the MCI performance [F(2, 14) = 12.58, p < 0.001]. Post hoc Bonferroni t-tests showed that vibrotactile stimulation alone produced similar MCI performance as the 4-channel CI simulation alone (p = 1.00). However, the MCI performance was significantly worse with vibrotactile stimulation alone than with the 8-channel CI simulation alone (p = 0.001).
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FIGURE 4. Overall melodic contour identification scores with the 4- or 8-channel CI simulation (left two and middle two bars, respectively) with or without vibrotactile stimulation (black and gray bars, respectively) or with vibrotactile stimulation alone (white bar). Vertical bars represent the mean, while error bars represent the standard error across participants. Individual data points are shown by different symbols with or without dots. The horizontal dashed line indicates the chance performance of 11% correct.


To test whether the MCI performance with 4- or 8-channel CI simulation was better with than without simultaneous vibrotactile stimulation (black and gray bars, respectively), a two-way RM ANOVA with channel number (4 or 8) and vibrotactile stimulation (on or off) as the two factors was conducted on the MCI performance. Note that the vibrotactile stimulation was perceived to be synchronized with the acoustic stimulation by all participants. It was found that both the channel number [F(1, 7) = 12.48, p = 0.01] and vibrotactile stimulation [F(1, 7) = 5.64, p = 0.04] significantly affected the MCI performance. The two factors did not significantly interact with each other [F(1, 7) = 3.80, p = 0.09]. Post hoc Bonferroni t-tests showed that the MCI performance was significantly better with 8 than with 4 channels (p < 0.03), whether or not vibrotactile stimulation was added to the CI simulations. On the other hand, simultaneous vibrotactile stimulation significantly improved the MCI performance with 4-channel (p = 0.009) but not with 8-channel CI simulation (p = 0.43).



Detailed MCI Scores for Different Middle F0s

Figure 5 shows the detailed MCI scores for the two middle F0s (220 Hz: upward triangles; 880 Hz: downward triangles) in the five experimental conditions. A two-way RM ANOVA was used to compare the performance for the 220 and 880 Hz middle F0s with vibrotactile stimulation alone (white triangles) to those with the 4- or 8-channel CI simulation alone (gray triangles). The middle F0 [F(1, 7) = 12.91, p = 0.009] and experimental condition [F(2, 14) = 12.58, p < 0.001] both significantly affected the MCI performance. There was a significant interaction between the two factors [F(2, 14) = 11.15, p = 0.001]. Post hoc Bonferroni t-tests showed that for either the 220 or 880 Hz middle F0, the MCI performance with vibrotactile stimulation alone was similar to that with the 4-channel CI simulation alone (p > 0.42), but was significantly worse than that with the 8-channel CI simulation alone (p < 0.02). Also, the MCI performance with vibrotactile stimulation or 4-channel CI simulation alone was significantly better for the 220 Hz than for the 880 Hz middle F0 (p < 0.03), while the MCI performance with 8-channel CI simulation alone was similar for the two middle F0s (p = 0.09).
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FIGURE 5. Melodic contour identification scores for the 220 and 880 Hz middle F0s (upward and downward triangles, respectively) with the 4- or 8-channel CI simulation (left and middle line plots, respectively) with or without vibrotactile stimulation (black and gray triangles, respectively) or with vibrotactile stimulation alone (white triangles). Symbols represent the mean, while error bars represent the standard error across participants. The horizontal dashed line indicates the chance performance of 11% correct.


The detailed MCI scores for the 220 and 880 Hz middle F0s with the 4- or 8-channel CI simulation with or without vibrotactile stimulation (black and gray triangles, respectively) were analyzed using a three-way RM ANOVA with middle F0, channel number, and vibrotactile stimulation as the three factors. The significant effects of channel number and vibrotactile stimulation were the same as seen in the overall scores (Figure 4). The effect of middle F0 was not significant [F(1, 7) = 3.76, p = 0.09] but there was a significant interaction between middle F0 and channel number [F(1, 7) = 39.84, p < 0.001]. The other two- and three-way interactions were not significant (p > 0.09). To better understand how the MCI scores for the 220 and 880 Hz middle F0s changed with the channel number and vibrotactile stimulation, the MCI performance for each middle F0 was analyzed separately using a two-way RM ANOVA. When the middle F0 was 220 Hz, both the channel number [F(1, 7) = 1.83, p = 0.22] and vibrotactile stimulation [F(1, 7) = 1.63, p = 0.24] did not significantly affect the MCI performance, and the two factors did not have a significant interaction [F(1, 7) = 0.20, p = 0.67]. When the middle F0 was 880 Hz, the MCI performance was significantly affected by both the channel number [F(1, 7) = 36.11, p < 0.001] and vibrotactile stimulation [F(1, 7) = 8.03, p = 0.02], and the two factors significantly interacted with each other [F(1, 7) = 15.54, p = 0.006]. Post hoc Bonferroni t-tests showed that the MCI performance for the 880 Hz middle F0 was significantly better with 8 than with 4 channels (p < 0.002), whether or not vibrotactile stimulation was added to the CI simulations. On the other hand, simultaneous vibrotactile stimulation significantly improved the MCI performance for the 880 Hz middle F0 with 4-channel (p = 0.002) but not with 8-channel CI simulation (p = 0.41).



Detailed MCI Scores for Different Interval Sizes

Figure 6 shows the detailed MCI scores for the three interval sizes (1 semitone: circles; 3 semitones: squares; 5 semitones: diamonds) in the five experimental conditions. A two-way RM ANOVA was used to compare the performance for the 1-, 3-, and 5-semitone intervals with vibrotactile stimulation alone (white symbols) to those with the 4- or 8-channel CI simulation alone (gray symbols). Both the interval size [F(2, 14) = 316.99, p < 0.001] and experimental condition [F(2, 14) = 12.57, p < 0.001] significantly affected the MCI performance, but the two factors did not significantly interact with each other [F(4, 28) = 1.88, p = 0.14]. Post hoc Bonferroni t-tests showed that for the 1- and 3-semitone intervals, the MCI performance with vibrotactile stimulation alone was similar to that with the 4-channel CI simulation alone (p = 1.00), but was significantly worse than that with the 8-channel CI simulation alone (p < 0.001). However, for the 5-semitone intervals, the MCI performance was similar with either the 8-channel CI simulation, 4-channel CI simulation, or vibrotactile stimulation alone (p > 0.12). With either the 4-channel CI simulation or vibrotactile stimulation alone, the MCI performance was significantly better for the 5-semitone than for the 3-semintone, and for the 3-semitone than for the 1-semitone intervals (p < 0.005). However, with the 8-channel CI simulation alone, the MCI performance was significantly better for the 3-semitone than for the 1-semitone intervals (p < 0.001), but was similar for the 3- and 5-semitone intervals (p = 1.00).
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FIGURE 6. Melodic contour identification scores for the 1-, 3-, and 5-semitone intervals (circles, squares, and diamonds, respectively) with the 4- or 8-channel CI simulation (left and middle line plots, respectively) with or without vibrotactile stimulation (black and gray symbols, respectively) or with vibrotactile stimulation alone (white symbols). Symbols represent the mean, while error bars represent the standard error across participants. The horizontal dashed line indicates the chance performance of 11% correct.


The detailed MCI scores for the 1-, 3-, and 5-semitone intervals with the 4- or 8-channel CI simulation with or without vibrotactile stimulation (black and gray symbols, respectively) were analyzed using a three-way RM ANOVA with interval size, channel number, and vibrotactile stimulation as the three factors. Again, the significant effects of channel number and vibrotactile stimulation were the same as seen in the overall scores (Figure 4). The effect of interval size was significant [F(2, 14) = 183.41, p < 0.001] and there was a significant interaction between interval size and channel number [F(2, 14) = 7.66, p = 0.006]. The other two- and three-way interactions were not significant (p > 0.09). Again, to better understand how the MCI scores for the 1-, 3-, and 5-semitone intervals changed with the channel number and vibrotactile stimulation, the MCI performance for each interval size was analyzed separately using a two-way RM ANOVA. For the 1-semitone intervals, the MCI performance was significantly affected by the channel number [F(1, 7) = 15.19, p = 0.006] but not by vibrotactile stimulation [F(1, 7) = 0.16, p = 0.69]. The two factors did not significantly interact with each other [F(1, 7) = 0.01, p = 0.92]. For the 3-semitone intervals, the MCI performance was significantly affected by both the channel number [F(1, 7) = 9.38, p = 0.02] and vibrotactile stimulation [F(1, 7) = 17.64, p = 0.004], and the two factors also had a significant interaction [F(1, 7) = 18.43, p = 0.004]. Post hoc Bonferroni t-tests showed that the MCI performance for the 3-semitone intervals was significantly better with 8 than with 4 channels with the CI simulations alone (p = 0.002) but not with the CI simulations plus vibrotactile stimulation (p = 0.17). Also, simultaneous vibrotactile stimulation significantly improved the MCI performance for the 3-semitone intervals with 4-channel (p < 0.001) but not with 8-channel CI simulation (p = 0.89). For the 5-semitone intervals, the effects of both channel number [F(1, 7) = 4.77, p = 0.06] and vibrotactile stimulation [F(1, 7) = 5.30, p = 0.05] on the MCI performance were barely significant. The two factors did not have a significant interaction [F(1, 7) = 1.03, p = 0.34].



Factors Affecting the MCI Improvement With Simulated Electro-Tactile Stimulation

The improvement in MCI performance with simulated electro-tactile stimulation (i.e., the MCI performance with combined CI simulations and vibrotactile stimulation minus that with the CI simulations alone) varied across participants. To explain this variability, the vibration detection threshold, vibration discrimination performance averaged across different frequency intervals, MCI performance with vibrotactile stimulation alone, MCI performance with CI simulations alone, and MCI performance difference between vibrotactile stimulation and CI simulations were considered as potential factors contributing to the MCI improvement with simulated electro-tactile stimulation. Pearson correlation analyses with the Holm-Bonferroni correction showed that with the 4-channel CI simulation, the MCI improvement with simulated electro-tactile stimulation was significantly correlated with the MCI performance with CI simulation alone (r = −0.91, p = 0.002, Figure 7A). That is, participants having poorer MCI performance with the 4-channel CI simulation alone showed more MCI improvement with simulated electro-tactile stimulation. With the 8-channel CI simulation, the MCI improvement with simulated electro-tactile stimulation was significantly correlated with the MCI performance difference between vibrotactile stimulation and CI simulation (r = 0.87, p = 0.005, Figure 7B). That is, participants having less decline in MCI performance with vibrotactile stimulation alone than with the 8-channel CI simulation alone showed more MCI improvement with simulated electro-tactile stimulation. With the 8-channel CI simulation, the correlation between MCI improvement with simulated electro-tactile stimulation and MCI performance with the CI simulation alone just missed significance (r = −0.80, p = 0.018). The other factors were not significantly correlated with the MCI improvement with simulated electro-tactile stimulation (4-channel CI simulation: |r| < 0.42, p > 0.30; 8-channel CI simulation: |r| < 0.23, p > 0.58).
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FIGURE 7. Melodic contour identification improvement with simulated electro-tactile stimulation as a function of the melodic contour identification performance with CI simulation alone (A: 4-channel CI simulation) and as a function of the melodic contour identification performance difference between vibrotactile stimulation and CI simulation (B: 8-channel CI simulation). Each line shows a linear regression with the corresponding correlation coefficient r- and p-value listed in the figure legend.




DISCUSSION

The present study used a compact, wearable vibrotactile device to produce F0-based vibrations at the forearm top of participants in real time and found significantly better MCI performance with than without vibrotactile stimulation of NH listeners listening to acoustic CI simulations. Specifically, the MCI improvement with simulated electro-tactile stimulation was significant with the 4-channel but not with the 8-channel CI simulation, for the 880 Hz but not for the 220 Hz middle F0, and for the 3- and 5-semitone but not for the 1-semitone intervals. The MCI improvement with simulated electro-tactile stimulation varied across participants, depending on the MCI performance with CI simulation alone or the MCI performance difference between vibrotactile stimulation and CI simulation.

To understand the different benefits of simulated electro-tactile stimulation to MCI performance with different channel numbers, middle F0s, and interval sizes, the effects of these factors on MCI performance with the CI simulation alone or vibrotactile stimulation alone will first be discussed. There was a significant interaction between middle F0 and channel number for the MCI performance with CI simulation alone. When the spectral resolution of CI simulation was limited to 4 channels, the MCI performance was significantly better for the 220 Hz than for the 880 Hz middle F0. It was because the temporal periodicity cues for pitch perception were available in the 500 Hz temporal envelopes of CI simulation for the 220 Hz but not for the 880 Hz middle F0. Increasing the spectral resolution of CI simulation to 8 channels significantly improved the frequency resolvability for the 880 Hz but not for the 220 Hz middle F0 (Galvin et al., 2007). The tradeoff between spectral and temporal cues (Luo et al., 2014a) may have led to similar MCI performance for the two middle F0s with the 8-channel CI simulation. On the other hand, the MCI performance with vibrotactile stimulation alone was significantly better for the 220 Hz than for the 880 Hz middle F0, which was unexpected because for both middle F0s, the melodic contours were transposed to the same low-frequency range of vibration. Although significant, the mean difference in MCI performance with vibrotactile stimulation alone between the two middle F0s was only 5%. More participants should be tested in the future to confirm this finding.

There was also some interaction between interval size and channel number for the MCI performance with CI simulation alone. With only 4 channels, the MCI performance significantly improved as the interval size between adjacent notes increased from 1 to 3 and then from 3 to 5 semitones. However, the MCI performance with 8 channels plateaued for the 3-semitone intervals, similar to the MCI results of real CI users (Galvin et al., 2007; Luo et al., 2018). Spectral analyses showed that the energy distribution across vocoder channels was more different for the 5-semitone than for the 3-semitone intervals with 4 channels but not with 8 channels. Increasing the spectral resolution of CI simulation from 4 to 8 channels significantly improved the MCI performance for the 1- and 3-semitone intervals and barely for the 5-semitone intervals. Pitch discrimination thresholds for the 220 Hz middle F0 with CI simulations have been shown to improve from 1.65 semitones with 4 channels to 1 semitone with 8 channels (Qin and Oxenham, 2005), which may explain the effect of channel number on MCI performance for the 1-semitone intervals. The present results were consistent with previous findings that reducing the channel interaction of a CI simulation significantly improved the MCI performance for 1- and 3-semitone intervals (Crew et al., 2012). Both studies showed the importance of spectral resolution to MCI. On the other hand, the MCI performance with vibrotactile stimulation alone was also significantly better for the 5-semitone than for the 3-semitone, and for the 3-semitone than for the 1-semitone intervals. This was likely due to the improved vibration discrimination with increasing frequency intervals as shown in the psychophysical studies of vibrotactile stimulation. Note that the MCI performance with vibrotactile stimulation alone was much worse than the vibration discrimination performance with the same frequency intervals. Each trial of MCI can be viewed as a series of four trials of adjacent note or vibration discrimination. It was thus not surprising that with the same frequency intervals, the MCI performance with vibrotactile stimulation alone (e.g., 23% correct for the 1-semitone intervals) was close to the vibration discrimination performance (e.g., 69% correct for the 1-semitone intervals) raised to the power of 4. Note that both the MCI and vibration discrimination tasks required the participants to judge the frequency change directions.

Overall, the MCI performance with vibrotactile stimulation alone was similar to that with the 4-channel CI simulation alone. The equal perceptual salience of both stimulation modes may have facilitated the multisensory integration for participants to have significantly better MCI performance with simulated electro-tactile stimulation than with the 4-channel CI simulation alone. In contrast, the MCI performance with vibrotactile stimulation alone was significantly worse than that with the 8-channel CI simulation alone. When vibrotactile stimulation was combined with the 8-channel CI simulation, the MCI performance may have been dominated by the more salient CI simulation signal, and thus did not significantly differ from that with the 8-channel CI simulation alone. The MCI improvement with simulated electro-tactile stimulation compared to the 4-channel CI simulation alone was significant for the 880 Hz but not for the 220 Hz middle F0. A possible explanation is that the vibration frequency cues used to represent the melodic contours may have shared a similar temporal mechanism with the envelope periodicity cues used for MCI around 220 Hz with the CI simulation, but were complementary to the spectral cues used for MCI around 880 Hz with the CI simulation. For example, the inter-spike interval code has been found in both the mechanoreceptive afferents for vibration frequency perception (e.g., Mountcastle et al., 1967) and in the auditory nerve fibers for pitch perception (e.g., Cariani and Delgutte, 1996). The MCI improvement with simulated electro-tactile stimulation compared to the 4-channel CI simulation alone was significant for the 3- and 5-semitone but not for the 1-semitone intervals, possibly because vibrotactile stimulation did not provide salient enough MCI cues for the 1-semitone intervals.

The inter-subject variability in MCI improvement with simulated electro-tactile stimulation was similar to that in speech recognition improvement (Huang et al., 2017; Fletcher et al., 2018). The correlation analyses showed that the ability to detect or discriminate vibrotactile stimuli or to identify the contour patterns of vibrotactile stimuli did not predict the amount of MCI improvement with simulated electro-tactile stimulation. Instead, the MCI performance with CI simulation alone, either by itself (when there were 4 channels) or relative to that with vibrotactile stimulation alone (when there were 8 channels), was significantly correlated with the MCI improvement with simulated electro-tactile stimulation. These results generally support the hypothesis that the relative salience of acoustic and vibrotactile stimulation cues determines the efficacy of multi-sensory integration and the simulated electro-tactile stimulation benefits to MCI. With only 4 channels, several participants had similar MCI performance with either the CI simulation or vibrotactile stimulation alone, and they had various amounts of MCI improvement with simulated electro-tactile stimulation, depending on the baseline performance with CI simulation alone (Figure 4). When there were 8 channels, participants had much more decline in MCI performance with vibrotactile stimulation alone than with the CI simulation alone, and such performance decline played an important role in determining the MCI improvement with simulated electro-tactile stimulation. Figure 7B shows that participants benefited from the combination of CI simulation and vibrotactile stimulation, as long as the MCI performance decline with vibrotactile stimulation alone compared to the CI simulation alone was less than 20%.

The present study extended previous research on speech recognition with electro-tactile stimulation (Huang et al., 2017; Fletcher et al., 2018) by showing that F0-based vibrotactile stimulation also improved music-related MCI performance with the 4-channel CI simulation. The current results were obtained with vibrotactile stimulation at the forearm top in order to represent real-world applications, although more MCI improvement may be expected if vibrotactile stimulation were applied to a more sensitive site such as the index fingertip as used in Huang et al. (2017) and Fletcher et al. (2018). Fletcher et al. (2018) found that training significantly improved the benefits of simulated electro-tactile stimulation to speech recognition in noise, but they only conducted training for the condition with combined CI simulation and vibrotactile stimulation. In contrast, all the conditions in the present study were tested after the same amount of brief training was provided to avoid a bias toward any condition. Future studies need to find the paradigm and duration of training needed for the most electro-tactile stimulation benefits.

The present study used a 4- or 8-channel noise-band vocoder to simulate the spectral resolution in real CI users (Friesen et al., 2001). The MCI performance of real CI users (Galvin et al., 2007; Luo et al., 2018) was similar to that with the 4-channel CI simulation alone but was worse than that with the 8-channel CI simulation alone. As such, real CI users may also receive benefits from F0-based vibrotactile stimulation for MCI, similar to the NH participants listening to the 4-channel CI simulation in the present study. The benefits of simulated electro-tactile stimulation to MCI were less than those of bimodal hearing in real CI users (Crew et al., 2015). The residual low-frequency acoustic hearing in bimodal CI users produced much better MCI performance than electric hearing with CIs (Crew et al., 2015), while vibrotactile stimulation produced similar MCI performance as the 4-channel CI simulation in the present study. Nevertheless, for CI users without residual low-frequency acoustic hearing, vibrotactile stimulation may be a viable option to improve pitch contour perception. While the number of participants in this study was small, we are currently testing a larger pool of CI users to determine whether the present CI simulation results may be generalized to real CI users. The benefits of electro-tactile stimulation to MCI may vary across CI users and training may be important to gauge and enhance such benefits for CI users.

For the vibration motor used in the present study, the vibration amplitude changed with the vibration frequency, meaning that the F0 extracted from each musical note in real time was encoded by both vibration amplitude and frequency. Co-varied acoustic amplitudes and frequencies have been shown to elicit common contour representations and thus significantly improve the MCI performance of CI users as compared to acoustic frequency changes alone (Luo et al., 2014a). It is also possible that contour identification may be enhanced with co-varied vibration amplitudes and frequencies. To separate the contributions of vibration amplitude and frequency cues to MCI performance, future studies may use a Linear Resonant Actuator (LRA) to independently control the vibration amplitude and frequency. F0-based vibrotactile stimulation may also improve other aspects of music perception such as melodic interval perception and familiar melody recognition, as well as voice pitch perception related to Mandarin tone, speech intonation, and vocal emotion recognition of CI users. These potential benefits of electro-tactile stimulation should be explored in future studies.
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Previous studies in patients with single-sided deafness (SSD) have reported results of pitch comparisons between electric stimulation of their cochlear implant (CI) and acoustic stimulation presented to their near-normal hearing contralateral ear. These comparisons typically used sinusoids, although the percept elicited by electric stimulation may be closer to a wideband stimulus. Furthermore, it has been shown that pitch comparisons between sounds with different timbres is a difficult task and subjected to various types of range biases. The present study aims to introduce a method to minimize non-sensory biases, and to investigate the effect of different acoustic stimulus types on the frequency and variability of the electric-acoustic pitch matches. Pitch matches were collected from 13 CI users with SSD using the binary search procedure. Electric stimulation was presented at either an apical or a middle electrode position, at a rate of 800 pps. Acoustic stimulus types were sinusoids (SINE), 1/3-octave wide narrow bands of Gaussian noises (NBN), or 1/3-octave wide pulse spreading harmonic complexes (PSHC). On the one hand, NBN and PSHC are presumed to better mimic the spread of excitation produced by a single-electrode stimulation than SINE. On the other hand, SINE and PSHC contain less inherent fluctuations than NBN and may therefore provide a temporal pattern closer to that produced by a constant-amplitude electric pulse train. Analysis of mean pitch match variance showed no differences between stimulus types. However, mean pitch matches showed effects of electrode position and stimulus type, with the middle electrode always matched to a higher frequency than the apical one (p < 0.001), and significantly higher across-subject pitch matches for PSHC compared with SINE (p = 0.017). Mean pitch matches for all stimulus types were better predicted by place-dependent characteristic frequencies (CFs) based on an organ of Corti map compared with a spiral ganglion map. CF predictions were closest to pitch matches with SINE for the apical electrode position, and conversely with NBN or PSHC for the middle electrode position. These results provide evidence that the choice of acoustic stimulus type can have a significant effect on electric-acoustic pitch matching.

Keywords: cochlear implant, pitch perception, single-sided deafness, simulation, pulse-spreading harmonic complex, binary search procedure, non-sensory bias


INTRODUCTION

Over the last two decades, the population of hearing-impaired people undergoing cochlear implantation has greatly evolved. While this treatment originally targeted patients with bilateral profound deafness, there are now increasingly more cochlear implant (CI) users with significant residual acoustic hearing in their ipsilateral or, more frequently, contralateral ear. Although this residual hearing is usually restricted to low frequencies, there exists a population of CI users with single-sided deafness (SSD) and normal or near-normal hearing (nNH) in their contralateral ear (Van Zon et al., 2015; Zeitler and Dorman, 2019). In order to enable fusion across the ears of these patients, it may be necessary to deliver to each electrode the frequency information that corresponds to its intracochlear location (Oxenham et al., 2004; Deeks et al., 2013), so that auditory nerve fibers with the same characteristic frequencies (CFs) receive the same information across ears. One way to achieve this is to perform electric-acoustic pitch matching experiments where subjects compare the pitch of a CI electrode with that evoked by acoustic stimuli differing in their spectral content. Previous pitch matching studies have shown that such measurements are difficult to conduct and usually produce very variable data (Carlyon et al., 2010; Goupell et al., 2019). This variability may have several causes, including methodological limitations as well as the choice of the acoustic stimulus type.


Methods of Electric-Acoustic Pitch Matching

A wide range of methods have been used in the literature to compare the pitches of electric and acoustic stimuli. These include magnitude estimation (Vermeire et al., 2008; Plant et al., 2014), the method of constant stimuli (Boex et al., 2006; Reiss et al., 2007, 2015; Goupell et al., 2019), the method of adjustment (Green et al., 2012; Rader et al., 2016; Maarefvand et al., 2017; Tan et al., 2017) and various kinds of adaptive forced-choice procedures (Reiss et al., 2007; Schatzer et al., 2014; Vermeire et al., 2015; Peters et al., 2016). Carlyon et al. (2010) tested several of these methods and showed they could all be potentially contaminated by different kinds of non-sensory biases. Both magnitude estimation and the method of constant stimuli require the experimenter to predefine a fixed number of acoustic stimuli with which the electrical stimulus will be compared. Carlyon et al. (2010) showed that the choice of this acoustic frequency range could have a large influence on the results. For example, in one subject, the same electrode could be matched to frequencies separated by more than two thirds of an octave for two different acoustic ranges, suggesting that the subjects were not performing real pitch comparisons but rather, and perhaps unconsciously, were basing their judgments on the frequency of the acoustic stimuli only: when the acoustic frequency was high relative to the range, they decided to judge it as “higher” than the electric stimulus, whereas when it was low relative to the range, they judged it as “lower” than the electric stimulus (see also Goupell et al., 2019). This range bias may be very problematic because the range of acoustic frequencies is usually dictated either by the amount of residual hearing of the subjects or by a priori estimation of the electric pitch by the experimenter, inferred from radiological findings or from preliminary pitch matches obtained before the experiment. An alternative to these procedures that use a fixed range of acoustic frequencies is to perform adjustment or adaptive tasks where the acoustic frequency presented on a given trial depends on the subject’s response to the preceding trial. However, for these tasks, it has been shown that the pitch match can sometimes be strongly correlated with the starting frequency of the procedure, again suggesting that the subjects may not perform pitch comparisons but rather give responses converging near the acoustic stimulus they heard first (Carlyon et al., 2010; Schatzer et al., 2014). Another limitation of adjustment or adaptive tasks is that the pitch of the acoustic stimulus may not vary a lot between consecutive trials, which could distract the subjects from the task itself, especially if the stimuli vary across other dimensions (e.g., loudness or timbre), which may be more salient than the pitch dimension.

The first aim of the present study is to introduce a pitch matching method inspired from the midpoint comparison procedure (Long et al., 2005) and the binary search algorithm used in computer science. The method is relatively time-efficient and attempts to minimize the effects of non-sensory biases: it does not require a priori assumption on the frequency range that the electrode should be matched to and it presents acoustic stimuli whose frequency can vary considerably from trial to trial.



Choice of Acoustic Stimulus Type

Another important concern in electric-acoustic pitch matching experiments is the choice of acoustic stimulus type. While most previous studies have used sinusoids, there is evidence that the percept evoked by electric stimulation via a CI may be very different than that of a pure tone (Lazard et al., 2012). The resulting timbre differences may make pitch comparisons difficult to perform and, therefore, even more prone to non-sensory biases (Carlyon et al., 2010). To our knowledge, only three studies have used stimuli different than sinusoids; Carlyon et al. (2010) used low-rate (12 pps) electric pulse trains and matched them to bandpass-filtered acoustic pulse trains at the same rate. The advantage was that the percepts elicited by these two types of stimuli would be qualitatively similar. It is, however, unclear whether the results of these matches can be extrapolated to higher rates and lower current levels, which are typically used in clinical processors (approximately 1,000 pps). This is because different rates and/or current levels may induce shifts in the spread of excitation and thus influence the “place” pitch percept (e.g., Arnoldner et al., 2006). Green et al. (2012) tested a group of subjects with residual low-frequency hearing and measured pitch matches for different acoustic stimuli, including sinusoids, noise bands and low-rate acoustic pulse trains. Their results were very variable, but they found in one subject that the matched frequency was significantly different when using acoustic pulse trains than for sinusoids and noise bands. Maarefvand et al. (2017) have used sinusoids as well as harmonic complex tones and found that the pitch-matched frequency for each electrode was always higher when using a pure tone than the harmonic complex tone. Thus far, there is only limited evidence that the choice of acoustic stimulus type can have an effect on the electric-acoustic pitch matching results. Recently, pulse-spreading harmonic complexes (PSHCs) have been proposed as an alternative to simulate electric pulse stimulation via a CI (Hilkhuysen and Macherey, 2014). The design of PSHC addresses some of the limitations of sinusoidal or noise carriers commonly used for CI simulations, i.e., that sinusoids cannot simulate the broad spread of excitation produced by an electric current pulse and that noise bands contain intrinsic modulations which are absent in pulse trains with a constant current amplitude. PSHCs are pulsatile broadband stimuli that can simulate the broad spread of excitation and their pulse rate can be adjusted to minimize intrinsic modulations after auditory filtering (Mesnildrey et al., 2016). Furthermore, a recent evaluation in SSD subjects showed that speech processed by a vocoder using PSHC carriers was judged more similar to speech processed by the clinical CI processor than sine- or noise-vocoded speech (Karoui et al., 2019).

The second aim of the present study is to test the hypothesis that PSHCs can yield less variable pitch matches compared with sinusoids (SINE) and narrow-band noises (NBN, see Figure 1). Pitch was matched for an apical and a middle electrode position (E1 and E6, respectively) and compared with place-dependent CFs predicted by empirical models. Our underlying assumption was that a signal perceptually more similar to the CI should yield less variable electric-acoustic pitch matches.
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FIGURE 1. Stimulus waveforms (upper panels) and power spectrum densities (PSD, lower panels) are shown for each acoustic stimulus type: sinusoid (SINE), narrow-band noise (NBN), and pulse spreading harmonic complex (PSHC), all centered at 1 kHz.




MATERIALS AND METHODS


Subjects

Thirteen subjects (3 female, 10 male) with late-onset SSD and nNH in the contralateral ear participated in the study. Pure-tone air conduction thresholds were less than or equal to 20 dB HL in the frequency range from 125 to 2 kHz for all subjects, and up to 60 dB HL in the frequency range 3–8 kHz. Mean and standard deviation air conduction thresholds for the non-implanted and implanted (i.e., aided thresholds) ear, respectively, are shown in Figure 2. All subjects were experienced CI users (range 11 months – 7 years after implantation) with Concerto or Synchrony devices (MED-EL, Innsbruck, Austria) and either the 28-mm Flex28 electrode array (n = 10) or the 31.5-mm FlexSoft electrode array (n = 3). Subject demographics are provided in Table 1. Electrode migration occurred in one subject (S13, denoted by ∗) 5 years prior to the study and consequently, the two most basal electrodes were turned off. Tinnitus was reported in the implanted ear by 8 subjects (denoted by +), one of whom also reported it in the non-implanted ear (S07). All subjects received financial compensation and reimbursement of their traveling costs. This study was carried out in accordance with the ethical standards of the institutional review board at the Goethe University Frankfurt, which approved the study protocol (IRB approval number 209/13). All subjects gave written informed consent in accordance with the Declaration of Helsinki.
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FIGURE 2. Mean and standard deviation air conduction thresholds for the non-implanted ear, i.e., near-normal hearing (nNH, black) and implanted ear, i.e., cochlear-implant aided thresholds (gray) for all subjects (n = 13).



TABLE 1. Subject demographics.
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Stimuli

Electric stimuli were 400-ms biphasic cathodic-first pulse trains presented in monopolar mode. The two phases were symmetric and rectangular, had durations of 45 μs each, and were separated by a 2.1-μs inter-phase gap. All electric pulse trains were presented at a rate of 800 pps.

Acoustic stimuli were either sinusoids (SINE), 1/3-octave wide narrow bands of Gaussian noises (NBN), or 1/3-octave wide pulse spreading harmonic complexes (PSHC; Hilkhuysen and Macherey, 2014). They had a duration of 400 ms and 20-ms raised cosine onset and offset ramps. They were presented at (center) frequencies ranging between 125 and 4 kHz. NBN and PSHC were spectrally limited outside the 1/3-octave passband using 6th order Butterworth low-pass and high-pass filters, i.e., they had 36 dB per octave spectral slopes. PSHCs were presented at center frequency-dependent optimal pulse rates according to Mesnildrey et al. (2016). Figure 1 shows waveform excerpts, i.e., amplitude over time (upper panels), and power spectrum densities (PSD, lower panels) for each stimulus type centered at 1 kHz.



Procedures

Prior to the experiment, pure-tone air conduction thresholds of the nNH ear were measured and CI electrode impedances of the implanted ear were checked. As described in detail below, the experiment started by determining electric (CI) and acoustic (nNH) loudness profiles to establish electric current and sound pressure levels at comfortable loudness. This was followed by balancing the loudness between the two stimulation modalities. After an enforced break and a short acoustic pitch demonstration, an electric pitch ranking task was conducted to verify that the subjects had no pitch reversals for the relevant electrodes. Thereafter, acoustic-acoustic pitch matching was conducted as a control measure of subjects’ ability to perform pitch comparisons. Finally, electric-acoustic pitch matching procedures were carried out using the binary search procedure.


Electric and Acoustic Loudness Profiles

Electric current or sound pressure levels were initially adjusted to most-comfortable loudness (MCL), defined as rating 6 on a 10-point rating scale. Electric loudness profiles were determined by presenting pulse trains to a single CI electrode at a time, while monitoring subjects’ loudness perception on a 10-point rating scale. Current level was increased from 94.5 CU (current units, 1 CU ≈ 1 μA) in steps of 1, 2, or 4 times 9.45 CU from rating 0 (“no percept”) up to rating 7 (“loud but comfortable”), then decreased back in steps of 9.45 CU to the final rating 6 (“most comfortable”). MCL current levels were determined for electrodes E1 (apical) to E8 (basal) in ascending order. Hereafter, electric stimuli were always presented at these MCL levels.

Acoustic loudness profiles were determined for each stimulus type, i.e., SINE, NBN, or PSHC, in random order. Analogous to the electric loudness profile, a given stimulus type was presented while monitoring subjects’ loudness perception on the 10-point rating scale. Initial frequency-dependent sound pressure levels were based on pilot loudness-adjustment tests in NH subjects (n = 4, data not shown here) using the same acoustic stimuli and anchored on a 1-kHz pure tone at 65 dB SPL. Sound pressure levels were increased in steps of 1, 2, or 4 dB up to rating 7 and then decreased back in steps of 1 dB to the final rating 6. MCL sound pressure levels were determined for a given stimulus type starting at a (center) frequency of 1 kHz up to 4 kHz in half-octave steps, and then from 1 kHz down to 125 Hz in half-octave steps.



Electric-Acoustic Loudness Balancing

After having determined electric and acoustic loudness profiles, an adjustment paradigm adopted from Macherey and Carlyon (2010) was used to balance loudness between the two stimulation modalities. Each loudness-balancing trial consisted of an electric pulse train presented to the CI ear followed by an acoustic stimulus presented to the nNH ear after a 400-ms inter-stimulus gap. The electric pulse train was the reference and its level was fixed at MCL throughout a given adjustment task. The acoustic stimulus had an initial level of MCL ± 6 dB and was adjustable in steps of 0, 1, 2, or 4 dB using a graphical user interface provided to the subjects. They were asked to balance the loudness of the acoustic stimulus to that of the electric stimulus and were encouraged to make over- and undershoots before deciding on the final level. A minimum of 10 level adjustments was enforced before subjects could indicate that loudness was balanced and terminate a given adjustment task.

This procedure was carried out once for each combination of electrode (E3 or E4) and acoustic stimulus type (SINE, NBN, or PSHC) presented at different initial levels (MCL ± 6 dB), i.e., 12 possible combinations, in random order. Each acoustic stimulus was presented at a (center) frequency selected randomly without replacement from the set of frequencies ranging between 125 and 4 kHz in half-octave steps. Loudness was finally balanced for each acoustic stimulus by applying the mean adjustment of two electrodes (E3 and E4) and two different initial levels (MCL ± 6 dB), i.e., from 4 conditions, to the respective acoustic loudness profile. Each profile was then linearly interpolated by a factor of 12 to obtain a quarter-tone (i.e., 50 cents) frequency spacing. Hereafter, acoustic stimuli were always presented at these loudness-balanced MCL levels.

Note that the electrodes used for electric-acoustic loudness balancing (E3 and E4) were different than those used for electric-acoustic pitch matching (E1 and E6, see below) in order to prevent having subjects compare in loudness the same electric stimuli they would later compare in pitch, thereby avoiding such loudness comparisons from providing an additional source of bias (McDermott et al., 2008).



Acoustic Pitch Demonstration

After an enforced break at the end of the loudness balancing tasks, a short acoustic pitch demonstration was presented to accustom the subjects to the new tasks concerning pitch perception. Each demonstration trial consisted of two acoustic stimuli presented to the nNH ear, separated by a 400-ms inter-stimulus gap. Each combination of acoustic stimulus (SINE, NBN, or PSHC) and frequency order (ascending or descending) was presented three times, in random order. For each trial, a pair of (center) frequencies was selected randomly without replacement from the set of frequencies ranging between 125 and 4 kHz in half-octave steps. Each stimulus playback was visually cued and feedback was provided to indicate which stimulus was higher in pitch. Subjects were asked to listen and compare their judgment to the provided feedback.



Electric Pitch Ranking

In order to verify that the subjects had no pitch reversals for the relevant electrodes in the CI ear, the midpoint comparison procedure was used to rank electrodes according to their pitch. This procedure was adopted from Long et al. (2005), who originally developed it to optimize the fitting of auditory brainstem implants, and its implementation in CI users has been previously described in Macherey and Carlyon (2010). The procedure starts by randomly selecting a pair of electrodes without replacement from the set of electrodes to be ranked. Electric pulse trains were presented to each electrode, separated by a 400-ms inter-stimulus gap. The subjects’ task was to indicate which electrode was higher in pitch, with the order of presentation randomized between trials. The procedure continues by randomly selecting additional electrodes in order to gradually rank the set of electrodes according to their pitch. To briefly illustrate this, assume that at one point of the procedure the provisional ranking of the electrodes was [E1, E3, E2, E7, E8]. The randomly selected electrode to be ranked next is E4, and is first compared to the middle-ranked electrode E2. Given an electrode pair, in this case E4 and E2, each trial consisted of an electric pulse train presented to one electrode and then to the other, with the order of electrodes randomized between trials. Each stimulus playback was visually cued without feedback. If the subject ranked one electrode higher two times in a row, then it was defined as their response. Otherwise, a third trial was presented and its result defined as their response. This best-of-three format was added to the original procedure of Long et al. (2005) to minimize confounding factors, such as lack of concentration (Levitt and Rabiner, 1967). In this illustration, if E4 was finally ranked higher in pitch than E2, then the list would be bisected and E4 compared to the consequently middle-ranked stimulus E7. If it was thereupon ranked lower in pitch than E7, then the probed electrode E4 would be added to a new provisional ranking between E2 and E7, i.e., [E1, E3, E2, E4, E7, E8]. Subsequently, the next electrode to be ranked would be randomly selected and the procedure repeated until all electrodes are ranked.

The procedure was carried out 3 times for electrodes E1 to E8 with the requirement of no pitch reversals for electrode pairs [E1, E4], [E3, E6], and [E1, E6] in at least 2 out of the 3 repetitions. These pairs were later used for catch trials and electric-acoustic pitch matching.



Acoustic-Acoustic Pitch Matching

As a control measure of subjects’ ability to perform the final procedure, they were asked to match the pitch between two acoustic stimuli presented to the nNH ear, separated by a 400-ms inter-stimulus gap. Each trial consisted of a standard stimulus fixed in (center) frequency throughout a given pitch matching run, and a comparison stimulus whose frequency was adaptively changed according to the binary search procedure described below (see Figure 3). Each stimulus playback was visually cued without feedback. This procedure was carried out 3 times for each combination of standard frequency (250 Hz or 1 kHz) and acoustic stimulus (SINE, NBN, or PSHC), in random order.
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FIGURE 3. Illustration of the binary search procedure: each trial consists of a standard electric pulse train fixed in electrode position (Ex) throughout a given pitch matching run (trials 1 to N), and an acoustic stimulus type. Subjects are asked to indicate whether the standard or comparison is higher in pitch, with the order of presentation randomized between trials. The (center) frequency (fx,x ∈ {1,2,3,…,N}) of the acoustic stimulus is adaptively changed according to their response, which is evaluated in a best-of-three format for each trial. The starting frequency is randomly drawn from a uniform distribution, i.e., f1∼U([fmin,fmax]). The pitch matching range [fl,fu] initially has the same lower and upper boundaries. In this illustration, the electric stimulus is perceived higher in pitch than the acoustic stimulus at the starting frequency (trial 1), i.e., Ex > f1. Consequently, the lower boundary is set to that frequency and the next frequency (trial 2) set to the geometric mean of the current lower and upper boundaries, i.e., [image: image]. The electric stimulus is then perceived lower in pitch than the acoustic stimulus, i.e., Ex < f2, and the upper boundary is set to that frequency. The next frequency (trial 3) is again set to the geometric mean of the current boundaries. This iterative process is terminated (trial N) when the difference between lower and upper boundaries is a quarter-tone (i.e., 50 cents). The final pitch match fN is defined as the geometric mean of the final boundaries.


Between-subject pitch matching variability was compared with data acquired from pilot pitch matching tests in NH subjects (n = 10, data not shown here) using the same procedure and acoustic stimuli (NBN and PSHC) to test the effect of spectral slope on matching accuracy, with the standard fixed at 36 dB per octave and the comparison at 24, 36, or 48 dB per octave. Key differences in the NH experiment were that (i) standard and comparison stimuli were presented to contralateral ears, with the order randomized between subjects, (ii) the pitch matching range was up to 8 kHz compared with 4 kHz for SSD subjects, and (iii) NH subjects were also tested using the standard frequency of 4 kHz.



Electric-Acoustic Pitch Matching

The main and final task was to compare the pitch of an electric pulse train presented to the CI ear to that of an acoustic stimulus presented to the nNH ear as illustrated in Figure 3. Each pitch matching trial consisted of a standard electric stimulus fixed in electrode position (Ex) throughout a given pitch matching run (trials 1 to N), and an acoustic stimulus type, separated by a 400-ms inter-stimulus gap. The subjects’ task was to indicate whether the standard or comparison was higher in pitch, with the order of presentation randomized between trials. Each stimulus playback was visually cued without feedback. The (center) frequency (fx,x ∈ {1,2,3,…,N}) of the acoustic stimulus was adaptively changed according to the binary search procedure: The starting frequency was randomly drawn from a uniform distribution ranging from 125 Hz (fmin) to 4 kHz (fmax), i.e., f1∼U([fmin,fmax]). And the pitch matching range [fl,fu] initially had the same lower and upper boundaries, i.e., 125 Hz and 4 kHz, respectively. Subjects’ response was evaluated in the best-of-three format as described above. In the illustration shown in Figure 3, the electric stimulus was perceived higher in pitch than the acoustic stimulus at the starting frequency (trial 1), i.e., Ex > f1. Consequently, the lower boundary was set to that frequency and the next frequency (trial 2) set to the geometric mean of the current lower and upper boundaries, i.e., [image: image]. The electric stimulus was then perceived lower in pitch than the acoustic stimulus, i.e., Ex < f2. In this case, the upper boundary was set to that frequency and the next frequency (trial 3) was again set to the geometric mean of the current boundaries. This iterative process was terminated (trial N) when the difference between the lower and upper boundaries was a quarter-tone (i.e., 50 cents). The pitch match fN was then defined as the geometric mean of the final boundaries.

This procedure was repeated five times for each combination of electrode (E1 or E6) and acoustic stimulus type (SINE, NBN, or PSHC) in random order. A short break was enforced in the middle of the entire procedure to minimize the effect of fatigue. A given pitch matching run could be interrupted by two types of catch trials, electric or acoustic, each with 15% probability of occurrence. Electric catch trials randomly selected an electrode pair, [E1, E4] or [E3, E6], and presented an electric pulse train to each electrode in random order. Acoustic catch trials randomly selected a pair of (center) frequencies without replacement from the set of frequencies ranging between 125 Hz and 4 kHz in half-octave steps. The stimulus type tested in the current pitch matching run was presented at each frequency in random order. The subjects’ task was still to indicate which stimulus was higher in pitch. Each stimulus playback was visually cued with feedback. If the response was correct, then the pitch matching run was immediately resumed. Otherwise, the catch trial was repeated twice. These catch trials aimed to impel subjects to focus on the pitch dimension by restricting these trials to a single modality, and to give them positive reinforcement on relatively easy trials.



Materials

Electric stimuli were directly transmitted to the CI using the Research Interface Box II (RIB, University of Innsbruck, Innsbruck, Austria). Acoustic stimuli were presented using a D/A converter and amplifier (24 bit, 48 kHz sampling rate, RME Fireface UC, Haimhausen, Germany), and audiometric headphones (Sennheiser HDA 200, Wedemark, Germany). All experimental procedures and graphical user interfaces were programmed in MATLAB (MathWorks, Natick, MA, United States) using the RIB library and Psychophysics Toolbox extensions (Brainard, 1997) to respectively drive the electric and acoustic stimulation hardware.



Analysis

Data are generally presented as geometric mean, or plotted as boxplots with mean values included as circles. Within-subject comparisons were calculated using repeated-measures analyses of variance (ANOVA) and Tukey’s LSD post-hoc test. Linear correlation between measures was tested using Pearson’s r. A p-value of less than 0.05 was considered statistically significant. Statistical analysis was performed using SPSS Statistics (IBM Corporation, Endicott, NY, United States).

In addition to analyzing electrode positions using their order on the electrode carrier, angles of insertion were estimated using postoperative X-ray images acquired with the modified Stenvers’ projection (cochlear view, Xu et al., 2000), which has been described and illustrated in previous studies (Verbist et al., 2010; Rader et al., 2016).



RESULTS


Control Procedures

Electric pitch ranking using the midpoint comparison procedure was conducted to verify that the subjects had no pitch reversals for the relevant electrode pairs, which were [E1, E4] and [E3, E6] for the catch trials, and [E1, E6] for the electric-acoustic pitch matching. Only 2 subjects (S09 and S11) had pitch reversals for the pair [E3, E6] and 1 subject (S09) for the pair [E1, E6], each of which only occurred in 1 out of the 3 repetitions. Median rank differences for all subjects were 3 ranks between [E1, E4] (range 1 – 5), 3 ranks between [E3, E6] (range 2 – 5), and 5 ranks between [E1, E6] (range 4 – 6). If evaluated using the best-of-three format, 4 subjects (31%) had a “perfect” ranking, i.e., they ranked the electrodes in ascending order from E1 to E8 without any pitch reversals. If divided into the 4 apical (E1 to E4) and 4 basal (E5 to E8) electrodes, 5 subjects (38%) had perfect ranking for the apical electrodes and 8 subjects (62%) had perfect ranking for the basal electrodes.

Acoustic-acoustic pitch matching was conducted as a control measure of subjects’ ability to perform pitch comparisons prior to collecting electric-acoustic pitch matching data. Pitch match distributions were comparable between conditions, which was confirmed using a two-way repeated-measures ANOVA with the factors standard frequency (250 Hz or 1 kHz) and stimulus type (SINE, NBN, or PSHC), which showed neither within-subject effects nor interaction effects. Mean absolute deviation from either standard (250 Hz or 1 kHz) was 2 semitones or lower for NBN and PSHC, which was comparable with the NH results. SINE showed the highest variance and had a mean absolute deviation of over 3 semitones from the 250-Hz standard, which could be due to octave confusions (Lockhead and Byrd, 1981). For the 4-kHz standard tested in NH subjects, mean absolute deviation was 10 semitones (minor seventh) for NBN and 8 semitones (minor sixth) for PSHC. This finding showed that pitch matching accuracy for NBN and PSHC substantially decreased at high frequencies and was thus not included in the testing of SSD subjects.

Electric and acoustic catch trials were carried out during the electric-acoustic pitch matching procedure to verify and if necessary impel subjects to focus on pitch. Mean percent correct responses were 93% for electric catch trials, 97% for SINE, 94% for NBN, and 97% for PSHC. These relatively high scores strongly suggest that the positive reinforcement of the subjects to focus on the pitch dimension was achieved.

Finally, no systematic correlations were found between starting frequency and final pitch matches, which suggests that the binary search procedure was not contaminated by this limitation previously observed for other adaptive methods (Carlyon et al., 2010). A possible explanation is that the change in frequency during the first trials is very large due to the fundamental approach of the binary search algorithm, which progressively bisects the frequency range. Therefore, it would require the subject an active effort to return to the starting frequency during the procedure in case they were not in fact comparing each matching trial independently.



Pitch Match Mean and Variance

Figure 4 shows an example of pitch matching runs for each stimulus type (SINE, NBN, or PSHC), for a given subject (S11) and electrode position (E6). The dashed horizontal gridline shows the maximum frequency at 4 kHz (fmax, see Figure 3). In one pitch matching run of NBN (dashed line), the subject appears to have perceived the pitch very close to (or possibly above) the maximum frequency, but was hindered by the procedure’s parameters. This cap occurred in up to 2 pitch matching runs in 4 conditions using NBN, and in 3 conditions using PSHC (see Table 2, denoted by ∗), which were all at E6 except for once at E1. In order to take these capped trials into account, maximum-likelihood estimations (MLE) of pitch match mean and variance were calculated; for each subject and each condition, the likelihood of obtaining the collected data was computed for a wide range of means and standard deviations. The probability of obtaining a data point below 4 kHz was based on the normal probability density function, while the probability of obtaining a data point above 4 kHz, i.e., a capped trial, was based on the upper tail probability of the normal distribution. Hereafter, all pitch match means and variances are MLE values unless otherwise stated. In some cases, all pitch matching runs were capped and the respective condition was thus excluded from the analysis (see Table 2).
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FIGURE 4. Example of pitch matching runs for each stimulus type (SINE, NBN, or PSHC), for a given subject (S11) and electrode position (E6). The dashed horizontal gridline shows the maximum frequency at 4 kHz. For each trial, comparison (center) frequency is shown as squares. And the final pitch matches are shown as diamonds. In one pitch matching run of NBN (dashed line), the subject appears to have perceived the pitch very close to (or possibly above) the maximum frequency, but was hindered by the procedure’s parameters.



TABLE 2. Individual MLE pitch match [Hz].

[image: Table 2]
Figure 5 shows pitch match means for each stimulus type (SINE, NBN, or PSHC) and for each electrode position (E1 or E6) as boxplots with grand geometric means indicated as circles. Table 2 shows grand geometric means for all conditions. A two-way repeated-measures ANOVA was performed with the factors electrode position and stimulus type (n = 9 due to exclusions). Mauchly’s test indicated that the assumption of sphericity was not violated for any of the model effects. Both within-subject effects were significant, with F(1,8) = 74.1, p < 0.001 for the electrode position effect, and F(2,16) = 5.50, p = 0.015 for the stimulus type effect. No interaction effect was observed. Pairwise comparisons showed significant differences between electrode positions E1 and E6 (p < 0.001) and between stimulus types SINE and PSHC (p = 0.017), whereas the difference between SINE and NBN was marginally not significant (p = 0.07). The two-way repeated-measures ANOVA was repeated with ‘actual’ instead of MLE values and yielded equivalent results.
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FIGURE 5. Pitch match means for each stimulus type (SINE, NBN, or PSHC) and for each electrode position (E1 or E6) as boxplots with grand geometric means indicated as circles. Two-way repeated-measures ANOVA showed a significant effect of electrode position [F(1,8) = 74.1, p < 0.001] and acoustic stimulus type [F(2,16) = 5.50, p = 0.015]. Pairwise comparisons showed significant differences between electrode positions E1 and E6 (p < 0.001, not shown here) and between stimulus types SINE and PSHC (∗p = 0.017), whereas the difference between SINE and NBN was marginally not significant (p = 0.07).


Figure 6 shows pitch match variances for each stimulus type and electrode position as boxplots with mean variances indicated as circles. SINE generally showed lower mean or median variances. And while SINE and NBN showed a few outliers, the distributions were generally comparable between electrode positions and stimulus types. This was confirmed by a two-way repeated-measures ANOVA showing neither within-subject effects nor interaction effects. Consequently, we were not able to reject the null hypothesis regarding the effect of stimulus type on the variability of pitch matches.


[image: image]

FIGURE 6. Pitch match variances for each stimulus type (SINE, NBN, or PSHC) and for each electrode position (E1 or E6) as boxplots with mean variances indicated as circles. Two-way repeated-measures ANOVA showed neither within-subject effects nor interaction effects.




Pitch Match as a Function of Angle of Insertion

Figure 7 shows pitch match means for each stimulus type (SINE, NBN, or PSHC) and for each electrode position (E1 or E6) as a function of angle of insertion, which was estimated from postoperative X-ray images. Based on a histological study (Stakhovskaya et al., 2007), angles of insertion were transformed to percentage distances (or lengths) of the organ of Corti (OC) or the spiral ganglion (SG). These were then mapped to place-dependent characteristic frequencies (CFs) according to the empirically modeled Greenwood function (Greenwood, 1990). The OC frequency map ± 1 octave (solid black and gray curves, respectively) and the SG frequency map (dashed black curve) are repeated in each panel.
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FIGURE 7. Pitch match means for each stimulus type (SINE, NBN, or PSHC) and for each electrode position (E1 as circles, and E6 as diamonds) as a function of angle of insertion (AOI) estimated using the modified Stenvers’ projection (Verbist et al., 2010). The schematic of a left cochlea shows how the AOI was measured for a given electrode (E#) by clockwise rotation at the geometric zero reference, which was defined as the line between the crossing point of the electrode array (gray) with the round window (RW), and the modiolus (M). The organ of Corti (OC) frequency map ± 1 octave (solid black and gray curves, respectively) and the spiral ganglion (SG) frequency map (dashed black curve) are repeated in each panel. Predicted characteristic frequencies according to the OC map (black filled circles or diamonds) are shown in each panel along the OC map’s curve. Residual sum of squares [SSres, expressed in log10(Hz)] for the OC map is shown for each combination of acoustic stimulus type and electrode position.


Residual sum of squares (SSres) was calculated for each combination of stimulus type and electrode position as a measure of deviation of pitch match means from predicted CFs according to the OC or SG map. For the SG map, SINE had generally the smallest deviation for both electrode positions. However, the OC map reduced deviations for all stimulus types and electrode positions by at least a factor of 3 (up to 8) compared with the SG map, except for SINE at E6 with an increase of 47%. This suggests that the OC map was generally a better model for our results, which is consistent with the fact that the implanted Flex28 or FlexSoft electrodes are typically placed homogenously along the lateral wall (Dhanasingh and Jolly, 2017). In Figure 7, SSres expressed in log10(Hz) are shown for the OC map, for each condition. For E1, SINE had the smallest deviation, followed by PSHC, and then NBN. And for E6, PSHC had the smallest deviation, followed by NBN, and then SINE, which was generally matched lower than the predicted CFs.

These data suggest an inverse relation between electrode position and the deviation of SINE versus NBN or PSHC, which was largely confirmed by one-way repeated-measures ANOVA with the factor stimulus type for each electrode position: For E1, there was a significant within-subject effect of stimulus type, with F(2,24) = 5.8, p < 0.01. Pairwise comparisons showed that SINE pitch match means were significantly closer to CFs predicted by the OC map than either NBN or PSHC (p = 0.035 and p < 0.01, respectively). For E6, within-subject effect of stimulus type was also significant, with F(2,16) = 5.4, p = 0.016. But contrary to E1, pairwise comparisons for E6 showed that NBN and PSHC were closer to predicted CFs than SINE (p = 0.046 and p = 0.021, respectively). In both analyses, no significant differences were found between NBN and PSHC. Note, however, that the differences and by extension the inverse relation appear to be larger between SINE and PSHC than between SINE and NBN.



DISCUSSION

In this study, we minimized the effect of sensory and non-sensory biases on electric-acoustic pitch matches in CI users with SSD by controlling for loudness profiles, balancing between the two modalities, accounting for possible reversals in electric pitch perception, and implementing the binary search procedure to match pitch between electric and acoustic stimuli. While the mean pitch match variance showed no differences between acoustic stimulus types, mean pitch matches showed effects of electrode position and stimulus type, with the middle electrode always matched to a higher frequency than the apical one, and significantly higher across-subject pitch matches for PSHC compared with SINE. Mean pitch matches for all stimulus types were better predicted by CFs according to the OC map than the SG map. CF predictions were closest to pitch matches with SINE for the apical electrode position, and conversely with NBN or PSHC for the middle electrode position. In the following, we consider methodological limitations of the study design and then discuss the observed effects of acoustic stimulus type and electrode position on electric-acoustic pitch matches.


Binary Search Procedure

Although the binary search procedure has not been directly compared with other pitch matching methods, 9 of the subjects who participated in the present study were also subjects in a previous study by Rader et al. (2016) which used the method of adjustment. The acoustic stimulus type was SINE, and was matched with electric stimuli in two different conditions: pulse trains either had a fixed rate of 800 pps or they had a rate corresponding to predicted CF for the intracochlear electrode location, i.e., place-dependent rates. For each condition, 6 repetitions were obtained for electrodes E1– E6. Figure 8 shows the variance of the pitch matches obtained for E1 and E6 using the binary search procedure (adaptive) at a fixed rate of 800 pps, and for the two adjustment procedures (adjustable) of Rader et al. (2016) at a fixed rate of 800 pps or at the place-dependent rate. While these data were not all collected on the same day and are, therefore, not directly comparable, it is worth noting that the binary search procedure could yield a much smaller variance than the adjustment procedure. This was confirmed by a two-way repeated-measures ANOVA with the factors electrode position (E1 or E6) and pitch matching method (adaptive with fixed rate, adjustable with fixed or place-dependent rate). Results showed no effect of electrode position but a significant effect of method, F(2,14) = 7.25, p = 0.007, with lower variance of the adaptive method, i.e., binary search procedure, than either adjustable methods. If this observation was confirmed in a direct comparison of pitch matching methods, it could mean that the binary search procedure is easier to perform than an adjustment task. Comparing electric-acoustic pitch matching methods, however, will remain a difficult endeavor, because there is currently no outcome measure that can be used for validation.
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FIGURE 8. Pitch match variances for each electrode position (E1 or E6) are compared in a subset of subjects previously tested using SINE (n = 9, Rader et al., 2016). Pitch matches were collected using either the binary search procedure (adaptive, from the current study) at a fixed rate of 800 pps, or the method of adjustment (adjustable, from the previous study as denoted by ∗) at a fixed rate of 800 pps or at the place-dependent rate. Two-way repeated-measures ANOVA showed a significant effect of matching method, with the binary search procedure significantly lower than the method of adjustment at either rate.


Although the binary search procedure does not require a priori assumptions on the frequency range of the acoustic stimuli, in the present study, this was not strictly the case since the acoustic frequency range was purposely limited to values ranging from 125 Hz to 4 kHz. The maximum frequency limit of 4 kHz was imposed because a pilot experiment with normal-hearing (NH) subjects showed that when using a 4-kHz standard, pitch matching accuracy for NBN and PSHC was substantially decreased. In addition, we did not anticipate that stimulation of the middle electrode (E6), which was the most basal electrode tested, would elicit pitch sensations higher than 4 kHz. Based on the results from the previous study using sinusoids (Rader et al., 2016) and on CF estimations using X-ray images, we expected E6 to be matched in the range 1–2 kHz, which was generally true for our results using SINE (see Figure 5 and Table 2).



Methodological Considerations

The present study involved several methodological features with respect to the loudness-balancing procedure, the preliminary unilateral pitch comparisons, and the addition of catch trials to the main pitch matching task.

First, electric-acoustic pitch matching studies require that the acoustic and electric stimuli are equated in loudness before the subjects compare them in pitch. In most previous studies, the procedure was to first perform a rough pitch match between the acoustic and electric stimuli and then conduct loudness comparisons for these approximately pitch-matched stimuli (e.g., Schatzer et al., 2014). This approach may introduce an additional bias in that the subject could learn to associate a given electrode to a certain acoustic stimulus before starting the main pitch matching experiment. To avoid this potential problem, the electrodes used in this study for the loudness balancing (E3 and E4) were different than those used for the pitch matching (E1 and E6). In an earlier study, Vermeire et al. (2008) also limited the amount of loudness comparisons between the electrodes and the acoustic stimuli by only balancing one middle electrode (E6) to the acoustic sounds and then balancing all other electrodes to this middle electrode.

Second, prior to collecting electric-acoustic pitch data, each subject performed unilateral pitch comparisons separately in each modality. The electric-electric comparisons were used to verify that the two electrodes used in the main procedure (E1 and E6) were tonotopically ordered in the ‘electric’ pitch dimension such that subjects did not show pitch reversals. Despite the relatively large distance between neighboring electrodes of the MED-EL Flex28 electrode array (2.1 mm), only 4 out of 13 subjects could perfectly pitch rank electrodes E1 to E8. Furthermore, the variability in the ranks was larger for the 4 apical than for the 4 basal electrodes tested, consistent with previous studies in subjects with deep electrode insertions (Gani et al., 2007; Kenway et al., 2015). This suggests that the place pitch percept produced by different electrodes may not be very salient and could further depend on relative changes in the quality of sound, or timbre, as shown in a previous study using multi-dimensional scaling (Vermeire et al., 2013). The acoustic-acoustic pitch matching allowed the subjects to get accustomed to the procedure and was also used to compare their ability to match the pitch of acoustic sounds to that of NH listeners, which was largely comparable between groups for the 250-Hz and 1-kHz standards.



Effect of Acoustic Stimulus Type

Comparing the pitch of sounds with different timbres is known to be a difficult task (Micheyl and Oxenham, 2004; Carlyon et al., 2010). Carlyon et al. (2010) presented results from NH subjects tested with two procedures that used sinusoids in one ear and noise bands in the other ear and showed that, while the subjects could correctly pitch rank each type of sounds separately, their pitch match across ears were strongly influenced by range biases. It therefore appears essential to perform pitch comparisons between sounds that are relatively similar.

In the present study, we have investigated two types of broadband stimuli (NBN and PSHC), which were 1/3-octave wide and had 36-dB per octave spectral slopes. These slopes are broadly consistent with previous vocoder studies that aimed to simulate the sound of CI (reviewed in Mesnildrey and Macherey, 2015; Karoui et al., 2019). However, it is likely that the spectral slope corresponding to that of the excitation spread of a CI electrode will vary across electrodes and across subjects. In order to evaluate the impact of such variations, NH subjects (n = 10) were tested in a pilot pitch matching test. For each stimulus type (NBN or PSHC), they were asked to match a standard stimulus presented in one ear at a fixed center frequency (250 Hz, 1, or 4 kHz) with a comparison stimulus presented to the other ear with different spectral slopes (24, 36, or 48 dB per octave) and adaptively changed in frequency using the binary search procedure. For each stimulus type and standard frequency, results showed no significant differences between comparison spectral slopes. Therefore, we assume that the specific spectral slope used in the present study (i.e., 36 dB per octave) did not have a significant effect on the collected data.

The underlying hypothesis of our study was that PSHC would be perceptually closer to the sound of a CI electrode than NBN or SINE, and that pitch matches would consequently be less variable. This hypothesis could not be supported by the present data, which may be due to several reasons; first, the rate of PSHCs is defined based on the outputs of Gammatone filters which may not be valid for all SSD subjects who sometimes show hearing loss at high frequencies (Hilkhuysen and Macherey, 2014). Second, PSHCs do not simulate pulse-to-pulse interactions within a given pulse train, which are present in electrical hearing (Boulet et al., 2015). Third, PSHC can produce distortion products, particularly at a frequency corresponding to their rate (Hilkhuysen and Macherey, 2014), which are absent in direct electric stimulation of the auditory nerve via a CI electrode. The significantly higher across-subject pitch matches for PSHC compared with SINE may relate to this third point, because the temporal cue provided by the PSHC rate together with distortion products may have provided an additional pitch cue lower than the ‘spectral’ pitch cue corresponding to the center frequency of the stimulus. Therefore, it cannot be excluded that subjects adjusted the center frequency of the PSHC at a frequency higher than that of SINE to compensate for this additional pitch cue. However, the similarity between mean pitch matches obtained for NBN and PSHC is inconsistent with this explanation since this additional pitch cue is not present in NBN.

The finding that pitch matches corresponding to a given electrode depended on the type of acoustic stimulus warrants some caution when interpreting the results of electric-acoustic pitch matching studies because there is currently no scientifically based justification for using one type of sound over another. In the present study, for example, if one only considered pitch matches using SINE (see Figure 5 and Table 2), then one would conclude that the subjects were adapted to their speech processor’s center frequency at E6 of approximately 1.3 kHz despite the tonotopic mismatch (Reiss et al., 2007; Reiss et al., 2014) but not for E1. This conclusion, however, is not supported by the pitch matches using NBN or PSHC. Another recent study reported an effect of acoustic stimulus type on electric-acoustic pitch matching; Maarefvand et al. (2017) have used sinusoids and harmonic complex tones consisting of the first 11 harmonics passed through a bandpass filter with relatively shallow slopes and centered at a frequency equal to 1.6 times the fundamental frequency. The spectral shape of this stimulus was chosen based on the results of a study on timbre by Lazard et al. (2012). They found that the pitch-matched frequency was always higher for sinusoids compared with the complex tone. It is worth noting, however, that both the spectral centroid and the fundamental frequency of these complex tones co-varied, which may have made the comparison with electric pulses difficult since – presumably – only the place of excitation varied for the electric stimuli.

Goupell et al. (2019) raised another concern when comparing pitch between ears and modalities; they showed that range biases were strongly present in bilateral CI users when comparing the pitch of electrodes in different ears, although these same subjects could reliably pitch rank electrodes in each ear. They further suggested that differences in stimulation modalities (acoustic vs. electric) may not be the only problem associated with electric-acoustic pitch matching but that other yet unknown processes may make inter-aural pitch comparisons difficult.



Effect of Electrode Position

The tonotopic organization of the cochlea is one of the main prerequisites for the functioning of a CI. Speech processing strategies utilize this physiological property by presenting different frequency information to discrete locations along the length of the electrode array (Macherey and Carlyon, 2014). However, different CI electrode arrays generally do not reach the apex of the cochlea and thus a mismatch between frequency allocations of the speech processors and the physiological tonotopy of the auditory nerve is presently inevitable (Landsberger et al., 2015). A histological study by Stakhovskaya et al. (2007) provided relative location maps for the organ of Corti (OC) and the spiral ganglion (SG). Using the angle of insertion for each electrode position, which is estimated from postoperative X-ray images, these maps are used to calculate place-dependent characteristic frequencies (CFs) according to the empirically modeled Greenwood function (Greenwood, 1990). Recent studies investigated manipulations of these frequency maps to improve pitch perception in CI users, but have thus far shown inconsistent results.

While this individualized approach could partly account for morphological variations of the cochlea (Rask-Andersen et al., 2012; Pietsch et al., 2017), some limitations need to be taken into account; first, there is an inherent error margin in estimations based on X-ray images due to, for example, a poor resolution of electrode contacts, or if the round window is not easily identifiable since it provides the 0° reference for the frequency maps (Stakhovskaya et al., 2007; Verbist et al., 2010; Koch et al., 2017). Second, some studies based their assumptions or compared their results with the SG map, which is presumed to be the locus of neural excitation via CI (Landsberger et al., 2015; Peters et al., 2016), while other studies including the present one found their results to be better approximated by the OC map, especially when using lateral-wall electrode designs (Vermeire et al., 2008; Schatzer et al., 2014). These discrepancies underline the fact that these models are based on assumptions which cannot always be held true and should be reconsidered depending on the study approach. Third, there is a growing body of literature regarding peripheral degeneration or dead regions of spiral ganglion cells and their effect on CI function (Pfingst et al., 2015), which could further have an effect on variability between subjects.

The present study showed an effect of discrete electrode position independent of acoustic stimulus type, which is in line with an underlying tonotopic organization. However, SG and OC maps showed different results depending on stimulus type (see Figure 7) such that no consistent conclusions could be drawn. These results together with the aforementioned limitations raise the question whether relative distances rather than absolute place-dependent frequency estimations are more important for pitch comparisons between electric and acoustic stimulation. As mentioned above, Vermeire et al. (2013) conducted a multi-dimensional scaling study and suggested that a change in place of stimulation, i.e., electrode position, results in a perceptual change concurrent with acoustic frequency. Still, they also found another dimension showing concurrent change, which can be attributed to a change in sound quality or timbre. It is assumed that this dimension can be dependent on other factors, such as neural survival or pulse-to-pulse interactions (Boulet et al., 2015; Pfingst et al., 2015), which is in turn dependent on the electrode position per se, but not necessarily based on empirical models. For example, Carlyon et al. (2010) tested a subject at two different time points who showed a substantial change in matched frequency, which was later found out to be consistent with electrode migration.

Since mean pitch matches were better predicted by CFs according to the OC map for all stimulus types, we can assume it as a model of place-dependent variations in our subject group. Given this premise, we speculate that the present data may shed light on the type of acoustic stimulus that best mimics the sound of a CI electrode. For the apical position (E1), SINE pitch matches were significantly closer to predicted CFs than either NBN or PSHC. And for the more basal position (E6), NBN and PSHC were closer to predicted CFs than SINE. This supports the notion that a change in place of stimulation could lead to a change in sound quality, with pure tones better mimicking the percept elicited by electric stimulation in the apical region and wideband stimuli in the basal region. Thereby providing a possible explanation for the high variability observed in previous studies attempting to match electric with acoustic pitch in SSD subjects, since the choice of acoustic stimulus may have been optimal only for a part of their data.



CONCLUSION

Different acoustic stimulus types were used to match the pitch of electric stimulation with the underlying assumption that a signal perceptually more similar to how electric stimulation sounds should yield less variable pitch matches. While it was not possible to reject the null hypothesis regarding this effect, our data provide evidence that the choice of acoustic stimulus type can have a significant effect on electric-acoustic pitch matching results. Our results further confirm a stimulus-independent effect of electrode position which, however, is not necessarily predicted by absolute frequency mapping. This suggests that changes in place of electric stimulation are attributed to relative changes in pitch or timbre. Place-dependent characteristic frequencies predicted by an organ of Corti map suggest sinusoidal sound quality in the apex and one closer to wideband stimuli in the base. Further research is still needed to find an acoustic stimulus that better mimics the percept elicited by electric stimulation in order to investigate how cochlear implant users process pitch information.
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Music is difficult to access for the majority of CI users as the reduced dynamic range and poor spectral resolution in cochlear implants (CI), amongst others constraints, severely impair their auditory perception. The reduction of spectral complexity is therefore a promising means to facilitate music enjoyment for CI listeners. We evaluate a spectral complexity reduction method for music signals based on principal component analysis that enforces spectral sparsity, emphasizes the melody contour and attenuates interfering accompanying voices. To cover a wide range of spectral complexity reduction levels a new experimental design for listening experiments was introduced. It allows CI users to select the preferred level of spectral complexity reduction interactively and in real-time. Ten adult CI recipients with post-lingual bilateral profound sensorineural hearing loss and CI experience of at least 6 months were enrolled in the study. In eight consecutive sessions over a period of 4 weeks they were asked to choose their preferred version out of 10 different complexity settings for a total number of 16 recordings of classical western chamber music. As the experiments were performed in consecutive sessions we also studied a potential long term effect. Therefore, we investigated the hypothesis that repeated engagement with music signals of reduced spectral complexity leads to a habituation effect which allows CI users to deal with music signals of increasing complexity. Questionnaires and tests about music listening habits and musical abilities complemented these experiments. The participants significantly preferred signals with high spectral complexity reduction levels over the unprocessed versions. While the results of earlier studies comprising only two preselected complexity levels were generally confirmed, this study revealed a tendency toward a selection of even higher spectral complexity reduction levels. Therefore, spectral complexity reduction for music signals is a useful strategy to enhance music enjoyment for CI users. Although there is evidence for a habituation effect in some subjects, such an effect has not been significant in general.

Keywords: cochlear implants, signal processing, music signal enhancement, spectral complexity, complexity reduction, auditory distortion


1. INTRODUCTION

As a result of technological and surgical advances most cochlear implant (CI) recipients achieve good speech perception in quiet after 6 months of CI use, many of them are even able to make telephone calls (Lenarz, 2018). In cases of profound or total sensory hearing loss CIs allow to restore auditory perception by means of a direct electrical stimulation of the auditory nerve using up to 22 electrodes covering the complete length of the cochlear duct or parts thereof. The number of available electrodes depends on the implant manufacturer and the selected electrode design. The limited number of electrodes and the transmission of electrical currents through the conductive fluid in the cochlear duct cause a spread of excitation where numerous nerve endings associated with a wide range of frequencies are affected by the stimulation from a single electrode (Wilson and Dorman, 2008). The sound coding strategies of CIs are intended to restore speech intelligibility in the first place. They transmit the temporal envelope and the coarse spectral structure of the acoustic signal. The properties of music, however, differ from those of speech in terms of spectral, temporal, and timbral complexity, as well as dynamic range (Limb and Roy, 2014) and can therefore only roughly be represented by state-of-the-art stimulation strategies. As a result of the coarse frequency-to-electrode mapping, the broad excitation patterns, and the limitations of transmitting temporal fine structure information, music perception and music appraisal remain poor for most CI recipients. In particular, CI users face problems with recognition and discrimination of pitch-based and melodic elements of music (Jiam et al., 2017). Additionally, polyphonic melodies which are common in western music are usually perceived as fused (Donnelly et al., 2009) and CI users struggle to distinguish between consonant and dissonant chords (Caldwell et al., 2016). In contrast to pitch-related musical features, the perception of rhythmic features by CI users is comparable to normal-hearing (NH) listeners (McDermott, 2004, Looi et al., 2012, Limb and Roy, 2014). Rhythmic information can be defined as regular temporal patterns with periodicities ranging from 50 ms to 5 s (Nogueira et al., 2019) and thus varies significantly slower than the temporal fluctuations being perceived as pitch. Rhythm is encoded in the slowly varying temporal envelope of pulse trains for the individual electrodes. Therefore, this information does not depend on an exact tonotopy and is thus properly transmitted by the CI.

As a consequence, CI users prefer simple monophonic over complex polyphonic music pieces and more regularly structured genres, such as pop or country music over more complex genres, such as classical music (Gfeller et al., 2003, Looi et al., 2007). In the context of music the term complexity is used to describe the lack of structural characteristics or redundancy, such as very simple and repetitive melodic or rhythmic patterns (objective complexity). Furthermore, subjective complexity is the result of the interaction between the objective complexity (structural characteristics) of the stimulus and the listener's musical knowledge, prior experience with the musical style and/or idiom, and familiarity with the particular musical stimulus (Gfeller et al., 2003). In contrast to these definitions of complexity, in this paper we refer to the definition of the term spectral complexity by Hall et al. (2002) and Schönwiesner et al. (2005) as the number of simultaneous spectral components or overtones in a complex tone.

Music listening might be affected by many individual variables, such as the duration of hearing loss, etiology, musical training, listening experience and age (Gfeller et al., 2000). Gfeller et al. (2008) show that pre-implant formal music training is a significant predictor for the appreciation of music with lyrics in CI users. As music plays an important part in everyday life (Lassaletta et al., 2007), improving the appreciation of music in CI listeners is therefore important for successful hearing rehabilitation. Previous works followed different directions to achieve better music perception and appraisal in CI listeners. These encompass music rehabilitation and training as described for instance by Galvin et al. (2009), Looi et al. (2012), and Fuller et al. (2018) as well as novel music compositions (Innes-Brown et al., 2012, Nogueira and Herrera, 2015). Also novel implantation techniques (Hochmair et al., 2015), improved signal coding (Omran et al., 2011; Müller et al., 2012; Todd et al., 2017) and signal preprocessing methods have been proposed.

These latter methods aim at reducing perceptual distortions in CI listeners induced by the shortcomings of electrical stimulation like the spread of excitation and channel interactions between adjacent electrodes. In a pilot study Buyens et al. (2014) investigated the hypothesis that CI listeners prefer a different balance of individual voices and instruments in music signals than NH listeners and presented remixed versions of multi-track pop and rock music recordings to CI users, where vocals, drums, and bass lines were amplified by 6 or 12 dB with respect to the remaining accompaniment. A listening experiment with CI users performing pair-wise comparisons yielded a significant preference for music pieces remixed at 6 dB level difference over the original pieces and the versions remixed at 12 dB level difference, respectively. Similarly, Kohlberg et al. (2015) produced remixes of a multi-track recording of a country music song containing one to five of originally ten instruments and found a significant preference for remixes containing only one to three instruments as compared to the original music pieces in a listening experiment with CI listeners. Moreover, Nemer et al. (2017) showed that reducing the number of overtones in a monophonic melody actually helps CI listeners to perceive music as more pleasant. In contrast to those methods approaches have been proposed that do not rely on multi-track recordings or manual preprocessing: Based on their earlier work the authors of Buyens et al. (2015) proposed source separation and remixing schemes for pop and rock music using harmonic/percussive sound separation (HPSS) to accentuate primarily vocals and drums with respect to other instruments and evaluated them in listening experiments with CI listeners (Buyens et al., 2017). In Pons et al. (2016) and Gajęcki and Nogueira (2018) the authors reported that such an accentuation can also be achieved by means of multi-track source separation using artificial neural networks. They compared different network architectures and also evaluated the obtained remixes with both NH and CI listeners. Cappotto et al. (2018) enhanced the dominant melody of music pieces by adding a continuous-phase sine wave following the fundamental frequency trajectories with variable amplitude.

An alternative approach to reduce the spectral complexity of music signals was introduced by Nagathil et al. (2016) and Nagathil et al. (2017). This method computes segmented reduced-rank approximations in the time-frequency domain based on dimensionality reduction techniques, such as principal component analysis (PCA). While PCA is not the only available technique to achieve spectral complexity reduction, it has the advantage to work fully blind, thus without either prior knowledge of the signals (like the score of a piece), previously learned dictionaries like in non-negative matrix factorization (NMF) or the necessity of prior training as in a neural network. As rhythmic information is known to be well-perceived by CI listeners (Bruns et al., 2016) this method aims at enhancing the spectral representation of music signals and was evaluated for classical chamber music which is not dominated by percussive and other strong rhythmic elements. It was recently also extended for the binaural case, providing an improved attenuation of accompanying instruments (Gauer et al., 2018). The PCA-based spectral complexity reduction method has been evaluated in listening experiments with NH listeners with spectral smearing by broadened auditory filters (Nagathil et al., 2016) and with CI users (Nagathil et al., 2017): the participants rated their preference between an unprocessed and a spectrally reduced version of several music signals in a two-alternative-forced-choice (2AFC) test. In both experiments three different preprocessing methods were compared: PCA, partial least squares analysis (PLS), and the “active-set Newton algorithm” (ASNA, Virtanen et al., 2013). In this context, PLS can be regarded as a score-informed variant of PCA, which puts more emphasis on the melody voice than the fully blind PCA method. The PCA-based method outperformed PLS and ASNA in terms of preference both for NH and CI listeners. Signals both with a moderate (13 retained PCA components) and a higher spectral complexity reduction (8 retained PCA components) have been significantly preferred over unprocessed music. Furthermore, the CI users favored a higher degree of reduction (8 components) slightly more often over the unprocessed signals than those with moderate reduction (13 components). Additionally, the subjects with bimodal hearing showed a higher preference for a moderate complexity reduction while those with unimodal electrical hearing preferred the higher reduction.

The preference for a stronger complexity reduction found in unimodal CI listeners and the fact that high reduction levels had not been studied before led to the main research question of this study, i.e., to investigate the impact of a wider range of complexity reduction levels on the preference of CI users. Hence for the listening experiments presented here we extended the number as well as the range of spectral complexity reduction levels from three (unprocessed, 8 and 13 retained PCA components) to ten (unprocessed, 20, 15, 10, 8, 7, 6, 5, 4, 3 components). For this number of conditions paired comparisons are no longer feasible. Therefore, instead of a 2AFC test we developed a new interactive experimental setup that enables the participants to compare different complexity settings intuitively and in real-time. Moreover, to examine interindividual factors which might have an influence on the preferred spectral complexity reduction level we included different questionnaires dealing with musical engagement as well as musical abilities and the history of hearing loss. As a secondary research question we investigated possible long term effects by performing the listening experiments with partly varying stimuli in eight consecutive sessions. We formulate the research hypothesis that repeated engagement with music signals of reduced spectral complexity leads to a habituation effect such that CI users gain improved enjoyment also for music signals with a higher level of spectral complexity.



2. METHODS AND MATERIALS


2.1. Signal Processing for Spectral Complexity Reduction
 
2.1.1. Spectral Complexity Reduction Method

The signal preprocessing method proposed by Nagathil et al. (2016) is based on the assumption that in signals with competing voices the spectrum will show the strong partial tones of a predominant melody or leading voice as its most prominent elements. These spectral elements can be identified block-wise using principal component analysis (PCA) on short-time spectral representations of music signals. By reconstructing a music signal only from a limited number of its first principal components we achieve a reduction of the spectral complexity which is expressed in a reduction of weaker overtones in general and usually results in an attenuation of the accompanying voices. From an algebraic point of view this approach corresponds to a dimensionality reduction and a block-wise reduced-rank approximation of the original signal.

The computation of the PCA-based reduced-rank approximation can lead to a low-pass filter effect such that the processed signals sound somewhat muffled, especially when only a low number of components (5–10) are retained. Therefore, the mixed music signals were initially fed to a first-order pre-emphasis filter that alleviates this low-pass filter effect and compensates for a spectral tilt toward higher frequencies. After processing the original spectral tilt was restored by a corresponding de-emphasis filter. Then, a spectral representation was computed by means of a sliding-window constant-Q transform (CQT, Brown, 1991) in the frequency range between 55 and 7,040 Hz using a frame shift of 2 ms, two frequency bins per semitone, and Hann analysis windows. In total, this resulted in 168 CQT frequency bands corresponding to seven octaves. The CQT time-frequency representation of the full signal was segmented into M half-overlapping blocks U(m)∈ℂK×B, with m = {0, 1, …, M−1} being the block index, B denoting the number of time frames in one block, and K being the number of frequency bands. For notational convenience the block index m is dropped in the following. In accordance to the parameter settings in the previous work by Nagathil et al. (2016) a block length of B = 100 frames, corresponding to 200 ms, was chosen and the number of frequency bands was K = 168. Then, the first L < K eigenvectors of the covariance matrix C ~ UUH were computed, which were stored as column vectors of the matrix W = ℂK×L. The resulting principal component scores were computed as the mapping S = WHU. Exploiting the orthogonality of the eigenvectors, a rank-L approximation of U was obtained by [image: image]. This procedure was repeated for each time–frequency block U. The simplified time–frequency representation of the whole signal was obtained by overlap-adding consecutive processed blocks [image: image]. For the reconstruction of a signal from the (modified) CQT spectrum the method by Nagathil and Martin (2012) was applied, which relies on short, half-overlapping synthesis frames of 4 ms length and recovers the full-length signal using the overlap-add method with a Hann synthesis window. To reverse the effects of the pre-emphasis filter, the reconstructed signal was fed to a corresponding first order de-emphasis filter.

CQT spectrograms of a chamber music piece before and after PCA-based spectral complexity reduction with 20, 10, or 5 retained components are shown in Figure 1. It can be seen that these reduced-rank approximations attenuate low-energy harmonics of both leading voices and accompaniment and, thus, achieve an effective reduction of the spectral complexity.


[image: Figure 1]
FIGURE 1. CQT spectrograms of an unprocessed signal (A), and spectrally reduced signals with 20 (B), 10 (C), and 5 (D) retained components.




2.1.2. Instrumental Assessment of Spectral Spread Improvement

The Auditory Distortion Ratio (ADR) measure proposed by Nagathil et al. (2016) was developed to instrumentally evaluate changes due to reduced frequency selectivity and spectral spread between processed and unprocessed signals (see also Nogueira et al., 2019). It is based on broadened auditory filters that mimick the reduced frequency selectivity in listeners with severe hearing loss. These broadening filters can be described using the auditory model introduced by Moore et al. (1992). Regarding the electric stimulation in cochlear implants we observe similar effects of a reduced frequency selectivity and spectral spread. This spectral spread is caused by the spread of excitation that occurs due to the non-focussed electrical field within the cochlear duct between the particular stimulating electrode and the adjacent nerve fibers. Comparable to the distortion induced by overdriven or clipping electrical devices, broadened auditory filters also introduce higher-order harmonics. The distortion of these harmonics which is measured by the ADR is relatively weak, therefore the resulting ADR values in dB are rather small.




2.2. Participants

The inclusion criteria for this study comprised unilaterally or bilaterally implanted CI adult users (age ≥ 18 years) with a post-lingual hearing loss, CI experience of at least 6 months and without severe cognitive or neurological impairments. Ten adults (seven female, three male) aged from 47 to 79 years (median 69 years) participated in the listening experiments. Table 1 gives an overview of participants' gender and age as well as their etiology of hearing loss and post-operative speech perception, their duration of CI experience and their provided devices and coding strategies. Two participants were bilaterally implanted. Among the remaining subjects four were implanted only on the left and four only on the right ear. The data in Table 1 refers to the side used during the listening experiments. Most of the subjects suffered from a progressive hearing loss over the last 10–30 years, one participant (P09) since adolescence. Those subjects that have not been implanted bilaterally were suffering from a moderate to severe hearing loss also on the contralateral ear and wore an additional hearing aid, except subject P10 who has been provided with a bone conduction implant on the contralateral side. Speech perception in quiet was assessed using the Freiburg monosyllabic word test (Hahlbrock, 1953, Müller-Deile, 2009) at 65 dB and at 80 dB with a mean speech intelligibility of 61.0% at 65 dB and of 78.5% at 80 dB, respectively.


Table 1. Demographic, etiological, and CI-specific information about the 10 CI listeners participating in the listening experiments.

[image: Table 1]

The individual center frequency assignments of the CI filterbanks for all participants are depicted in Table 2. All but one of the subjects provided with a Med-EL device (P07) used a fine structure coding strategy (FSP, FS4). For the majority of the subjects the center frequencies of the electrode channels covered the frequency range from 120 to 7.5 kHz, whereas the remaining participants used either the CIS strategy (P07) or the HiRes Optima strategy (P04, P05) with a minimum center frequency of 333 Hz for the first electrode channel.


Table 2. Minimum and maximum filterbank frequencies (fmin and fmax) and estimated tonotopic frequencies at the position of the first three electrodes.

[image: Table 2]



2.3. Selection of Music Stimuli

The complexity reduction method evaluated in this study aims at a spectral complexity reduction and thus mostly effects pitch- and overtone-related features of music signals. To focus on these features, we restricted the choice of musical genres to classical chamber music pieces, a musical genre where harmonic properties are most important. Rhythmic elements, especially represented by percussion instruments, only play a less prominent role here, unlike in genres like pop, rock, or jazz music. In accordance with previous works by Nagathil et al. (2016) and Nagathil et al. (2017) a total number of 16 music stimuli were used in this study. The set contained excerpts of classical chamber music pieces of 10 s with a well-defined monophonic leading voice (clarinet, flute, oboe, trumpet, or violin) and an accompaniment (bassoon, piano, or strings).

A wide range of musical properties were found to have an impact on music perception in CI listeners in previous studies. To allow for an automated analysis of such musical properties, the music pieces were available as MIDI files. We developed a Plackett-Burman experimental design (Plackett and Burman, 1946) that accounts for these properties and selected the stimuli from an original database of 110 pieces based on the following three criteria for the leading voice: the fundamental frequency of the leading voice (Gfeller et al., 2002), the interval size between successive leading voice tones (Sucher and McDermott, 2007), and the tone duration which is connected to the tempo (Vannson et al., 2015). The Plackett-Burman experimental design is used to investigate the dependence of a random variable on a number of independent factors using a minimum number of experiments. For selecting the excerpts from the original music database, temporal averages of these factors across the stimulus duration were calculated, i.e., the mean interval size (MIS), the mean fundamental frequency (MFF), and the mean tone duration (MTD), which were assigned to a “low” and a “high” level, respectively. These levels correspond to the following value ranges: MISlow ≤ 3 semitones and MIShigh ≥ 4 semitones, 147 Hz ≤ MFFlow ≤ 588 Hz and 698 Hz ≤ MFFhigh ≤ 2, 792 Hz, MTDlow ≤ 0.3 s, and MIShigh ≥ 0.5 s.

After the selection process, the MIDI files were synthesized in Steinberg Cubase (Steinberg Media Technologies GmbH, Hamburg, Germany) using Native Instruments Komplete 9 (Native Instruments GmbH, Berlin, Germany) samples which contain note-wise recordings of real instruments. Hence, the synthesized MIDI files had a sound quality similar to that of real-world recordings. The resulting leading voice and accompaniment signals were converted to mono, resampled at 16 kHz, and mixed at equal power.



2.4. Experimental Setup

The design of our study combined repeated listening experiments with at-home listening tasks and corresponding questionnaires over a period of 4 weeks. While the listening experiments served to further investigate the preferred spectral complexity reduction in CI listeners as the main research question, we additionally used four different questionnaires to assess the general self-perceived listening quality, the music listening habits and the musical abilities of the participants.


2.4.1. Assessment of Music Listening Habits and Musical Abilities

Music perception is more subjective than speech understanding or localization tasks and also relies on previous knowledge and previous experience by the listeners. Also there is a large variation in musical skills, listening expertise and the abilities to play a musical instrument or to communicate about music (Müllensiefen et al., 2014). Therefore, before the first experimental session the general self-perceived sound quality, the music listening habits and the musical abilities of the participants were assessed using the following questionnaires and methods. The results of these questionnaires delivered additional data to examine possible preconditions for the individual spectral complexity preferences. Thus, the questionnaire results were compared both with the results from the listening experiments and among each other. Correlation analysis was applied to investigate possible predictors of the preferred spectral complexity reduction resulting from the listening experiments.


2.4.1.1. HISQUI

The Hearing Implant Sound Quality Index (HISQUI29) developed by Amann and Anderson (2014) assesses the self-perceived level of auditory benefit in everyday listening situations by means of a 29-item questionnaire scored on a 7-point Likert scale. The total score of maximum 203 is divided into 5 groups (0–60: “very poor sound quality”; 60–90: “poor sound quality”; 90–120: “moderate sound quality”; 120–150: “good sound quality”; 150–203: “very good sound quality”).



2.4.1.2. Gold-MSI

To assess self-reported musical skills and behaviors, a German version of the Goldsmiths Musical Sophistication Index (Gold-MSI) measuring the musical sophistication by 38 different items was used (Müllensiefen et al., 2014; Schaal et al., 2014). Its subscales cover emotional engagement with music, the self-reported singing abilities, the amount of musical training received, the self-reported perceptual abilities, the active musical engagement and the general musicality. Based on the subscale results a General Musical Sophistication score ranging between 18 and 126 can be calculated.



2.4.1.3. Mini-PROMS

The Mini-PROMS test is a computer-based online test which comprises 36 items with subtests on melody, tuning, tempo and accent that are based on pair-wise comparisons of acoustical stimuli. It is a short version of the PROMS test battery developed by Law and Zentner (2012) and was used to assess the musical perception skills of the participants (Zentner and Strauss, 2017). Summarizing the individual subtests, the Mini-PROMS test also provides a total score with a range between 0 and 36.



2.4.1.4. Munich Music Questionnaire

The Munich Music Questionnaire investigates the music listening habits of CI recipients and comprises 25 questions covering music activities both before and after cochlear implantation (Brockmeier et al., 2007). Out of the 25 main questions, four items relevant for this study have been selected: “How often did you listen to music before your hearing loss/with your hearing loss prior to receiving your cochlear implant (CI)/now, after receiving your CI?”, “How does music generally sound with your cochlear implant?”, “How would you rate your enjoyment when listening to music now?” and “Have you practiced listening to music with your implant?” The first three items are assessed by 10-point Likert scales. For the item “How does music generally sound with your cochlear implant?” the sound impression is assessed using the following scales: natural vs. unnatural, pleasant vs. unpleasant, distinct vs. indistinct, less tinny vs. more tinny and less reverberant vs. more reverberant. The item “How would you rate your enjoyment when listening to music now?” comprises the scale “great enjoyment” vs. “no enjoyment” for each of the genres: classical music, opera/operetta, religious music, folk/country music, pop, rock, jazz/blues and “music to dance to.”




2.4.2. Setup of Listening Experiments

Each subject participated in eight consecutive sessions of listening experiments within about 4 weeks. During these sessions the participants listened to a selection of music excerpts of 10 s duration each repeated in an infinite loop. They could modify the level of spectral complexity reduction themselves in real-time using a jog-dial and were asked to choose their preferred spectral complexity reduction level out of ten different levels: original (unprocessed), 20, 15, 10, 8, 7, 6, 5, 4, and 3 retained PCA components. These 10 levels were labeled from 1 to 10 with complexity reduction level 1 corresponding to the unprocessed signal and complexity reduction level 10 corresponding to maximum spectral complexity reduction (3 components). The participants were neither informed about the meaning of the level labels and the differences between the individual signal versions they should choose from, nor about the concept of spectral complexity reduction in general. This assignment of complexity reduction levels was chosen because for small values of retained components there is a considerable difference between the reduced signals to adjacent numbers of retained PCA components, which is also clearly audible (at least for normal-hearing listeners). For higher numbers of retained PCA components the spectrally reduced signals quickly converge toward the unprocessed signal so the differences become increasingly difficult to notice even for normal-hearing listeners. In contrast to typical sound quality assessment tests like, e.g., MUSHRA, the order of the spectral complexity reduction levels in the user interface was not randomized because arbitrary changes in spectral complexity would have led to an unnatural hearing impression while switching between the different complexity reduction levels with the jog-dial during the continuously looped playback. In the take-home evaluation of a preprocessing method conducted by Buyens et al. (2017) the participants also chose their preferred degree of attenuation from a continuous scale.

In the initial session (session 1), three pieces were presented, which were repeated again in the final sessions (session 7 and 8). The repeated tests on these pieces aim to investigate long term effects on the preferred number of retained PCA components over the complete time span of the study. In each of the intermediate sessions 2–6 four pieces out of 16 were presented. In each session two previously presented pieces were presented a second time and two were replaced by new ones (see the distribution scheme in Figure 2). The pieces were assigned to the sessions such that in every session each level (low and high) of the musical factors MIS, MFF and MTD from the Plackett-Burman experimental design appears twice among the four pieces.


[image: Figure 2]
FIGURE 2. Distribution of the musical stimuli to the particular experimental sessions. The pieces presented in Session 1 were repeated in Sessions 7 and 8 to investigate long term effects. In the Sessions 2 to 6 (between the dashed vertical lines) two pieces from the previous session were repeated and two new pieces were presented in each session.


During the listening experiments the stimuli were selected from a database of pre-processed signals with different spectral complexity levels using a custom-made graphical user-interface written in MATLAB (The MathWorks, Inc., Natick, MA, USA) and a Griffin Technologies PowerMate jog-dial (Griffin Technology, Irvine, CA, USA). The participants used the jog-dial to seamlessly switch between adjacent spectral complexity settings in real-time while the currently selected complexity reduction level (but not the number of retained PCA components) was shown on the display (see Figure 3).


[image: Figure 3]
FIGURE 3. Interactive user interface used in the listening experiments. The participants used the jog-dial in front to select the complexity reduction levels in real-time while the stimuli were presented in an infinite loop. The blue slider on the green bar indicates the currently active level.


To ensure that the preference ratings were only based on the CI implanted ear, the playback devices were connected directly to the speech processor bypassing their microphones during the experimental sessions, the Mini-PROMS test and the at-home listening tasks. Thereby the influence of background noise, acoustical properties of different playback devices and inappropriate acoustic environments especially during the at-home listening tasks were eliminated. For the MED-EL recipients the MED-EL direct audio input cable for external sources1 (MED-EL Elektromedizinische Geräte Gesellschaft m.b.H., Innsbruck, Austria) was used to present the stimuli. For the Advanced Bionics recipients the stimuli were presented via the induction loop using the Phonak ComPilot Accessory2 (Phonak AG, Stäfa, Switzerland) as a direct input is not available here. In both cases the devices were connected to a Lake People Phone-Amp G109 (LAKE PEOPLE electronics GmbH, Konstanz, Germany) headphone amplifier with fixed signal output level during the listening experiments. In case of the bilaterally implanted listeners (P02, P07) the stimuli were applied to the side implanted earlier and thus with the longer CI experience.



2.4.3. At-Home Listening Tasks

In order to motivate the participants to listen to the music pieces at least 20 min per day between two sessions, home work listening tasks were given: they were instructed to listen to full length recordings of the four pieces presented in the previous session that were processed with the individually preferred level of spectral complexity from the previous experimental session. Additionally, the participants were asked to answer questions in another questionnaire especially designed for the study by a professional musician. It comprised questions on sound perception, character, tempo and the kind of instruments used in the particular piece. This questionnaire was included to make sure that the participants performed the at-home listening tasks. It did not serve to answer any actual research questions. Thus, its results are not relevant for the research questions in this work and will therefore not be presented.




2.5. Statistical Evaluation

Both the numbers of retained PCA components selected for evaluation in the listening experiments and the assigned spectral complexity reduction levels form ordinal scales but a proportional relation between the particular elements on these scales cannot be assumed. Therefore non-parametric tests are used to analyze the statistical effects of different factors, such as the participating subjects and the pieces from the database. These tests also do not require the assumption of normal distributions on the data.

Where due to particular factors independent samples can be supposed, the Mann-Whitney U test (also called Wilcoxon rank sum test) was applied. For instance, this is the case with the three factors from the Plackett-Burman experimental design (MIS, MFF, MTD, see section 2.3) that each divide the 16 pieces used in the listening experiments into two non-overlapping subsets. The significance of differences for repeated measurements (pieces presented for the first vs. the second time) was evaluated using the Wilcoxon signed-rank test. The statistical significance of linear regressions of the experimental results was evaluated using the analysis of variance (ANOVA) method. Correlation analysis was performed using non-parametrical measures for ordinal data like Spearman's ρ and Kendall's τ. All statistical tests were performed using built-in functions of MATLAB R2018b.




3. RESULTS


3.1. Questionnaires

Figure 4 shows the main scores of the HISQUI, Gold-MSI and Mini-PROMS tests. All scores in the figure have been normalized to the maximum values of their respective scales.
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FIGURE 4. HISQUI, Gold-MSI General Sophistication, and PROMS Total scores per participant as main results from these questionnaires. The very right bars depict the mean and the standard deviation of each score for all participants. All scores were normalized to the maximum values of their respective scales (HISQUI: 203, Gold-MSI: 126, PROMS: 36).



3.1.1. HISQUI

The total score of all participants was in a range between 62 and 153 with a scale maximum of 203. Corresponding to the obtained scores two subjects (P08 and P10) reported a “very good,” three (P01, P02, and P09) a “good,” three (P03, P06, and P07) a “moderate” and only two (P04 and P05) a “poor hearing quality.” The mean score of 115 corresponds to a moderate hearing quality.



3.1.2. Gold-MSI

In this study the participants obtained significantly lower scores for all of the subscales (Active Engagement, Perceptual Abilities, Musical Training, Singing Abilities and Emotions) compared to the German reference data for normal-hearing listeners published in Schaal et al. (2014). The General Musical Sophistication score of the participants ranged from 32 to 74 on a scale with possible values between 18 and 126. The participants obtained a mean score of 56.5 compared to 70.4 in the reference data. While the deviation in the mean Singing Abilities score was only moderate (24.1 vs. 27.6), the participants reached a noticeably lower Musical Training score (12.1 vs. 22.6). The Active Engagement and Perceptual Abilities scores were in a range of 13–37 and of 17–43 (with mean values of 24.3 and 33.6 compared to 33.0 and 45.8 reported in the reference data, respectively).



3.1.3. Mini-PROMS

Compared to the data published by Zentner and Strauss (2017) which refers to 152 normal-hearing subjects between 16 and 63 years old and partly amateur or professional musicians, the musical abilities of the participants included in our study are quite low. The participants obtained a mean Total Score of 16.8 vs. 24.56 on a scale of maximum 36, which corresponds to 68.4% of the reference data. Only two of the ten subjects obtained a total score of 20 or more, whereas four participants obtained a total score of 15 or even less. In comparison to the published data the poorest results have been obtained for the “Melody” subtest (47.4%), and the best ones for the “Tempo” subtest (81.3%), whereas the “Tuning” and “Accent” subtests were in between. These results are in line with earlier studies e.g., by Gfeller et al. (2002) and Looi et al. (2004) which showed that pitch and timbre perception is impaired in CI users whereas rhythmic cues can be detected similarly well as by NH listeners.



3.1.4. Munich Music Questionnaire

Figure 5 depicts the results from the Munich Music Questionnaire. They range on a scale between 1 and 10 (except the question about music listening practice which only allows yes/no answers). According to the questionnaire the participants listened to music quite often before the hearing loss (mean 8.6). After hearing loss the mean score dropped down to 5.0. Cochlear implantation did not significantly change the situation (5.4).


[image: Figure 5]
FIGURE 5. Results from the Munich Music Questionnaire for the selected items “How often did you listen to music before your hearing loss/with your hearing loss prior to receiving your cochlear implant (CI)/now, after receiving your CI?”, “How does music generally sound with your cochlear implant?”, “How would you rate your enjoyment when listening to music now?” and “Have you practiced listening to music with your implant?” The participants filled out a German version of the questionnaire. The items and labels used here are taken from the English questionnaire. Filled circles denote outliers.


The general impression of music was rated on the scales natural vs. unnatural (mean 4.6), pleasant vs. unpleasant (mean 4.7), distinct vs. indistinct (mean 4.2), less tinny vs. more tinny (mean 4.7) and less reverberant vs. more reverberant (mean 4.4). While some subjects reported to enjoy listening to classic music, others stated to not appreciate it at all. In general, pop, rock, jazz/blues and “music to dance to” were regarded as more enjoyable (mean values between 4.8 and 5.3) than opera, religious music, and folk/country music (mean values between 3.1 and 3.6). Thus the mean results all appear in the lower half of the scales.

Only one participant was playing an instrument at the time the experiments took place. Three participants stated that they played an instrument in childhood quite often, whereas five of the subjects did not. Eight out of ten reported about frequently listening to music after implantation.




3.2. Listening Experiments

The listening experiments exhibit a significant preference for music signal excerpts with a high spectral complexity reduction level (median of 5 retained PCA components) as shown in Figure 6. More than half of the ratings of all subjects and music pieces belong to the spectral complexity reduction levels 8, 9, and 10 which correspond to 5, 4, and 3 retained components, respectively.


[image: Figure 6]
FIGURE 6. Histogram plot of the numbers of observations per complexity reduction level in percent of overall 310 observations. The level of chance is indicated by the dashed horizontal line.


To investigate the deviation from the level of chance, a two-sided Wilcoxon rank-sum test on the overall listening experiment results was performed under the null hypothesis that the overall preference ratings were uniformly distributed with a probability of 10% for all ten available complexity reduction levels. The null hypothesis was rejected with a p-value of p ≤ 0.001, indicating that the experimental result significantly deviated from the level of chance (see Figure 6).

A high interindividual variability in the preference ratings could be observed (see Figure 7). Subject P09 preferred the highest spectral complexity reduction level for every piece in every session. Regarding the remaining participants, with interquartile ranges (IQR) covering 2 and 3 spectral complexity reduction levels, respectively, the ratings of subjects P03 and P08 and of subjects P01 and P07 were the least scattered. Subject P10 showed the highest variation in her preference ratings with an IQR covering 5 spectral complexity reduction levels. Regarding the complete data, the IQR covered the range between the complexity reduction levels 5–10 that correspond to a range between 8 and 3 retained components.


[image: Figure 7]
FIGURE 7. Box plot showing the listening experiment results accumulated over all sessions per participant. The very right column shows the overall distribution of the preference ratings.


Figure 8 shows the preference ratings for each piece. The median values for each piece ranged between 7.5 and 3.5 retained PCA components in the spectrally reduced signals. The interquartile ranges varied between 2 (piece #7) and 5 out of 10 complexity reduction levels (pieces #4, #5, #6, #8, #10, #15). For piece #8 most of the participants preferred a noticeable higher number of retained PCA components (median 7.5 compared to median 5 components overall), whereas for piece #13 a considerably lower number of retained PCA components (median of 3.5) was preferred.


[image: Figure 8]
FIGURE 8. Box plot showing the listening experiment results accumulated over all sessions per piece. The very right column shows the overall distribution of the preference ratings.


Figures 9, 10 show the preferred number of retained PCA components in the second presentation of a piece plotted vs. the number in the first presentation for each participant and for each piece, respectively. Markers close to the dashed diagonal line indicate that the participants preferred a similar level of complexity reduction in the first and the second presentation of a piece. Markers above the line indicate a preference for a lower level of complexity reduction and thus a less processed version in the second presentation and vice versa. While subjects P03, P07, and P08 widely preferred equal complexity reduction levels in both sessions, for subjects P02 and P10 a higher variation between the preferred values in both session can be observed. Subject P09 preferred maximum complexity reduction (level 10, 3 retained components) in every trial and thus exhibits no tendency over time. Note that this representation is not available for the pieces #6, #8, #12, and #14 as they have only been presented once during the whole study (compare the scheme depicted in Figure 2 for the distribution of the pieces to particular sessions). We applied a Wilcoxon signed-rank test to the results from the first and second presentations which is not significant (α = 0.05) and therefore does not reject the null hypothesis that the data from these two samples have equal medians neither for the overall data (p = 0.62) nor for any participant (p ≥ 0.06) nor for any piece (p ≥ 0.09).


[image: Figure 9]
FIGURE 9. Preferred number of retained components in the second session plotted vs. the preferred number in the first session per participant. Points close to the dashed diagonal line indicate equal ratings in the first and second presentation of a piece. Unprocessed signals are denoted by “up”.



[image: Figure 10]
FIGURE 10. Preferred number of retained components in the second session plotted vs. the preferred number in the first session per piece. Points close to the dashed diagonal line indicate equal ratings in the first and second presentation of a piece. Unprocessed signals are denoted by “up”.


Figure 11 shows the preferred number of retained components per participant plotted against the listening experiment sessions and thus their development over time during the course of the study. The vertical bars comprise the total range of values observed during the particular sessions. Furthermore, the dotted and dashed lines show the median and the mean values for each session. A linear regression with the session index as predictor was performed and the resulting regression lines for each participant are also depicted in Figure 11. As the sessions are consecutive in time, the gradients of the regression lines illustrate whether the subjects exhibit a tendency either toward higher or toward lower complexity reduction levels during the course of the study. A rising line toward higher numbers of retained components thus indicates a tendency toward an increasing preference for more spectral complexity over time, whereas a falling line toward smaller numbers of retained components indicates an increasing preference for stronger complexity reduction.


[image: Figure 11]
FIGURE 11. Preferred number of retained components in each session per participant. Vertical bars represent the overall range of ratings in the particular session, dashed and dotted lines show the mean and median for each session. The black solid line shows a linear regression over all sessions. A positive gradient of the regression line indicates a tendency toward lower, a negative gradient toward higher complexity reduction over time. Statistically significant regressions are indicated by (*), unprocessed signals are denoted by “up”.




3.3. Instrumental Assessment of Spectral Spread Improvement

Figure 12 shows the Auditory Distortion Ratio (ADR) measure averaged over the database of chamber music excerpts for the numbers of retained PCA components used in this study. Positive ADR values indicate a reduction of auditory distortion. The steady increase in ADR with decreasing number of retained components up to a median value of 1 dB and a maximum value of 1.7 dB indicates a reduction in auditory distortion for the spectrally reduced music signals.
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FIGURE 12. Auditory Distortion Ratio (ADR) plotted vs. the number of retained PCA components averaged over all pieces used in the listening experiments. Higher values indicate a decrease in spectral spread. Filled circles denote outliers.


The distribution of the preference ratings per complexity level (see Figure 6) is significantly correlated with the ADR values for the respective complexity reduction levels. For the overall data a correlation coefficient of ρ = 0.88 (p < 0.001) is found. Hence, the participants in the listening experiments significantly preferred signals that have been processed in such a way that the effects of reduced frequency selectivity, as predicted by the Auditory Distortion Ratio measure, are minimized.



3.4. Relations Between Listening Experiments and Questionnaire Results

A correlation analysis between the median results of the listening experiments for each participant and the main questionnaire scores yields correlation coefficients of ρ = −0.19 for the HISQUI (p = 0.60), ρ = 0.51 for the Gold-MSI General Musical Sophistication (p = 0.13) and ρ = 0.47 for the Mini-PROMS Total scores (p = 0.17), respectively. Additionally, for the correlation of the questionnaire scores among each other we found a maximum correlation coefficient of ρ = 0.62 (p = 0.057) between the Gold-MSI General Musical Sophistication and the Mini-PROMS Total scores. However, with p > 0.057 none of these correlations are significant with regard to α = 0.05.




4. DISCUSSION

In this section we will first discuss the outcomes of the listening experiments with regard to the preferred amount of spectral complexity reduction. Subsequently we will investigate the impact of potential influencing factors and possible predictors: the selection of stimuli, the etiology, individual CI parameters, or the self-reported sound quality and musical ability assessments provided by the questionnaires.


4.1. Listening Experiments

All participants of the presented study preferred a spectral complexity reduction of 8 or even less retained PCA components with a median of 5 components (see Figure 6). With reduced spectral complexity the information from a musical piece is concentrated on a smaller number of frequency bands. Thus, signals with a reduced spectral complexity induce less broad excitation patterns and are therefore supposed to be more intelligible and accessible for CI listeners as the effect of spectral spread is reduced. The processed signals from the chamber music database used in the listening experiments exhibit a lower spectral complexity as both the harmonic components of the leading voice and the accompanying voices are attenuated. Hence the preference for a high spectral complexity reduction found in the participating CI users is in line with the findings by Nemer et al. (2017) where CI users reported an increase in enjoyment of monophonic pieces with a reduced overtone series, and the findings by Kohlberg et al. (2015) where CI users rated recordings of pieces with a reduced number of competing instruments as more pleasant than the original. But in contrast to the method used by Nemer et al., the PCA-based spectral complexity reduction scheme does not reduce the overtone series in an ordered fashion from higher to lower order toward the fundamental frequency. It identifies and preserves those spectral components with the highest signal power, thus, spectral regions with lower power are attenuated.

Nagathil et al. (2016) and Nagathil et al. (2017) reported preference scores of up to 73.7% (CI listeners) and 75.6% (NH listeners with spectral smearing) for the spectrally reduced stimuli compared to the unprocessed signals in listening experiments using the same spectral complexity reduction scheme. Those results, however, cannot be directly compared to the outcome of the study at hand as these studies used a different experimental design and examined a more heterogeneous group of participants. Nevertheless, those earlier findings were generally confirmed. Moreover, in most of the cases the participants in this study preferred an even stronger reduction of spectral complexity.

In contrast to the earlier studies where the stimuli were presented under free field conditions, bimodal listening (CI on one side and HA on the other) was excluded in this study. This might have led to a preference for higher spectral complexity reduction levels as listeners who rely solely on electrical hearing are supposed to experience a higher impact of spectral spread than those with additional acoustic hearing. This is in line with studies by Gfeller et al. (2006) showing that bimodal listeners rate music more pleasant than listeners relying only on electric stimulation.

The preference ratings depicted in the histogram plot in Figure 6 tend to rise with decreasing number of retained components. However, complexity reduction level 9 with 4 retained PCA components has been preferred surprisingly more rarely than the adjacent levels with 5 and 3 components. This can be partly explained by subject P09 who exhibited a monotonic preference for complexity reduction level 10 with 3 retained PCA components and thus disproportionately contributed to the overall number of preference ratings for this complexity level. However, even if we would leave out all judgments by this subject the remaining 54 observations for complexity reduction level 10 would still be approximately equal to those for level 8 (5 components) and thus show a noticeable drop at level 9. The perceptual differences between particular spectral complexity reduction levels increase with decreasing number of retained PCA components, at least for normal-hearing listeners. The participants also confirmed this impression informally during the experiments. Therefore, we assume that the participants regularly were not able to notice a sufficient difference between the signals with levels 8 and 9 or 9 and 10. We rather suppose that the participants in doubt chose the maximum complexity reduction and therefore introduced a certain amount of bias at this upper limit of the complexity reduction scale.

Listening experiments with CI listeners concerning music perception usually exhibit higher amounts of variation. This affects both tests with regard to music perception in general or comparison tests with modified music signals (compare e.g., Gfeller et al., 2000, Gfeller et al., 2002, Gfeller et al., 2003 and Wright and Uchanski, 2012 or Roy et al., 2012, Kohlberg et al., 2015 and Pons et al., 2016). Furthermore, the pieces in the particular database differ in their musical characterics and feature different instruments, tempi and rhythms. Therefore, a certain amount of interindividual and intraindividual variation in the preference ratings as well as between the pieces is generally plausible and to be expected.

As stated before, subject P09 preferred the maximum spectral complexity reduction in all sessions and for all pieces. This might be caused by the fact that this participant is the only one suffering from a hearing loss since adolescence (see Table 1) and had significantly lower speech intelligibility scores than the other participants of only 40% (vs. mean of 61%) at 65 dB and of 50% (vs. mean 80%) at 80 dB, respectively. Her score in the HISQUI questionnaire, however, corresponds to a “good sound quality” rating.

The piecewise representation of the preferred spectral complexity reduction levels in Figure 8 shows considerable deviations for two pieces. For piece #8 the participants preferred a higher number of retained PCA components (median 7.5 compared to 5 overall), for piece #13 a smaller number of components (median 3.5) and thus a higher level of spectral complexity reduction was preferred. A possible explanation for piece #8 might be the fact that the accompaniment in this excerpt is played in the same rhythm as the melody and hence both coincide in the most prominent PCA components. For normal-hearing listeners the difference between the respective spectrally reduced versions of this particular piece is therefore rather small for most of the spectral complexity reduction levels. For piece #13, however, a comparable explanation cannot be found.

In Figures 9, 10 the accumulation of data points close to the main diagonal shows that the majority of participants come to a similar judgment when listening to the same musical piece twice. For subjects P03, P07 and P08 the data points are clearly clustered close to the main diagonal, as well as for P01 and P06 which, however, each exhibit two outliers (out of 12 repeatedly presented pieces in total). For some participants (P02, P05) and some pieces (#2, #5) slight variations between the first and the second presentation of the signals in different sessions can be observed in the figures. Nevertheless, as mentioned earlier in section 3.2, a Wilcoxon signed rank test (α = 0.05) did not reject the null hypothesis that the samples from the first and the second presentation were drawn from populations having the same distribution.

Considering the intraindividual variation in preference ratings over time in Figure 11, four out of ten participants (P03, P07, P08, P09) did not show large changes in between the eight sessions analyzed with regard to the preferred spectral complexity reduction level, whereas in six subjects larger variations could be detected. As mentioned above, our music perception experiments showed no evidence for a general habituation or adaption effect with regard to the spectral complexity reduction level. Therefore, our research hypothesis that repeated engagement with music signals of reduced spectral complexity facilitates the access to signals with higher complexity needs to be rejected at the moment. Nevertheless, statistically significant tendencies for a gradual change of the preferred spectral complexity reduction level could be found in the regression analysis for the subjects P05 (p ≤ 0.01), P08 (p ≤ 0.01), and P10 (p = 0.01). While in general most of the subjects showed a slight tendency toward a stronger complexity reduction in the follow-up, only two participants (P03, P05) showed a tendency toward a weaker spectral complexity reduction at the end of the study period. Hence, these tendencies could still be an indication for a habituation effect with regard to spectral complexity reduction, at least in these subjects. In earlier studies where different music preprocessing schemes for cochlear implant users were evaluated, intraindividual results vary rather strong (Pons et al., 2016; Gajęcki and Nogueira, 2018). Also, in these studies the long-term development of preference ratings for different parameter setting was not investigated. Furthermore, music enjoyment and thus music perception tests, especially with CI listeners, typically exhibit a higher variability in the subjects' assessments, as there is a wide range of additional factors which might have an influence on musical enjoyment: The enjoyment of music depends—beside the structural features of the music—also on the emotional and mental state and the expectations of the listeners. Even the time of the day can have an additional impact. This might also partly explain the high variability in music perception studies with CI listeners.

As Fuller et al. (2018) stated, there is only little knowledge about the effects of long-term music training on auditory, music, and speech perception. This also holds in regard to the required observation period for training, adaption or habituation effects. Several studies point out that even a short music training might enhance perceptual accuracy on some aspects of music, such as pitch discrimination (Vandali et al., 2015), melodic contour recognition or timbre (Driscoll, 2012; Galvin et al., 2012) and melody recognition appraisal or general enjoyment. However, the degree of benefit differs considerably among the CI users (Driscoll et al., 2009; Galvin et al., 2012; Looi et al., 2012; Gfeller et al., 2015). The underlying reason might be the kind of training used but also physiological factors, such as the survival of auditory neurons. According to prevalent theories about the optimal complexity level between stimulation and overtaxing. Gfeller et al. (2003) stated that CI listeners prefer a lower level than normal-hearing subjects. This finding could be confirmed by Nagathil et al. (2018). Hence, possible adaption or habituation processes as indicated in some of the participants in this study would need to be further investigated over a longer observation period than 4 weeks. While Fuller et al. (2018) chose a 6-weeks observation period, Vandali et al. (2015) observed effects of musical training after cochlear implantation for 4 months and Petersen et al. (2012) even for 6 months.



4.2. Influencing Factors With Potential Impact on the Outcomes

A Mann–Whitney U test showed no significant factor effects for any of the musical factors “mean interval size” (MIS, p = 0.90), “mean fundamental frequency” (MFF, p = 0.97) and “mean tone duration” (MTD, p = 0.81) as inferred from the Plackett-Burman experimental design. This outcome is in agreement with earlier evaluations of spectral complexity reduction methods by Nagathil et al. (2016) and Nagathil et al. (2017) where statistically significant factor effects could only be found for the additional methods (PLS, ASNA) investigated alongside the PCA-based method. These musical factors therefore still show no influence although the range of the spectral complexity reduction parameter was considerably extended in the current study.


4.2.1. Questionnaire Results

The comparatively poor results from the Mini-PROMS test (see section 3.1.3) indicate that pitch-related tasks like melody recognition are quite difficult for the majority of the CI recipients included in this study. A correlation analysis, though, indicated no significant relation between the median preference ratings on the one hand and the subject-related data and questionnaire results like the perceived sound quality (HISQUI, p = 0.61), the music sophistication (Gold-MSI, p = 0.13), the musical abilities (Mini-PROMS, p = 0.17), and the listening habits (Munich Music Questionnaire, p ≥ 0.10) on the other hand. Therefore, the hypothesis that participants with high scores in the questionnaires might prefer a higher spectral complexity and thus a higher number of retained PCA components cannot be confirmed. A comparison of the results from the questionnaires and the listening experiments for participant P08 illustrates this: This subject obtained the maximum scores in all questionnaires (see Figure 4). It could be expected that such results would predict a preference for weaker spectral complexity reduction. However, in contrast this participant mostly preferred a rather small number of PCA components (median of 5 components) and only a small variation with an IQR covering the range between 5 and 3 components (see Figure 7). In the earlier study by Nagathil et al. (2017) a similar effect could be observed in one participant who reported to perform a regular music training and exhibited a considerably stronger preference for higher spectral complexity reduction (8 instead of 13 retained PCA components). Therefore, we advance the hypotheses that CI listeners with a higher degree of musical training or listening experience might prefer a higher degree of spectral complexity reduction because the spectrally reduced auditory input enables them to benefit even more from their abilities and training achievements than the unprocessed sounds. This hypothesis would be a promising subject for future research.



4.2.2. CI Parameters

Although this was none of the primary research questions in this study, we also analyzed a possible relation between the preferred spectral complexity reduction levels and some individual CI parameters like the filterbank configuration and the estimated tonotopic position of the three most apical electrodes (see Table 2). A significant correlation between the individual filterbank configuration and the preferred spectral complexity reduction level could not be observed (p ≥ 0.43).

According to recent studies e.g., by Hochmair et al. (2015), a combination of fine structure preserving stimulation strategies and a deep insertion of the electrode array toward the apical region results in improved music enjoyment. Hence we additionally took the insertion depth of the implants into the cochlea into account. For five of the participants in this study (P01, P03, P06, P09, P10) multiplanar reconstructed CT scan images were available. For these subjects the cochlear duct length was estimated based on the measurement of two diameters of the basal turn of the cochlea (Koch et al., 2017, Alexiades et al., 2015) using the OTOPLAN3 otological surgery planning software (CASCINATION AG, Bern, Switzerland). Based on this length in turn the tonotopically corresponding frequencies at the positions of the first three electrodes were approximated (see Table 2). For the remaining five subjects (P02, P04, P05, P07, P08) the quality of the CT images was not sufficient or the data were not available. In subjects P06 and P10 the cochlea is not completely covered by the electrode, so that frequencies below fmin≈400 Hz cannot be stimulated adequately. In subjects P01 and P09 and even more in subject P03 the implanted electrode is covering almost the whole length of the cochlea and thus also the apical part which is responsible for the low frequencies. For subject P03 where the implanted electrode covers the cochlear duct almost completely we observe a comparatively small variation between the preferred spectral complexity reduction levels, whereas subjects P06 and P10 exhibit a wider variation comprising all available complexity reduction levels. However, no significant correlations between the estimated tonotopic frequencies at the electrode positions and the spectral complexity preference ratings were observed (p ≥ 0.74).

The only two subjects using the HiRes stimulation strategy (P04 and P05) both preferred a larger number of retained PCA components and thus less spectral complexity reduction (median of 7 and 10 retained components compared to a median of 5 components in the overall data). Furthermore, subject P07 who also has a filterbank configuration tuned to higher center frequencies (see Table 2) preferred a smaller number of retained PCA components (median of 5) that coincides with the overall data. However, the number of subjects examined in this study is too small to draw reliable conclusions on the relationship between the individual filterbank configurations, the cochlear coverage by the implant or the use of a fine structure coding strategy on the one hand and the preferred spectral complexity reduction levels on the other hand. Therefore, these relations should also be investigated in future studies.




4.3. Conclusions

Many of the limitations for music perception in CI users are due to the coarse electric-neural interface of current CIs. As major changes in electrode design are not to be expected in the short run, we consider signal preprocessing techniques, besides additional rehabilitation and training efforts, to be the major means in facilitating music appraisal in CI users. The found preference for signals with a reduced number of retained PCA components is in line with the evaluation of other preprocessing methods where the spectral complexity was reduced by reducing the number of overtones manually (Nemer et al., 2017) or by remixing music signals to enhance the leading voices, vocals and rhythmic components (Kohlberg et al., 2015, Pons et al., 2016, Buyens et al., 2017, Gajęcki and Nogueira, 2018). The evaluated method in the study at hand directly tackles the harmonic and pitch-related features of musical signals to reduce the impact of spectral spread in CI listeners. In future work the spectral complexity reduction will be complemented by techniques modifying the rhythmic and percussive portions of music signals in order to obtain a comprehensive preprocessing strategy.
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1https://www.medel.com/support/sonnet/connectivity/sonnet_direct_audio_input
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Background: Cochlear implants (CIs), which have been designed primarily to support spoken communication of persons with severe to profound hearing loss, are highly effective in supporting speech perception in quiet listening conditions. CI users as a group achieve significantly poorer perception and appraisal of music, and speech perception is compromised when background music is present, though outcomes vary considerably across recipients. A number of factors have been identified that contribute to variable music listening experiences, but many questions remain, particularly regarding experiences in everyday life from the perspective of CI users.

Purpose: The purpose of this study was twofold: The first aim was to explore the perspectives of adult CI recipients regarding two experiences with music in everyday life: purposeful music listening and background music that competes with spoken conversation. The second aim was to develop a framework of everyday music experiences based upon CI perspectives that could inform future rehabilitative practices and research initiatives.

Methods: Qualitative and patient-engaged research methodologies were used to emphasize the perspectives of the CI users. Participants included 40 experienced adult CI users ranging in age from 19 to 81 enrolled in 13 CI centers. Participants completed on-line semi-structured open-ended questionnaires regarding purposeful music listening and background music in conjunction with spoken communication. Responses were analyzed using an iterative inductive coding process consistent with grounded theory methodology. The interrelated themes that emerged from the data were then organized into a model synthesizing components from models on music response and self-management for persons with chronic health conditions.

Outcomes: Data analyses informed the development of a Dynamic Problem Solving Model for Management of Music Listening Environments adapted from Hill-Briggs (2003) Problem Solving Model of Chronic Illness Self-Management. Key findings were: (1) Music listening is a dynamic, multifaceted experience; satisfactory listening depended upon optimal combinations of factors; (2) Music listening is effortful, but the extent of satisfaction is influenced by expectations and self-management of the situation; (3) CI users have limited access to resources for optimizing music experiences. Many CI users would consider rehabilitation, but level of commitment and priorities differ across CI users.

Keywords: cochlear implant, adults, music, problem solving, patient-centered research


INTRODUCTION

Cochlear implants (CIs) are designed primarily to support spoken communication and awareness of environmental sounds. Several decades of research and development to upgrade implant technology have resulted in enhanced speech perception, especially in quiet listening conditions, but many CI users still achieve poor outcomes for speech recognition in noise and for perception of music (Eskridge et al., 2012; Gfeller et al., 2012; Looi et al., 2012; Philips et al., 2012; Limb and Roy, 2014; Drennan et al., 2015; Dritsakis et al., 2017).

Most information regarding music perception and enjoyment by CI recipients has been generated through laboratory studies testing basic perceptual attributes (pitch, melody, timbre, rhythm) (e.g., Drennan et al., 2015 (for reviews, see Looi et al., 2012; Philips et al., 2012; Limb and Roy, 2014) or surveys using closed-ended (fixed response) questions deemed important by researchers (Gfeller et al., 2000; Mirza et al., 2003; Lassaletta et al., 2008; Migirov et al., 2009; Looi and She, 2010; Philips et al., 2012; Drennan et al., 2015). Nearly 30 decades of research indicates while some musical sounds are more accessible than others, CI users as a group have poor perception of pitch and timbre, and time spent listening to music typically declines following implantation (Gfeller and Lansing, 1991, 1992; Pijl, 1995; Fujita and Ito, 1999; Looi et al., 2012; Limb and Roy, 2014; Drennan et al., 2015). Interestingly, perceptual accuracy is not a strong predictor of music appreciation and CI users are variable in music perception and enjoyment (Gfeller et al., 2008; Philips et al., 2012; Wright and Uchanski, 2012; Drennan et al., 2015).

Factors contributing to variability include age, cognitive processing, residual hearing, hearing aid use, and music training (Gfeller et al., 2008, 2010, 2012). The impact of these factors varies as a function of the musical stimuli and response task (e.g., Gfeller et al., 2008, 2010; Fuller et al., 2018).

While accuracy does not typically improve from mere exposure over time (Gfeller et al., 2010), some aspects of perception and appraisal improve in response to focused listening practice or formal training, though outcomes are variable (for review, see Looi et al., 2012; Fuller et al., 2018). Despite potential benefits, music training is not commonly offered in typical clinical practice (Looi and She, 2010; Philips et al., 2012; Dritsakis et al., 2017).

Most studies of music and CIs have focused on purposeful listening. In everyday life, music also functions as background music for ambience or to enhance mood. Several studies indicate that background music has a negative impact on speech perception, but the impact varies depending upon the specific music (Eskridge et al., 2012; Gfeller et al., 2012; Başkent et al., 2014). Music and speech also interact through song lyrics (Collister and Huron, 2008). Hearing device users have particular difficulty understanding song lyrics if the SNR between sung lyrics and background accompaniment is too low (Gfeller et al., 2009; Wilhelm, 2016).

These studies have provided important information regarding basic aspects of music perception of CI users, with particular emphasis on device efficacy and assessment of “endpoint” outcomes in with controlled samples, stimuli, and environments (Pisoni et al., 2017). However, many questions remain concerning CI user variability in music experiences. Furthermore, laboratory testing cannot fully elucidate the challenges that CI recipients face when listening to music in everyday life (Philips et al., 2012; Pisoni et al., 2017).

Understanding the experiences that cochlear implant users face in everyday listening experiences with music is challenging in part because of the inherently complex and dynamic nature of music listening. Consider the following:


(1)Music in real life comprises rapidly changing and seemingly infinite combinations of collative properties of frequency, duration, timbre, and amplitude, resulting in ongoing changes in complexity and organized within different stylistic grammars. The listener’s perceptual organization, enjoyment, and symbolic meaning are affected by the extent of their familiarity with particular songs or genre, which is influenced by enculturation and training (Hargreaves and North, 2010). Furthermore, in everyday life, the functions of music vary (e.g., entertainment, part of cultural rituals, for relaxation etc.), as well as response tasks (casual listening, focused attention, etc.) (Sloboda, 2010; Hargreaves and North, 2010). In public settings, listeners often have limited control over which music is played and under what conditions (Sloboda, 2010; Hargreaves and North, 2010). Consequently, CI users are likely to be exposed to music with complex collative properties, including selections or styles that are unfamiliar.

(2)In real life, listening environments for music vary enormously (e.g., outdoor performances, concert halls, bars, personal listening devices, etc.), and the conditions change over time. For example, the number and configuration of other people in the environment, the sound waves within an acoustical space, and competing noise such as traffic or air handling systems will fluctuate over time.

(3)Music is commonly paired with speech through song lyrics or as background to spoken conversations in social settings (Gfeller et al., 2009, 2012); on-going changes occur in the focus and function of the music (Sloboda, 2010). In some instances, the listener attempts to understand sung lyrics against a background accompaniment (Gfeller et al., 2009; Wilhelm, 2016). Sometimes music is ambient background sound; the listener’s primary task is to extract the conversation (Gfeller et al., 2012). Music and conversation may co-occur in a task requiring split attention. For example, at a bar with live music, the listener’s attention shifts back and forth between listening to a jazz combo and the voices of their conversation partners.

(4)Listeners differ from one another and over time, not only as a function of auditory profile, but in psychosocial characteristics that impact listening (Hughes et al., 2018). People with hearing loss differ in self-efficacy and cognitive resources available for managing a complex listening environment or auditory signal (Smith and West, 2006; Gregory, 2011; Smith, 2014; Pisoni et al., 2017). Personal capacity for processing sounds will also change as a function of fatigue, age, or familiarity with the stimuli (Gfeller et al., 2008; Hargreaves and North, 2010; Başkent et al., 2014; Pisoni et al., 2017).



In summary, music experiences in everyday life are multifaceted and dynamic and thus challenging to represent in highly controlled experiments. To date, few studies with CI users have examined real-life situations involving music or addressed CI users’ perspectives and priorities for managing or improving music experiences (Looi and She, 2010; Plant et al., 2015).

While no singular research approach can fully address the complexities associated with real-life music experiences of CI recipients, some research methods are associated with greater emphasis on experiences as perceived by the target population. Two such approaches are patient-centered and qualitative research methodologies. Patient-centered research methodology seeks meaningful input from patients and other stakeholders (e.g., family members, advocates) throughout the research process (Clancy and Collins, 2010; Hickam et al., 2013; Brodt et al., 2015; Forsythe et al., 2017). Stakeholder input has been attributed with greater likelihood that the research questions and interpretation will reflect the perspectives and priorities of the target population, and that the methods will facilitate strong rates of enrollment, retention, and protocol compliance (Domecq et al., 2014; Frank et al., 2014; Sheridan et al., 2017).

The use of qualitative research in health care has risen markedly over the past 25 years (Bradley et al., 2007; Mather et al., 2018). Qualitative research can help reveal patients’ own experiences of illness and health care, as opposed to categories pre-determined by researchers, and can highlight previously unidentified issues worthy of future hypothesis testing. Qualitative research is particularly suitable for questions related to natural settings, such as coping with health problems in everyday life, thus complementing research questions better suited toward controlled experiments (Bradley et al., 2007; Creswell, 2014; Mather et al., 2018).

While there is no singularly appropriate way to conduct qualitative research, it has several hallmark characteristics. Questions are examined primarily through words rather than numbers. The data are reported in narratives, with liberal reporting of the participants’ own words; the researcher attempts to remain open to the participants’ perspectives (Savenye and Robinson, 1996; Bradley et al., 2007; Creswell, 2014). Qualitative research questions tend to be broad and exploratory in nature in order to encourage participants to share their experiences within the context of their daily lives and communities (Creswell, 2014). Rather than starting with a theory and an a priori hypothesis, qualitative researchers generate or inductively develop theory or pattern of meaning from the views of the participants.

The general process for analysis involves coding the data into categories and themes, and interpreting themes for relationships and core concepts. These are examined in relation to existing theories and literature. The researcher’s own experiences and background will shape their interpretation of finding, consequently, the authors reveal in the document prior experiences that may influence their interpretations; the use of first-person voice in describing the research process is common (Strauss and Corbin, 1994; Savenye and Robinson, 1996; Bradley et al., 2007; Creswell, 2014).

In-person or phone interviews, focus groups, and semi-structured questionnaires are often utilized in qualitative research to obtain rich narratives from participants (Savenye and Robinson, 1996; Creswell, 2014; Mather et al., 2018). However, in-person interviews or focus groups can raise challenges in gathering information from a geographically diverse sample. In addition, interviews can be challenging when conducting research with people with significant hearing loss. The propensity for misunderstandings due to competing noise, accents, or speech impediments, among other issues, can undermine clear communication and interact with the accuracy of their responses (Tates et al., 2009). Online questionnaires comprising open-ended items are reasonable alternatives for gathering interview data, particularly when seeking input from a geographically diverse population (Creswell, 2014).

Several recent studies have used qualitative methods to better understand the real-life experiences of cochlear implant users. Hughes et al. (2018) utilized a grounded theory analysis to explore listening effort in everyday spoken communication before and after implantation (Hearing aid use vs. CI use). Participants included 15 adult HA/CI users and two caregivers (ages 42–84). The participants responded to open-ended questions regarding listening effort. The conversations were transcribed, and units of meaning were coded and analyzed for themes. The analyses described the mental energy required to attend to and process spoken communication, and adaptation and compensatory strategies required to maintain control over their listening environment.

The analyses revealed that the CI improved the auditory signal enough to enable more successful communication. Using a CI moderated, but did not remove the requirements for listening effort. Listening effort, fatigue, and stress were problems with both HA and CI use, particularly in multi-speaker conversations. The degree of effort varied depending upon the level of background noise, information complexity, and speaker characteristics. CI users were more likely to “accept” the fatigue and effort required if the listening task helped them to maintain social connectedness. The authors reported that qualitative methods provided a more holistic and nuanced conceptualization of effortful listening in everyday life, and highlighted the importance of social connectedness as a motivation for sustained effort.

In some instances, qualitative research is used to better understand outcomes from prior experimental studies or standardized tests. Harris et al. (2016) used qualitative methods to better understand the highly variable patterns of rehabilitation strategies initiated by adult CI users in real life. A diverse group of 23 adult CI users completed open-ended questionnaire items and interviews; the data were analyzed using thematic content analysis. The analyses revealed that personal motivation and social support were critical to self-initiated rehabilitation, and emphasized the importance of the CI users’ attitudes and behaviors in optimizing CI benefit beyond basic device maintenance and mapping. Very few audiologists had offered information about or resources for rehabilitation.

Though not related specifically to music enjoyment, these studies (Harris et al., 2016; Hughes et al., 2018) present examples of qualitative research that focus on everyday listening experiences of CI recipients, emphasizing psychosocial factors and enhanced outcomes in real life. They also illustrate various methodological approaches suitable for examining everyday experiences and perspectives of CI recipients.

Focusing more specifically on the music experiences of CI users, Bartel et al. (2011) conducted qualitative case studies of 5 cochlear implant recipients from in their clinic who self-reported music as a major issue following cochlear implantation. Data were gathered through individual semi-structured interviews comprising questions about musical background, experiences with music prior to hearing loss (e.g., social life, profession etc.), and post-implant music appreciation. Grounded theory was used for data analyses. All participants considered music an important part of their lives prior to deafness; all experienced sub-optimal music appreciation after implantation—especially decreased sound quality and enjoyment. The five participants reported a wide range of satisfaction with music post-implantation and emphasized the need for careful listening. Participants expressed hope that rehabilitation might improve music experiences, but the study did not include questions about improving music listening.

Dritsakis et al.’s (2017) qualitative study also focused on music listening and CI users, but concentrated on the relationship between music and quality of life. The researchers enrolled 30 adult CI users between ages 18 and 81 representing a wide range of patient characteristics and musical background. As part of six focus group discussions, participants were asked broad, open-ended questions about music and quality of life. The transcribed conversations were analyzed using a deductive approach called template analysis. Pre-determined coding categories of physical, psychological, and social well-being based upon the Quality of Life Model of the World Healthcare Organization were used in the analyses.

Participants reported that music contributed to quality of life by influencing positive emotions, relaxation, reminiscence, and reduced isolation similar to experiences reported in research about persons with normal hearing. However, the participants also described unpleasant feelings and limited participation in music-related and routine activities because of difficulties with music perception and enjoyment. Background music with conversation required additional concentration and effort, and hindered social opportunities. The authors concluded that quality of life could be enhanced by improved music experiences, and recommended greater access to music rehabilitation. While this study emphasized positive and negative aspects of music listening and quality of life, strategies for, or barriers to optimizing music experiences were beyond the scope of the paper.

In summary, nearly 30 years of research indicates that adult CI users as a group have impaired perception and appraisal of music, though CI users are highly variable on many measures. Most research outcomes to date reflect endpoint outcomes in relation to device or user characteristics as examined in highly controlled studies.

These studies are essential to our understanding of CI benefit and the development of future technology. However, many questions remain regarding the real life music experiences of CI recipients, and those factors that contribute to positive vs. negative experiences with music. Few studies have focused on the psychosocial factors that influence music listening. Are there individual listener attitudes or behaviors that improve or undermine music listening, or that buffer disappointing outcomes? Do CI users have concerns that have been inadvertently overlooked in prior research? This study was initiated with hopes that the experiences and perspectives of CI users would offer fresh perspectives on those factors that support or undermine music experiences in everyday life.

The purpose of this study was twofold: The first aim was to explore the perspectives of adult CI recipients on two experiences with music in everyday life: purposeful music listening and background music that competes with spoken conversation in social settings. The second aim was to develop a conceptual framework based upon the perspectives of CI users that could inform rehabilitation practices and future research initiatives.



MATERIALS AND METHODS


Approach

Because the purpose of this study was to better understand the perspective of adult cochlear implant users in everyday life, we chose two methodological approaches that would emphasize the viewpoints of the CI users themselves in naturalistic settings: patient-centered and qualitative research methods. Patient-centered research methodology seeks meaningful input from patients and other stakeholders in all phases of research (Hickam et al., 2013), which can result in findings that more fully reflect the perspectives and priorities of the target population (Domecq et al., 2014; Sheridan et al., 2017).

Stakeholder input was gathered in the initial development of our study, including one of the co-authors (A. Schwalje) who has a hearing loss, several CI users and family members affiliated with our center, and representatives of advocacy groups (State of Iowa Department of Disabilities, Association of Adult Musicians with Hearing Loss, University of Iowa Office for Student with Disabilities). Their input informed the development of research questions, questionnaire items, protocol, and data analyses.

Consistent with qualitative methodology, the research questions were broad, oriented toward the participants’ perspectives, and focused on naturalistic phenomena. Data were gathered through open-ended questionnaires, and data analysis comprised an iterative inductive process through which the data from the questionnaires revealed themes and core concepts.

In keeping with qualitative research methodology, we provide the context regarding the experiences of the authors that could influence their perspectives. The authors all had postgraduate training and professional experience as musicians. All three authors had professional experience testing or treating CI patients, and had engaged in on-going conversations with CI users regarding music and their CIs. The third author, who was a professional musician prior to becoming a physician, has a moderate progressive hearing loss and uses hearing aids.

Additional qualitative approaches associated with various portions of the inquiry will be described throughout the paper.



Participants

Qualitative research utilizes purposive sampling in which participants are selected who represents particular phenomena relevant to the research questions (Savenye and Robinson, 1996; Creswell, 2014). Cochlear implant users comprise a diverse group with regard to auditory profile, life experiences, and musical experiences. Therefore, enrollment criteria were broad: CI users 19 years or older who have had at least 12 months CI use and who spoke English as a first language. While brand or model of device was initially taken into consideration, aside from the preservation of residual hearing, group data have not revealed particular devices or strategies as clearly superior for music perception (Gfeller et al., 2008; Looi et al., 2012). Thus, device type was not specified in enrollment criteria.

The University of Iowa Human Subjects Review Board approved enrollment procedures. Participants were identified through the Iowa Cochlear Implant Clinical Research Center’s CI Registry and through announcements posted on websites for CI recipients. Invitations including informed consent procedures were sent out to those who met criteria.

To ensure a diverse sample with regard to music perception and involvement, we examined the Iowa CI Registry database to ascertain distributions of pitch ranking tests (Pitch Discrimination Test, Gfeller et al., 2002) and a questionnaire of music background and involvement (Iowa Music Questionnaire, Gfeller et al., 2000). This perusal revealed a wide distribution of results on both measures, thus increasing the likelihood of enrolling a diverse sample with regard to music perception and enjoyment.

Invitations to CI users outside the center were posted on listservs and web postings including the following: Hearing Loss Association of the Americas (HLAA), the Association of Adult Musicians with Hearing Loss (AAMHL), or through word of mouth (e.g., informed by their audiologist). Those individuals interested contacted the center to participate. Each participant provided their consent in response to a letter of consent, and was then sent a link to the questionnaire.

Forty adults consented to participate, including 28 patients from the Iowa Cochlear Implant Research Center and 12 from other CI centers. This sample size was greater than enrollments recommended in textbooks about grounded theory analysis (20–30 being considered adequate, Creswell, 2014). The age range was 19–81 years at time of testing. Participants used the following devices: traditional long electrode devices (LE) (n = 22), hybrid (A + E) (n = 12), and single sided deafness (SSD, deaf ear stimulated by CI, normal hearing on the contralateral side) (n = 6). This provided a continuum of participants with regard to residual hearing, an important factor in music perception. The sample also included individuals with different onset of hearing loss and age at implantation. Twenty-eight had lost hearing well into adulthood; 12 had pre- or perilingual deafness and had reached adulthood by the time of this study. The average length of CI use was 12.25 years, ranging from 2.44 to 28.07 years.

While qualitative research does not conduct hypothesis testing of independent variables, themes that emerge from the data can reveal trends of subgroups within the population. Therefore, we examined different coding patterns from the subgroups (pre- vs. postlingual deafness, LE, hybrid, SSD) in later iterations the analyses.



The Semi-Structured Questionnaire

Cochlear implant recipients’ perspectives were gathered through an on-line questionnaire. Open-ended questions were used to encourage participants to share rich and detailed thoughts, attitudes, and experiences, as opposed to responding to closed-ended (limited set) researcher-derived categories of response. A semi-structured approach, common in qualitative studies in health care, was used to encourage thorough responses closely related to the main research question (Creswell, 2014; Mather et al., 2018).

Initial questions for the online questionnaire were created by the authors. CI recipients, audiologists, and persons from advocacy groups examined drafts of the interview questions; their feedback was used to identify omissions and for input on recruitment, enrollment, and protocol implementation.

The questionnaire items reflected the primary research aims of the study, and included the following subtopics: (1) music enjoyment/experiences before hearing loss and after implantation; (2) speech and background music; (3) technology and music or music and speech; (4) music through CIs; (5) listening environments; (6) accommodations and strategies; (7) rehabilitation tools; (8) informational resources and counseling; and (9) aspirations for improved CI benefit with music. Closed-ended items were included to gather demographic information on the hearing profile, musical background, age, length of use, and type of implants used. The instructions and open-ended questions presented appear in Supplementary Appendix A.



Protocol

An online questionnaire was chosen for several reasons: (1) It facilitated enrollment of individuals from multiple centers, thus representing a variety of clinical experiences; (2) Individual responded without influence of the opinions of others (which arguably can be advantageous, such as focus groups); (3) An on-line response mode reduced the possible impact of auditory deficits that might interfere with in-person group conversations; (4) Online response were downloaded directly into a database, thus avoiding possible errors in transcription or note taking. Prior research also indicates that outcomes from on-line inquiries are similar to or even superior to outcomes from in-person focus groups (Tates et al., 2009).

After informed consent was obtained, participants were contacted by e-mail with a password-protected link to a website using a QualtricsXM questionnaire platform. Participants were given 4 weeks to complete the on-line questionnaire. Each participant was paid $20 per hour for up to 2 h of time spent in completing their responses.

Each individual’s responses were automatically downloaded from the QualtricsXM platform into a protected database and stored using an alphanumeric ID. Each respondent’s information formed a unit of analysis. Questionnaire responses were copied to word documents and assigned a respondent code to prevent any bias toward familiarity with respondents or their device configuration.



Analysis of Interview Data

The method for analysis was grounded theory (GT). The underlying premise of GT is that any potential theory is grounded in the coded data as opposed being based on a priori hypotheses. Consistent with GT, the analysis consisted of an iterative and reflexive process described below (see Figure 1).
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FIGURE 1. Flowchart of steps in the qualitative analysis.


The interview data were first read carefully multiple times by the authors to get a general sense of the data. In qualitative research, the text is dense and rich, and not all information can be included. Thus, researchers aggregate data into a small number of themes (Savenye and Robinson, 1996; Creswell, 2014). Proceeding line-by-line, the first two authors used open coding to break the data into meaningful units at the word, phrase, or sentence level. Each participant’s responses were analyzed independent of the individual questions because responses may apply to multiple questions.

Each unit of meaning was assigned a conceptual label or code to define meaning, actions, and to facilitate exploration of relationships between codes. Codes may include expected concepts from past literature as well as codes not anticipated (Savenye and Robinson, 1996; Bradley et al., 2007; Creswell, 2014). Responses that fit under multiple codes were included under each relevant code.

The first two authors completed a second round of coding (focused coding) to group similar concepts; those codes were once again grouped into more abstract, high level categories which are referred to as themes (Bradley et al., 2007). For example, codes of pitch, complexity, and timbre were grouped under a higher-level category of “structural components of music.” Codes such as “structural components of music” and “environment” could be grouped under themes such as “pleasant” or “unpleasant.” In some instances, a code fit under more than one theme. For example, the code, “loudness” was not only a structural feature of music but also related to codes of unpleasant experiences. During the first two rounds of coding, the readers were blinded to participant identity or device subgroup.

Although qualitative methods focus primarily on the words, magnitude coding can help determine the most prominent and important themes (Saldaña, 2013). Frequency (i.e., number of occurrences) and extensiveness (number of respondents) of responses were calculated (Attride-Stirling, 2001; Miles et al., 2014) (see Supplementary Appendix B). Following the first two rounds of coding, the first two authors examined the data in relation to device subgroups (LE, Hybrid, SSD) for possible trends related to hearing configuration. The most prominent themes and the relationships among themes were conceptualized through core categories or central concepts, which represented the main themes (Creswell, 2014; Hughes et al., 2018).

Consistent with GT methodology, further literature review followed data analysis to support and further develop the theoretical categories originating from the data (Savenye and Robinson, 1996; Creswell, 2014; Hughes et al., 2018). This included models or theories from music psychology, audiology, and health psychology (e.g., self-management of chronic illness).

Verification of coding was established through ongoing discussion between the first two authors regarding the quality and consistency of coding. In addition, an outside reviewer (a research assistant from the lab not involved in this project) analyzed a 20% subset of responses to verify the coding used. Responses from the outside evaluator were highly consistent with the initial analysis; no categories or codes were recommended for addition or deletion and any differences in coding choices were resolved through discussion.

Validation of content was achieved through member checking (Creswell, 2014). This involved sharing a summary of themes from the analysis with the participants, to determine whether the themes reflected their comments. Thirty of the 40 participants responded to the invitation to participate in member checking, and confirmed the themes to be representative of their questionnaire responses.

Consistent with grounded theory methods, the results were reported in narrative description of the primary themes or concepts and dissenting opinions, with liberal use of direct quotes from the participants as exemplars (Creswell, 2014).



RESULTS


Codes and Themes

Across the 40 participants, the 27 open-ended questionnaire items yielded a total of 601 individual responses comprising 1655 lines of typed text, numbering 21,520 words. Supplementary Appendix B presents the coding definitions as well as the themes, codes, and sub-codes that resulted from three rounds of inductive coding. This appendix presents the number of and percent of participants represented in each code. While qualitative data relies primarily on narratives to report the results, magnitude coding can assist in identifying the most prominent themes or codes. By examining the prevalence of and relationships among codes and themes, we identified three core categories. Core categories are central concepts that appear frequently, represent main themes, and are related to one another (Creswell, 2014; Hughes et al., 2018). These core categories appear below.



Core Categories


Core Category 1: Music Listening Is a Dynamic, Multifaceted Experience, With Satisfactory Listening Conditional to Optimal Combinations of Factors

Music experiences in everyday life involved dynamic interaction of the CI recipient’s auditory profile, the auditory signal (music, music and speech), social context, and the environment. These components changed over time, and were often beyond the control of the listener.

Particular factors (e.g., music, environment, and social context) were not inherently positive or negative, but rather conditional to prevailing circumstances over time as they interacted with the listener’s auditory profile. Qualifiers such as “it depends upon,” “it varies,” “sometimes,” “it differs when/if” were commonly found in relation to both positive and negative experiences. For example, under the code of “environment,” one participant described a sub-code of “outdoor concerts” as pleasant and conducive to enjoyment. Contextual details revealed that this outdoor concert was held in an open, quiet park and the CI user was seated in optimal proximity to the performers. In contrast, another participant described an outdoor concert as a poor listening environment, noting that the concert venue was in close proximity to noisy traffic, and the social context of the concert was a noisy audience. Codes and themes from the data related to this core category appear in Figure 2.


[image: image]

FIGURE 2. Codes and themes associated with core category 1.




Core Category 2: Music Listening Was Effortful, but the Extent of Satisfaction Was Influenced by Expectations and Self-Management of the Situation

Most participants described music listening as effortful or requiring attention; fatigue, cognitive overload, and emotional frustrations were associated with negative experiences or avoidance behaviors. While many listening conditions were beyond the control of the CI user, participants varied in their response to and success in handling challenging conditions. Experiences in managing music listening comprised several themes, including strategies used to engineer the listening situation (e.g., music, environment, technology), barriers that impeded enjoyment (e.g., environment, lack of resources), and personal characteristics (e.g., attitudes, perseverance, avoidance) that influenced the listeners’ responses to evolving circumstances, and attitudes toward those experiences.



Core Category 3: CI Users Have Limited Access to Resources for Optimizing Music Experiences

Most participants had limited awareness of, or access to training programs, assistive listening devices, or other resources for enhancing music experiences. The overwhelming majority (90%) expressed a desire for more resources to improve music experiences. However, participants described excessive cost, lack of access, and time required for training as barriers to rehabilitation. Level of commitment (e.g., willingness to dedicate time and money) and priorities for training content varied across participants.

Together, these core categories indicated that satisfactory outcomes in everyday music experiences were not only a function of the musical sounds, the auditory profile of the listener, and the listening environment, but also attitudes and behaviors required for managing or coping with the degraded signal, especially in inhospitable listening environments. Unfortunately, resources to help CI users improve listening enjoyment were not readily available to many of these participants.

In order to address the second aim of this study, we developed a conceptual framework, based upon the CI users’ perspectives that could inform future research and rehabilitation.



Generating a Conceptual Framework for Rehabilitative and Research Options

Consistent with grounded theory, we conducted an additional literature review after the initial coding process to examine themes, categories and their interrelationships as they related to existing models and theories. A model from psychology of music, the Reciprocal Feedback Model of Musical Response (RFM-MR) (Hargreaves and North, 2010), conceptualized the reciprocal nature of music, the listening situation, and the listener, resulting in physical, cognitive, and emotional responses to music. The RFM-MR reflected many codes and themes associated with our first core category, but did not address the perceptual limitations imposed by hearing loss or the CI, which severely undermines perception and enjoyment of the collative characteristics of music. The RFM-MR also did not address strategies or resources required to manage difficult listening conditions.

Until medical and technological solutions can more nearly restore “normal” musical sounds, CI recipients seeking more satisfying music listening are left to manage their circumstances by establishing realistic expectations and rehabilitative and compensatory efforts. These can be facilitated by the internal (cognitive and emotional) state of the listener (Krueger and Casey, 2009). The Hill-Briggs Problem Solving Model of Chronic Illness Self-Management reflected many codes and themes associated with core categories 2 and 3 (see Figure 3).
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FIGURE 3. Hill-Briggs (2003) problem solving model of chronic illness self-management.


Hill-Briggs developed her model to guide disease self-management training and interventions for diabetics, drawing extensively from cognitive psychology, educational research/learning theory, and social problem solving. While diabetes is clearly different from hearing loss in etiology and treatment, both diabetes and hearing loss are chronic conditions that require symptom management in the absence of a cure. Psychological and behavioral factors play a critical role for both populations (Hill-Briggs, 2003; Harris et al., 2016; Young-Hyman et al., 2016; Hughes et al., 2018).

Diabetes can be managed to differing extents by diet, exercise and medication, but compliance with protocols and complete control can be challenging; even individuals who are highly compliant experience medical complications (e.g., loss of vision, nerve pain) and frustration (Hill-Briggs, 2003; Young-Hyman et al., 2016). Furthermore, dietary options associated with social environments and the desire to “fit in” can undermine compliance with nutritional guidelines and exercise. Personal factors such as fatigue or motivation also impact successful management.

Cochlear implants provide access to sound, but they do not cure hearing loss or replicate normal hearing. The CI user is responsible for device maintenance and use, compensating for poor auditory input, and negotiating the many noisy environments found in everyday life. CI users may face choices of “smiling and nodding” in noisy and tiring listening conditions, or avoiding those circumstances altogether; avoidance contributes to social isolation, which has implications for quality of life and emotional well-being (Philips et al., 2012; Hughes et al., 2018). Environments with music are particularly problematic because CI technology is not well suited to conveying key structural components of music (for review, see Limb and Roy, 2014). These challenges described for diabetics and CI users respectively, influence the extent to which the individuals, even with cutting edge medical interventions, will thrive and enjoy satisfactory social integration.


Model Development

While the RFM-MR (Hargreaves and North, 2010) focused on music, the listening situation, and the listener, the Hill-Briggs (2003) model focused on cognitive, affective, and behavioral responses to a chronic health condition within a social environment. Examining the emerging themes and core concepts from our data analysis in relation to these two models, we synthesized the relevant components of the two models to conceptualizes the CI users’ perception of music in everyday life in a model that we call A Dynamic Problem Solving Model for Management of Music Listening Environments (DPSM-MMLE) (see Figure 4).
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FIGURE 4. Dynamic problem solving model for management of music listening environments adapted from Hill-Briggs (2003).


The outer elliptical components of the model (auditory profile, environment, music and music and speech, and social context) reflect the reciprocal process as conceptualized in the RFM-MR (Hargreaves and North, 2010). The broad category of “Problem Parameters” from the Hill-Briggs model was changed to “Music and Music and Speech,” the focus of the research question. Given the diversity among CI users (e.g., age of onset, residual hearing) in relation to music listening, we included a component of “Auditory Profile.”

The listener’s responses to or handling of the music experiences appear within the ellipses: cognitive, affective and behavioral processes associated with self-efficacy, problem solving and self-management associated with the Hill-Briggs model (Hill-Briggs, 2003). In the adapted model, the category of “Disease Specific Knowledge” from Hill-Briggs’s model was modified to reflect knowledge of hearing loss and CI technology in relation to music (“Domain Specific Knowledge”). Finally, to emphasize the dynamic and reciprocal nature of music, listening environments, and listener attributes and actions (e.g., neuroplasticity, changing attitudes and behaviors) we added the component of “Changes Over Time.”

Consistent with qualitative methods, the following section presents narratives and exemplar quotes describing the core categories, themes and codes as conceptualized within the Dynamic Problem Solving Model (DPSM-MMLE) for Management of Music Listening Environments.



Core Categories and Themes Conceptualized Within the Dynamic Problem Solving Model for Management of Music Listening Environments


Core Category 1: Music listening is a dynamic, multifaceted experience, with satisfactory listening conditional to optimal combinations of factors

Four components of the DPSM-MMLE (outer ellipses) reflecting Core Category 1 were: (1) music and music in speech, (2) environment, (3) auditory profile, and (4) social context. As noted in the introduction, each of these components is dynamic—that is, characterized by change. Furthermore, music listening is multifaceted in that all of these components interact. Music heard in everyday life (as opposed to controlled stimuli in experiments) is inherently dynamic and multifaceted in that it can include from one to as many as hundreds of individual musicians (such as in a large symphony or choral performance) performing together on rapidly changing combinations of pitch, rhythm, timbre and dynamics; these structural elements will continue to change second by second in overall complexity and familiarity to the listener. These musical combinations interact more or less successfully with the processing characteristics of the hearing device(s), and are impacted by the changing room acoustics, concurrent social interactions, and the presenting cognitive processing capabilities of the listener.

As documented in prior studies, CI users typically have impaired perception of some musical features, particularly pitch, melody, and timbre, even when presented as highly controlled individual components. By in large, loud environments are uncomfortable or distorted. These participants responses, while consistent with those findings, offered a more nuanced picture specific to everyday experiences, namely that there is a continuum of positive to negative experience for each of these factors (environment, musical features, auditory profile, social context) contingent upon the specific combination of elements at any given point in time. These factors were to a considerable extent beyond the control of the CI user.

The conditional and multifaceted nature of music listening was illustrated in the following quotes:

“Experience with music and with the CI varies greatly with factors such as the quality of the speakers and whether I’m familiar with the music. If I’m listening to a song I’m familiar with on Bose speakers in a quiet small room, it is a great experience. If I’m listening to an unfamiliar song on a cell phone, it is an awful experience that requires a lot of effort” (Postlingual LE).

This participant described not only the impact of elements of the music impact but also the importance of manner of listening and the location. Another traditional implant recipient and a hybrid user elaborated on the impact the sound environment can play.

“I feel like the difficulty of speech and music increases a lot with increasing environmental factors, such as the size of the room/area, or the number of people speaking, or the number of instruments involved. It requires a great deal of effort to enjoy music or understand speech toward the high end of the spectrum of unfavorable environmental factors” (Postlingual LE).

“It depends on the situation. At the symphony, it is easy to enjoy. In a restaurant or department store, it is difficult to understand the spoken word when music is playing. At a social gathering, music makes it difficult to understand conversation. Music is easy to listen to by itself but mix in conversation and it is difficult to hear either conversation or music” (Hybrid, Postlingual).

This quote illustrates the dynamic interaction of specific musical elements, the CI, and the listener’s present energy status. “There are some tones that are clear as a bell and some tones with static-like noise to them. Some days seem better than others. Maybe I get tired?” (Hybrid, Postlingual).

Specific to music characteristics, participants emphasized particular features of music that influenced music listening. The most prominent codes were: (1) prior familiarity with the music “I do not understand any of the words during songs unless I already know the song;” (2) complexity of the music; and (3) loudness: “Fast paced and loud is difficult, where soft and slower are more easily understood. Men’s voices are easier to understand than a women’s high voice.” (LE, Prelingual). Many found familiar music easier to understand, and “new” music difficult or impossible to understand. Participants used mental recall of familiar music along with most accessible structural components to piece together the degraded signal.

“I was in a toy store and over the speakers they were playing The Mickey Mouse Song. I used to watch the Mickey Mouse Club when I was 5–7 years old and just loved the show. At first I ignored the music but then I recognized the beat and suddenly I realized what the song was. I could hear the lyrics and the memory of that song came flooding back to me. I stood there with my mouth open. That was an awesome moment.”

Regarding complexity, 67.5% of participants indicated that music with fewer instruments or voices, or made up of simpler melodies, harmonies or rhythms were easier to perceive and organize. Participants reported, “If there are a lot of instruments playing together, it just sounds like noise” and “The more complex the musical harmonies and music types, the worse it sounded”.

Some musical genres were associated with more accessible components. For example, one participant stated, “Country music is best to understand because the background music isn’t so loud. You can hear the words better. If I try rap or rock it is hard. I would say it depends more on the song (the level of background music playing)” (LE, Prelingual).

Eighty-five percent of participants described one or more structural features of music as barriers to enjoyment. Nearly half (47.5%) described loud music as a barrier to satisfactory listening, whether as part of purposeful music listening or in combination with speech. Poor balance among components within one piece of music, such as an accompaniment too loud for the vocalist, or melody line was problematic. Only 17.5% specifically mentioned pitch (frequency range, matching a pitch, or recognizing melodies) as a barrier to music enjoyment.

With regard to speech and background music, background music was described in negative terms, particularly when loud in relation to the target conversation partner(s).

“Depending upon the situation [background] music doesn’t have an impact on my conversations with people because it’s soft and calming. However, at a bar…it’s harder to hear in a social conversational setting because … they generally have it turned up louder than they need to have it” (LE, Prelingual).

The impact of loud music was repeated across all participants: “Depending on how loud the music is, I do have challenges understanding people in group settings.” “It is very difficult to understand and carry on a conversation when music is playing at a restaurant or social gathering.”


Environment

Ninety percent of the participants described the environment as a barrier to satisfactory listening. For example, sitting too close to sound speakers could make the sound intolerably loud, or drown out the voice of one’s conversation partner. In contrast, being seated too far from a performer could make perception problematic. Problem environments were considered a barrier across all subcategories of CI users (onset, device type).

“Location of the music makes a big difference in music enjoyment. I have purposefully avoided going to live concerts. If I try to listen to music and there are other conflicting sounds such as machines running or people speaking in the background, then it becomes a waste of time. For me, the best environment would be listening to music on a car radio with the car parked in a parking lot and the windows rolled up with the motor turned off. That’s zero interference and I can control the volume and sound on the car radio” (Postlingual LE).



Social context

Music experiences often occur in social circumstances as entertainment, cultural enrichment, or as background ambience (Sloboda, 2010). Thus, social context is an important aspect of music experiences, and can be either negative or positive in nature. The participants commonly described social events as negative experiences due to multiple talkers. Although ambient music in social settings is typically intended to create a pleasant social environment, ambient music can function as a masker to the speech of conversation partners. “It is very difficult to understand and carry on a conversation when music is playing at a restaurant or social environment” (Postlingual LE).

Many participants expressed frustration regarding situations requiring focused attention to both speech and music (such as live music at a club), which resulted in unsatisfactory outcomes for both. Participants described undesirable options of either putting up with loud sounds and having to “nod and guess,” or avoiding many social situations altogether. Social settings combining music and speech tended to be problematic for all subgroups of the participants, regardless of the differences in residual hearing (LE, SSD, Hybrids).

“Awful! The problem is that virtually all good restaurants are noisy.” This was the response from one postlingually deaf LE participant. Another stated, “Bars can be awful. Either too loud to hear people talking or all the people talking makes it so I can’t clearly understand the music” (post LE). When trying to participate in situations where background music was present, fatigue was a factor: “I often get exhausted from trying to hear and will just zone out.” (Post LE) “Oh boy, carrying on a conversation in a noisy setting is difficult work.” (Hybrid LE)

Participants also described the problems associated with background music in the context of film scores for movies or TV: “I can do one or the other… I have never been able to listen to two things at the same time… For TV, I still rely heavily on the CC [closed captioning].”

While the noise that accompanies many social gatherings was problematic, other comments revealed positive aspects of social context. Approximately a quarter of the participants (27.5%) indicated that social support from others in one’s group helped CI users to cope with difficult listening situations. As one participant with single sided deafness stated, “I’ve trained my friends to sit on my good ear side so I can hear them talk and also hear music.” Another participant shared, “If I’m in a social situation at someone’s home, I may ask them to turn off the music as it interferes with my ability to understand speech” (Postlingual LE).

More than a third (37.5%) of the participants discussed the benefits of information shared among CI users, such as information on assistive listening devices (ALDs), strategies, and resources. A hybrid user reported, “I have 3 uncles who got the cochlear implant prior to myself, and I spent several hours discussing the ins and outs of the device with them, therefore they have been my primary resource.” Another participant with pre-lingual deafness stated, “It was always interesting in HLAA groups to hear about other deaf/hard of hearing individuals’ experiences in complex listening environments and what they did or did not do to fix the problem.”



Auditory profile

Trends across the subgroups (LE-Pre or postlingual, Hybrid, SSD) indicated that the listener’s auditory profile and hearing devices had an important impact on music listening, depending upon the particular musical features presented. However, participants within all device configuration groups described music listening as effortful, particularly if the music components were complex or the listening environment was noisy. Postlingually deaf individuals often mentioned the use of top-down processing to make sense of degraded input, while prelingually deaf individuals tended to describe music as more enjoyable than the other subgroups; they seemed more satisfied with what they could access through their CIs.



Residual hearing

Persons with SSD and hybrid devices had greater residual hearing, which had a synergistic impact on electric hearing. While very few comments included specific reference to pitch, melody, harmony, or timbre, persons with more residual hearing (e.g., SSD or Hybrid users) tended to find greater enjoyment in pitch-based components of music.



Device configuration

Most differences in perceptual accuracy or enjoyment were associated with residual hearing or onset of hearing loss, rather than technical choices. Very few participants offered comments regarding the CI brand or signal processing scheme, though a few did report device-related enhancements, such as this prelingually deaf LE user: “I could not imagine life without music. Since getting the Nucleus 6, I notice an improvement in hearing the word/lyrics in the songs such as country music. Very enjoyable.”

More common were general comments regarding the limitations of CI, signal processing, or ALDs. “I have found that programming for music is lacking (Postlingual LE). “The quality I have now [with my CI] does not make music sound rich and full.” (Postlingual LE) “I have tried to have a music program placed onto my processors. To be honest, the software used to program these must be very bad” (Postlingual LE). “I have never liked any of the automatic programs… I have tried these devices with CD players and get either a buzz, too soft as well as distortion” (Postlingual LE).

Participants described Roger Pens (small wireless microphones that looks like a pen) and other mini mics most frequently as helpful ALDs. A small proportion used hearing aids in conjunction with their CIs; those using hearing aids generally described them as helpful. However, described enhancements of technology were often conditional to specific kinds of music or listening situations.



Changes over time

As prior research indicates, music perception and enjoyment does not normalize as a result of mere exposure and on-going CI use, however, extended and focused listening time can enhance music listening (Gfeller et al., 2010). As noted earlier, music listening experiences are inherently dynamic, with musical combinations, environmental factors, and the listener’s internal state changing over time. Related to this concept, one participant noted that she could function well at the ceremonial part of a wedding, but as soon as the reception begin, the loud music made coping impossible and she was “forced to leave.” In addition, changes over time related to the listener’s internal capacities. The participants described changes in energy, cognitive or emotional resources, or acclimatization to the device or signal processing that influenced music enjoyment.

One participant described changes in acclimatization to the signal over the course of time:

“The first 3 months after activation was extremely difficult. As time went on, it became easier. About 9 months it started sounding “normal” again. I was still missing things but my brain adjusted to the new sound and it was becoming enjoyable again rather than effortful. Now at 1.5 year, it is easy and enjoyable probably 90% of the time” (Hybrid, Postlingual).

Another listener, with a traditional device also shared their sentiment.

“For 3 years I struggled just to get decent sound in this ear [second implant]. But after more and more programming, it slowly improved (not as good as the first [CI] through)…At first, I couldn’t tell if I got the correct notes [while playing the piano]…but interestingly I found that once my fingers remembered the fingering, the scales sounded right” (Postlingual, LE).

Looking across themes and codes associated with Core Category 1, a major theme that emerged is that music listening was effortful. As one participant stated, “After implantation, I needed to totally relearn music.” This theme emphasizes that technology alone did not facilitate meaningful listening experiences with music; attitudinal and behavioral characteristics of and strategies used by the CI recipient were as important. That is the focus of the following section.



Core Category 2: Music listening was effortful, but extent of satisfaction was influenced by expectations and self-management of the situation

Most participants described music listening as effortful. However, the extent of satisfaction in listening could be mediated by the internal capacity of the CI user to cope successfully or manage the music, environment, social context, or use of ALDs. Considering relationships of strategies (uses of technology, musical choices, social support, and attitude) and the barriers that undermined satisfactory listening, these themes were examined in relation to self-management approaches identified in health psychology (Hill-Briggs, 2003). The following section summarizes themes and codes that reflect the following quadrants within the ellipses of the DPSM-MMLE: domain specific knowledge; transfer of past experience to new situations; problem solving skills, and problem solving orientation. The themes and codes that emerged from the data appear in Figure 5.
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FIGURE 5. Codes and themes associated with core category 2.



Domain-specific knowledge

Self-management of challenging circumstances required adequate knowledge of hearing loss and hearing devices as they interacted with music components, as well as resources for optimizing music (e.g., training programs, accommodations). These participants possessed the greatest amount of domain specific knowledge about CIs, hearing aids, lip reading, closed captioning, and ALDs. While 89.47% indicated that they would like to have access to music training, most were unfamiliar with options or unsuccessful in acquiring resources. Problems with access are discussed in greater depth later in this paper (Core Category 3).



Transfer of past learning

The ability to recall and apply past knowledge appropriately to new situations is an important aspect of problem solving (Hill-Briggs, 2003), though transfer is predicated on sufficient knowledge of relevant information. Participants described examples of transfer of knowledge related to hearing loss (e.g., lip reading, closed captioning) as well as music. In some cases, past information was not fully relevant (Hill-Briggs, 2003). For example, some applications of ALDS were unsuccessful, particularly in relation to music listening.

Many relied on closed captioning for TV or movies. A number (32.5%) of participants used lip-reading not only to understand conversation partners in noisy environments, but also to understand song lyrics. For one participant, lip reading paired with technology was useful in live concerts.

“I enjoy going to concerts, but in order for me to follow along with the lyrics, I have to look at the big screen to see their lips. Overall I enjoy my concert experiences and I will continue to go to more because I enjoy country music because that’s the type of music I enjoy best” (LE post).

Knowledge of specific music also helped: “Having as much information as possible about the music being played is a trick of mine. I’ll look at the set list ahead of time to know what is coming next” (LE Prelingual).



Problem solving skills and process

The data revealed important differences among the participants with regard to problem solving skills and processes (e.g., avoidance vs. systematic, skillful approaches). Active strategies used for management or coping included: (1) using technological options such as Roger Pens, closed captioning, adjusting the volume/sensitivity, (2) personal effort, including lip reading, assertiveness, effortful/active listening, repeated listening, (3) careful music selection (familiar music, or more accessible genres), and (4) controlling the listening environment (proximity, listening conditions). However, these strategies required initiative, trial and error, effort and a personal orientation toward problem solving, which is discussed later in this paper.

The effectiveness of particular problem solving strategies varied as a function of the hearing history, device characteristics, musical background, and willingness to seek social support. For example, comments regarding using one’s memory of music to “piece together” previously familiar music were associated with postlingually deaf participants. “Where there is background music, I ask the people I am with what song is playing and then pull from auditory memory” (LE pre).

Many of the participants used avoidance of problem situations (52.5%) or the sound source (37.5%) as a passive strategy for coping. It was highlighted by these participants, “I don’t go out very much because it’s very difficult to hear in social settings” (Prelingual LE). “I have purposely avoided going to live concerts because I know I would not enjoy it.” Another hybrid recipient reported, “Social situations with music (wedding receptions)—I leave.” In regards to movie theaters, one prelingual participant shared, “I purposely do not go to the movie theater because I know I would not enjoy it” (LE, Prelingual).

Possessing relevant knowledge does not automatically result in effective transfer or knowledge or effective problem solving (Hill-Briggs, 2003). More positive attitudes toward challenges have been described as problem solving orientation.



Problem solving orientation

Coding revealed that CI users differed considerably with regard to their problem solving orientation. Problem solving orientation in this context referred to a strong sense of self-efficacy, viewing problems as opportunities, and positive expectancies. Comments from 42.5% of the group reflected some level of self-efficacy, that is, confidence in the ability to handle a situation; those with strong self-efficacy took initiative to improve listening circumstances. For example, one CI recipient stated,

“I feel it is up to the CI user to step up and ask what the conversation is about. and make them [conversation partners] aware of my presence. Training should include straightforward discussion with CI users that they need to take control in their conversational groups” (LE post).

Another added, “I believe, in order for the cochlear implant to work, you have to be an active participant in working/training yourself to listen with it.” A third, highlighting the need for self-advocacy shared, “I’ve been known to ask the hosts to turn [loud music] down/off, and it usually ends up that other people thought it was too loud as well but didn’t want to say anything.” (Postlingual LE) This sentiment was echoed by another, “If I’m going to be in a restaurant, I will often ask for a corner or a quiet table. Sometimes I will ask to have the music lowered (Postlingual LE).

Another CI recipient implanted as a child stated, “I usually ask if we can go to a more quiet place, or I try my best to read lips.”

In some instances, problem solving orientation involved positive expectancies more than strategies or accommodations. “I go to a lot of rock concerts and while I may not have complete quality sound that I can enjoy without lots of effort, I have not made it a factor when determining whether to go to a show or not” (perilingual LE).

In contrast, the following quotes, just a few of many, illustrate a lack of control or low self-efficacy: “Sometimes I’m just lost and can’t wait to go home” (Postlingual hybrid recipient). “I do avoid noisy environments and sometimes avoid a situation altogether” (Postlingual LE).



Core Category 3: CI users have limited access to resources for optimizing music experiences

This core category related to the component of Domain Specific Knowledge, one of the four central quadrants of the DPSM-MMLE. A key concern of these participants (82.5%) was a lack of accessible and/or affordable resources for dealing with everyday listening experiences involving music. Sixty-five percent of the participants indicated that they were unaware of resources or information to enhance CI benefit, and that rehabilitation was not addressed in regular audiology appointments. As one participant noted, “There is often a gap between the medical community, including doctors, audiologists and manufacturers of hearing devices and the real world of living with a hearing loss.” Another stated, “What would help? Audiologists who believe that listening to music with CIs is possible.”

Ninety percent of participants indicated that they would like to improve music listening. Of that group, 72.2%, especially LE and hybrid users, indicated that they would be interested in trying music training, especially computer-based training. These themes are illustrated by the following comments:

“I would suggest that there be more emphasis placed on the emotional adjustment to living with a CI. I received my implant in December of 2016 and is just now feeling settled. It was a tumultuous first year. I worked very hard to remain positive” (Post hybrid).

“I think that everyone who is implanted and then with every change of the implants (hybrid to full electronic) should be able to go to rehab much like those who have problems with their physical body. If you were able to go weekly and someone was able to explain the features of the implant over and over and could help you track your progress that would be helpful!” (Post hybrid).

This desire was echoed: “I would like to see a speech/hearing rehabilitation/therapy program that CI users could access in person with trained professionals to become proficient at using every possible technology available for the CI’s to improve their overall listening experience” (Post hybrid).

Many participants expressed uncertainty on where to find resources, noting limited counseling time with audiologists, and lack of non-commercial websites that include information about music, especially for adults. Over half the participants (57.5%) indicated that cost would be a barrier to training or purchasing ALDs that might enhance music listening. The participants described an “acceptable” range of cost for training programs as “free” to less than $100. Nearly three quarters (73.68%) indicated that they would prefer computer-based training that they could complete from home at their own convenience, though some desired social support (e.g., on-line feedback) as part of that training.

“I would be more comfortable doing it online if it is self-paced and measures my progress. It would be helpful if I could communicate with a person to ask questions and maybe share my progress and experience with other CI users.”

Nearly half (47.3%) remarked that time required for training, even if affordable, would be difficult to accomplish along with normal life responsibilities. Those expressing interest in training indicated that they would be interested in training for a few half hour or hour sessions, several time a week for a few weeks duration.

With regard to content, some expressed concern that available training programs lack relevance to their real-life needs. The top priorities (>25%) for improvement were: understanding lyrics (63.16%), enjoying personally favorite genre (55.25%), improved listening of more complex music (31.58%), and more normal sound quality (28.9%).



DISCUSSION

The first aim of this study was to explore the perspectives of adult CI recipients regarding music in everyday life, in essence, asking them to “think outside the booth.” Core categories that emerged from the data included: (1) the dynamic, multi-faceted, and “conditional” nature of music listening; (2) problem solving attitudes and behaviors that support enhancement or coping; and (3) the limited resources currently available for helping CI users to optimize music experiences in real life. The components associated with these core categories were organized into a framework, the Dynamic Problem Solving Model for Management of Music Listening Environments.

The results of this study confirmed that many prior music-CI studies address priorities of CI users, as well as revealing concern that some CI recipient priorities have heretofore have received limited research attention. Consistent with prior research studies, these participants reported difficulties perceiving and enjoying many aspects of music and understanding speech in background music. The range of responses was also consistent with variability documented among CI recipients for music outcomes (Gfeller et al., 2008, 2010, 2012; Looi et al., 2012; Başkent et al., 2014; Limb and Roy, 2014; Drennan et al., 2015).

Not all their priorities were in line with research trends to date, however. For example, present-day research tends to emphasis “endpoint” results specific to device or processing categories (Philips et al., 2012; Pisoni et al., 2017); these participants offered very few comments regarding specific brands or models of CIs or signal processing. They focused more on environmental, social and psychological challenges associated with music experiences, which have received limited attention in extant research.

Regarding music, although pitch perception has been a strong emphasis for many studies, these participants most frequently named music complexity and familiarity as issues influencing their music experiences; background music was described as a major impediment to satisfactory conversations. Relatively speaking, only a modest body of research has focused on these concerns to date (e.g., Gfeller et al., 2003, 2005, 2012; Eskridge et al., 2012; Başkent et al., 2014). Familiarity and complexity (including the complexity of speech and music) are interesting variables in relation to signal processing, as well as the auditory profile and cognitive processes of listeners, and present factors ripe for deeper exploration.

Highly controlled studies that focus on the underlying mechanisms of electric hearing and music are essential, and must remain a high priority for device development and basic science. However, until a more “normal” musical signal can be conveyed through electric hearing, the experiences of these CI users suggests the need for a complimentary agenda of research and clinical counseling. That agenda should more fully tap into the dynamic and multifaceted nature of music listening in real world conditions, as well as rehabilitation or accommodations for managing noisy public places or complex sounds.

This recommendation should not be viewed as an “either or” situation. The phenomenon of hearing loss and CI use is complex and multifaceted. Thus many research foci and approaches are necessary to move hearing science forward, while also optimizing real-world listening experiences for the many CI users who continue to live with past and current-generation technology.

The participants in this study highlighted psychosocial aspects of music experiences, particularly effort and coping, foci that have received scant attention in prior studies of CIs and music. The effort that these participants described in music experiences was similar to outcomes reported in recent studies of speech communication (e.g., Harris et al., 2016; Pichora-Fuller et al., 2016; Hughes et al., 2018). Listening goals often depend on the amount of cognitive energy expended, with greater energy required when the quality of the signal is poor (Pichora-Fuller et al., 2016); a degraded signal is common for many musical sounds. Situations requiring effort beyond the listener’s current capacity may be unsustainable and result in withdrawal from social experiences including music. As noted by Dritsakis et al. (2017), avoidance of music has negative implications for quality of life.

Conversely, some individuals with similar listening abilities may consider the same situations as motivational challenge and, thus, choose to persevere (Pichora-Fuller et al., 2016). Thus, clinical guidance for rehabilitation or counseling should take into account the problem-solving orientation of the individual and motivational factors that promote active listening and problem solving, such as social connection and preferred or culturally relevant music.

The prevalence of remarks from these CI users regarding effortful listening in noisy environments is a concern, not only from a communication standpoint but also in relation to physical and emotional health of CI users. According to Sarafino and Smith (2016), individuals experience greater stress when (1) circumstances are perceived as outside of one’s control; (2) when effort is accompanied by distress; (3) when social connections are undermined; (4) when the individual lacks resources; and (5) when functioning in noisy environments. These stressors were all associated with music experiences described by these participants. Chronic stressors are associated with higher prevalence of medical problems and reduced quality of life (Sarafino and Smith, 2016). Thus, the concerns expressed by these CI users have implications for general well-being and should be addressed in rehabilitation, along with hearing device optimization. This also suggests the need for public advocacy and education regarding “listener friendly” environments.

The dynamic nature of music listening as expressed by these CI users brings to mind the term, “coping,” which has been defined by some as a dynamic process in which people try and manage the perceived discrepancy between life demands and the resources they need to manage stressful situations. When coping with a difficult situation, the individual has ongoing transactions with the environment in which they are required to appraise and re-appraise the influential factors and response options. Thus coping is an on-going and ever changing process (Sarafino and Smith, 2016). This suggests that counseling CI users regarding music listening should include not only helpful “listening tips,” but should also include guidance to enhance self-efficacy, realistic expectations, flexible problem solving, and provision of access to useful information, including training programs, that can be accessed on an on-going basis.

An unexpected result of this study was the top priorities of these CI users for music training. Ninety percent indicated the desire to have training programs, but emphasized that the content should be practical, and should include personally meaningful listening tasks. Thus, analytic exercises of isolated structural components intended to enhance basic auditory processing might be complemented with tasks that recipients see as relevant to daily life.

Most training studies, to date, have focused on enhancing pitch perception, or melody and timbre recognition (see review, Looi et al., 2012). Surprisingly the musical component most frequently identified by this sample was ability to hear sung lyrics. Perception of sung lyrics against background accompaniment constitutes a speech in noise task, thus training for song lyrics could offer a challenging but relevant rehabilitative task beneficial to speech as well as music perception.

These participants varied in what content and format they desired for training, suggesting the need for a clinically useful menu of options with regard to purpose, content, and prerequisite skills. For example, particular forms of information may be more or less accessible depending upon the specific CI user based upon past music training or onset of hearing loss (e.g., reading music notation, mental representation of “normal” pitch).

Participants also emphasized that their busy lives precluded intensive time commitments for training. Most of the participants interested in training were willing to train for approximately 30 min, several times a week, over one or two weeks. Neuroplasticity requires ample repetition over time. Thus, the concern regarding time commitment brings up important questions of how much training is required for measurable improvements, and protocol components that support compliance and persistence. Individual priorities should be considered when counseling CI users on music-based training options.

The participants in our sample revealed a range of responses to music experiences from active problem solving to avoidance and withdrawal. Attitudes and behaviors toward rehabilitation are in part a function of the individual’s problem solving orientation. What factors are associated with a strong problem solving orientation? Can a problem solving orientation be encouraged or taught?

Future studies and clinical guidance may be informed by research and clinical approaches in psychology. According to cognitive psychologist Albert Bandura (2010), self-efficacy is the belief in one’s capabilities to organize and execute the course of action required to manage situations. It is determined by motivation, amount of effort extended in, how long you will persist in the face of adversity, and belief that you can ultimately succeed. These beliefs are related to one’s sense of mastery in past tasks relevant to the target goal, modeling by others, social persuasion, social support, and positive emotional state. An examination of methods for developing self-efficacy may be clinically useful avenues for future counseling of CI recipients.

The results of this study indicate a need for accessible information that audiologists can quickly and easily share with their patients and families. These participants’ comments regarding lack of input from audiologists on rehabilitation was consistent with findings by Harris et al. (2016). It is also possible that busy audiologists, who must typically focus on speech outcomes, may lack time to delve into factors influencing music perception and enjoyment. This gap between research knowledge and clinical application may reflect in part fiscal and system pressures associated with healthcare delivery. According to one study, more than 50% of audiologists have 90 min or less to take care of audiograms, speech testing, mapping and troubleshooting during audiology visits. Little if any time remains for counseling on unique challenges such as music listening (Dunn, 2018). Thus, it is of little surprise that audiologists do not provide information and guidance about music and complex listening environments.

These participants and prior studies have noted limited reimbursement for rehabilitative strategies for adult hearing device users following implantation or device acquisition. This lack of rehabilitation is notable, in that CIs can have direct costs of more than three times the cost of a knee replacement, yet the typical adult hearing device recipient in the United States often does not have access to a structured rehabilitation program (Harris et al., 2016). Professional organizations and audiologists might advocate for rehabilitation programs for adult CI recipients to optimize CI use in challenging listening conditions. In addition, these findings may suggest the need for assessment protocols that more fully document outcomes in real-world environments as well as speech perception in controlled test environments. The themes from this study may provide a foundation for the development of an assessment tool for evaluating successful outcomes in real-life conditions.

This study has limitations that should be discussed. While concerted efforts were made to recruit a diverse sample with regard to music experiences and background, it is possible that this study tended to attract CI users for whom music is personally important. The participants were primarily residents of the United States, thus their experiences are more likely consistent with health care and social practices within the United States. These enrollment patterns may limit the relevance of these results to the larger population of CI users. While inter-rater reliability and member checking were used to verify and validate the analyses, the questions and analyses were subject to the viewpoints of the authors and consultants, whose perspectives on CIs and music may not represent the range of important perspectives on this topic. Consistent with principles of qualitative methodology, this study was not intended to provide objective “truths” confirmed though testable hypotheses. Further research is needed to test the impact and applicability of the themes that emerged from this sample to other subgroups and the larger CI population.

In closing, through the voices of these CI users, we see a glimpse into the everyday music experiences and the challenges associated with using a helpful but imperfect listening device for music. Music continues to be a challenge for the many thousands of CI and HA users who will continue to rely on current technology (Gfeller et al., 2012). The Dynamic Problem Solving Model for Management of Music Listening Environments offers a useful organizational tool for considering relevant variables for research on real-life music experiences, and clinical initiatives that are consistent with the priorities of the CI users in everyday life. Possible initiatives might include experiments that more nearly reflect the dynamic and multifaceted nature of real-life listening environments, rehabilitative programs that include psychosocial factors, the development of user-friendly resources, and public advocacy for listener-friendly public spaces.

The comments from these CI users reveal that satisfactory music experiences in real life are complex in nature, and a simple “how to” list for improvement is unlikely to “fix” the problems. However, audiologists may provide helpful guidance by discussing or having at hand available links to websites or reader-friendly articles (unrelated to device marketing) that clarify why music listening is challenging, and strategies from other CI users. These resources might emphasize and explain the dynamic nature of music listening and the need for on-going problem solving. Strategies might include enrollment of one’s social network, use of ALDs for specific situations, self-directed training programs, and options for managing the listening environment. Different approaches, including rehabilitation, accommodations, judicious choice of music and listening environment, and avoidance of particularly difficult situations all have potential benefits, depending upon the dynamic combination of music, environment, and listener characteristics.
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The present study compared pitch and melody perception using cochlear place of excitation and temporal cues in six adult nucleus cochlear implant (CI) recipients. The stimuli were synthesized tones presented through a loudspeaker, and recipients used the Advanced Combinational Encoder (ACE) sound coding strategy on their own sound processors. Three types of tones were used, denoted H3, H4, and P5. H3 tones were harmonic tones with fundamental frequencies in the range C3–C4 (131–262 Hz), providing temporal pitch cues alone. H4 tones were harmonic tones with fundamental frequencies in the range C4–C5 (262–523 Hz), providing a mixture of temporal and place cues. P5 tones were pure tones with fundamental frequencies in the range C5–C6 (523–1046 Hz), providing place pitch cues alone. Four experimental procedures were used: pitch discrimination, pitch ranking, backward modified melodies, and warped modified melodies. In each trial of the modified melodies tests, subjects heard a familiar melody and a version with modified pitch (in randomized order), and had to select the unmodified melody. In all four procedures, many scores were much lower than would be expected for normal hearing listeners, implying that the strength of the perceived pitch was weak. Discrimination and ranking with H3 and P5 tones was poor for two-semitone intervals, but near perfect for intervals of five semitones and larger. H4 tones provided the lowest group mean scores in all four procedures, with some pitch reversals observed in pitch ranking. Group mean scores for P5 tones (place cues alone) were at least as high as those for H3 tones (temporal cues alone). The relatively good scores on the melody tasks with P5 tones were surprising, given the lack of temporal cues, raising the possibility of musical pitch using place cues alone. However, the alternative possibility that the CI recipients perceived the place cues as brightness, rather than musical pitch per se, cannot be excluded. These findings show that pitch perception models need to incorporate neural place representations alongside temporal cues if they are to predict pitch and melody perception in the absence of temporal cues.
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INTRODUCTION


Normal Hearing

For a pure tone in normal hearing, a place cue to pitch is provided by the location of the peak response on the basilar membrane, and a temporal cue to pitch is provided by neural phase locking, i.e., the neurons tend to fire in phase with the basilar membrane vibration (Moore, 1997; Oxenham, 2013). For a harmonic tone, the perceived pitch is equal to the fundamental frequency (F0), regardless of the amplitudes of the harmonics, even if there is no energy at F0 (a “missing fundamental”). The resolved harmonics are those lower harmonics which produce distinct peaks in the basilar membrane response. Each resolved harmonic provides a distinct place and temporal cue. The remaining (i.e., unresolved) harmonics do not provide a clear place cue (because a broad region of the cochlea is excited), but do provide a temporal cue (because the basilar membrane response is amplitude modulated at F0) (Plack and Oxenham, 2005).

Place cues to pitch in normal hearing are not very reliable: as the amplitude of a pure tone increases, the peak of basilar membrane excitation shifts basally, and the neural firing rate saturates over a region near the peak, yet the perceived pitch is relatively stable (Moore, 1997). Further evidence of the importance of temporal cues is that tones containing only unresolved harmonics do provide pitch percepts, albeit not as strong as that produced by resolved harmonics (Moore and Rosen, 1979; Houtsma and Smurzynski, 1990).

Timbre is the perceptual quality that allows two tones that have the same pitch, loudness, and duration to be distinguished. One aspect of timbre is brightness. Increasing the amplitudes of the high harmonics relative to the low harmonics increases the perceived brightness of a tone. Brightness can be ordered on a low-to-high scale, and the results of brightness ranking experiments can be predicted by the spectral centroid (“center of gravity”) of the tones (Plomp, 1976; Schubert and Wolfe, 2006). Multi-dimensional scaling experiments suggest that pitch and brightness are independent perceptual dimensions (Plomp, 1976).

A melody can be defined as a sequence of notes, typically varying in pitch and duration. To transpose a melody means to shift the entire melody up or down in pitch, adding (or subtracting) a constant number of semitones to each note. Transposing a melody does not change its identity; only the intervals (the differences in pitch from one note to the next) are important (Attneave and Olson, 1971). The contour of a melody is defined as the sequence of up or down changes in pitch, i.e., the direction of the steps, ignoring their size. Dowling and Fujitani (1971) showed that listeners have a good memory for the precise interval sizes of familiar melodies. However, distorted versions of familiar melodies that preserved the contour but changed the interval sizes could still be recognized reasonably well.



Cochlear Implants

Cochlear implant (CI) temporal pitch cues can be investigated by stimulating a single electrode with a varying pulse rate. For pulse rates in the range of about 50–300 pulses per second, CI recipients can recognize melodies (Eddington et al., 1978; Pijl and Schwarz, 1995b), judge the size of presented musical intervals (Pijl and Schwarz, 1995b; McDermott and McKay, 1997; Pijl, 1997), and adjust pulse rates to produce a specified interval from either a fixed or randomized reference pulse rate, demonstrating an ability to transpose intervals (Pijl and Schwarz, 1995a; McDermott and McKay, 1997; Pijl, 1997). At these pulse rates, the neural firing is entrained to the stimulation pulses, i.e., the timing of neural firing is the same as the pulse timing (McKay et al., 1994). Similar pitch percepts are produced by varying the modulation frequency of an amplitude-modulated high rate pulse train (McKay et al., 1994; McDermott and McKay, 1997; Kong et al., 2009). The pitch is stronger for deeper modulation depths, and for shallow depths, the pitch may be higher than the modulation frequency (Vandali et al., 2013).

Cochlear implant place pitch cues can be investigated by varying the electrodes that are stimulated (Nelson et al., 1995). Several studies suggest that CI place pitch and temporal pitch are independent perceptual dimensions (Tong et al., 1983; McKay et al., 2000). The single CI recipient in McDermott and McKay (1997) could estimate a musical interval when two electrodes were stimulated in succession, but with little knowledge of the electrode placement, there was no objective way of determining the “correct” interval, and his estimates were more variable than those created when varying pulse rate on one electrode. McDermott and McKay (1994) found that sequential stimulation on two nearby electrodes evoked a place pitch percept that was intermediate to that of either electrode when stimulated by itself, and suggested that the percept depended on the centroid of the neural excitation pattern. Laneau et al. (2004) conducted a study in which four CI recipients pitch-ranked harmonic tones processed by the ACE strategy, using standard and alternative filter banks. In one condition, the filter envelopes were low-pass filtered to remove the amplitude modulation (temporal cues), leaving only place cues, and the results were predicted well by the centroid model.

There is an intriguing resemblance between the spectral centroid model for brightness in normal hearing and for place pitch in CI. The perceptual independence of temporal and place percepts in CI is also reminiscent of the independence of pitch and brightness in normal hearing. If CI place percepts were more akin to brightness than to musical pitch, then it would be expected that good scores could be obtained using CI place cues alone on discrimination and ranking tasks, but not on tasks that involve melodies (Moore and Carlyon, 2005). The present study investigated this hypothesis by comparing CI recipient performance on discrimination, ranking, and melody tasks, with stimuli that provided place cues alone or temporal cues alone.

In CI experiments that aim to independently manipulate temporal and place pitch cues, stimulus pulses are customarily delivered to a CI recipient under the control of a research interface. The present study also aims to demonstrate that CI temporal and place pitch cues can be studied by applying judiciously chosen audio signals to a recipient’s own sound processor. To this end, the results will be compared to those of our previous study (Marimuthu et al., 2016) investigating pulse rate cues to pitch in the same set of subjects, with stimuli delivered via a research interface. The present study also builds upon an earlier study (Swanson et al., 2009) in which melodies were presented by playing pure tones to the recipients’ processors.



MATERIALS AND METHODS


Subjects

Six post-lingually-deafened adult CI recipients, with at least 1 year of implant usage, participated in the study. These were the same subjects as in our previous study on rate-pitch perception (Marimuthu et al., 2016).



Cochlear Implant Signal Processing

During the testing, all subjects used their own sound processor which implemented the Advanced Combinational Encoder (ACE) processing strategy (Vandali et al., 2000; Swanson et al., 2007). The ACE filter bank was based on a 128-point fast Fourier transform (FFT) with a Hann window. The audio sampling rate was 15,659 Hz, thus the FFT provided a bank of 64 filters with center frequencies spaced linearly at multiples of 122 Hz (Harris, 1982), and a 6 dB bandwidth of 245 Hz (two bins) (Harris, 1978). The FFT filters with center frequencies from 245 to 1101 Hz were allocated to the eight lowest frequency (most apical) electrodes (Figure 1). Wider filters for the more basal electrodes were formed by summing adjacent FFT bins. Each filter output sample was a complex number, and the envelope of each filter was calculated by taking the magnitude of these complex numbers; this is known as quadrature envelope detection (Swanson et al., 2007). All subjects used 22 electrodes, except for S4, who used 20 electrodes (E4 and E13 were deactivated). The eight lowest frequency filters were identical in all subjects.
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FIGURE 1. Filter bank envelopes (spectrograms) for each note. Amplitude is indicated by the color (black: zero, white: full scale). Electrodes in the Nucleus® CI system are labeled from E22 (most apical) to E1 (most basal). E1–E9 had negligible energy for these tones and are not shown. The center frequencies of the corresponding filters are indicated on the right axis. A 45 ms excerpt of each of the four notes C, D, G, and A is shown (each note was 300 ms in duration with 50 ms rise and fall). Each note is also labeled with its fundamental frequency in hertz. Top: H3 tones (temporal cues only). Middle: H4 tones (temporal and place cues). Bottom: P5 tones (place cues only).


After each FFT, a maxima-selection block examined each set of filter envelopes, and selected the eight channels with the largest amplitude for stimulation. Instantaneous non-linear compression was applied. Amplitudes corresponding to 65 dB SPL were mapped to the maximum comfortable current level (“C level”) of that channel. Amplitudes corresponding to 25 dB SPL were mapped to the threshold current level (“T level’), and lower amplitudes were discarded.

Subject S2 used a channel stimulation rate of 500 Hz, and the remaining subjects used 900 Hz.



Stimulus Description

All the stimuli were synthesized at a sampling rate of 16 kHz, and presented via loudspeaker in a sound-treated room. Each note was 300 ms in duration with a smooth (sinusoidal-shaped) rise and fall time of 50 ms. The stimuli were presented at a comfortable loudness level. Three types of tones were used, here denoted H3, H4, and P5, as described in detail below.

The stimuli are illustrated in several ways. Figure 1 shows the envelopes at the output of the ACE filter bank, plotted as 22-channel spectrograms. Figure 2 contains alternative representations of these envelopes to better visualize the place and temporal cues. The left set of panels in Figure 2 shows the spectral profiles (i.e., each corresponding to a vertical slice through the spectrograms of Figure 1), indicating the availability of place cues to pitch. The right set of panels in Figure 2 shows the modulation depth in each channel, indicating the availability of temporal cues to pitch. Lastly, Figure 3 shows the corresponding pulse sequences resulting from the ACE strategy with eight maxima and a channel stimulation rate of 900 Hz.


[image: image]

FIGURE 2. Representation of place and temporal cues in the ACE filter bank envelopes. The left set of panels shows the spectral profiles for each note, indicating the availability of place pitch cues. Each panel shows the peak amplitude in dB in each channel, corresponding to a vertical slice through the spectrograms in Figure 1. The right set of panels shows the amplitude modulation depth for each note, indicating the availability of temporal pitch cues. Each panel shows the modulation depth in dB in each channel. For those notes that had modulation, the modulation frequency was equal to the fundamental frequency of the note, as shown in the labels of Figure 1. The abscissa indicates the electrode number allocated to each filter; E1–E9 had negligible amplitude for these notes and are not shown. Top panels: H3 tones, where no harmonics were resolved, showing negligible differences in the spectral profile between notes, and deep modulation. Middle panels: H4 tones, spanning the range of fundamental frequencies from unresolved (C4) to resolved (A4) harmonics, with shallower modulation. Bottom panels: P5 tones, where each note produced a single peak in the spectral envelope, with no modulation.



[image: image]

FIGURE 3. Pulse sequences (electrodograms) for each note. Each pulse is represented by a vertical line, with the horizontal position indicating the start time (onset) of the pulse, the vertical position indicating the electrode number (indicated on the left axis), and the height of the line representing the current level. E1–E9 had no pulses for these notes and are not shown. The center frequencies of the corresponding filters are indicated on the right axis. A 45 ms excerpt of each of the four notes is shown, as in Figure 1. Top: H3 tones (temporal cues only). Middle: H4 tones (temporal and place cues). Bottom: P5 tones (place cues only).



H3 Tones: Harmonic Tones in Octave 3

H3 tones were harmonic tones in octave 3, i.e., having F0s in the range from C3 to C4 (131–262 Hz). In synthesizing the H3 tones, harmonics were summed with zero phase, and with unity amplitude up to a corner frequency of C5 (523 Hz), and then with amplitude decreasing at -36 dB per octave up to an upper frequency of C6 (1046 Hz). This spectral shaping is visible in the spectrograms (Figure 1). The individual harmonics were not resolved by the ACE filter bank. As a result, the four notes (C3, D3, G3, A3) had the same spectral profile (Figure 2), and the resulting pulse sequences (Figure 3) activated the same set of electrodes (E14–E22), with the same peak amplitudes, and hence there were negligible place pitch cues.

Multiple harmonics fell into each ACE filter, resulting in envelopes with amplitude modulation at the fundamental frequency, clearly visible in the spectrograms (Figure 1). The corresponding pulse sequences (Figure 3) had current level modulation at F0, providing a temporal pitch cue. The salience of the temporal pitch cue is related to the modulation depth (Vandali et al., 2013). The modulation depth (Figure 2) differed across channels within one note, depending on the alignment of the harmonics to the filter center frequencies. The average modulation depth reduced as F0 increased, being deepest for C3 and shallowest for A3.



H4 Tones: Harmonic Tones in Octave 4

H4 tones were harmonic tones in octave 4, i.e., having F0s ranging from C4 to C5 (262–523 Hz). The H4 tones were synthesized in a similar manner to the H3 tones, except that the corner frequency was C6 (1046 Hz) and the upper frequency was C7 (2093 Hz). This spectral shaping is again visible in the spectrograms (Figure 1). As the fundamental frequency increased, the ACE filter bank progressively resolved the harmonics. For example, referring to Figure 2, the spectral profile of the note C4 reflected the overall spectral shaping; the harmonics were not resolved because their spacing (262 Hz) was comparable to the filter bandwidth (245 Hz). In contrast, the spectral profiles for notes G4 (392 Hz) and A4 (440 Hz) showed three distinct spectral peaks, corresponding to the first three harmonics being resolved.

The modulation depth (Figure 2) exhibited a complementary pattern: channels corresponding to peaks in the spectral profile had the least modulation. In the note C4, the first four harmonics had frequencies close to the center frequencies of the filters driving electrodes E22, E20, E18, and E16. Thus, those channels were dominated by a single harmonic and had negligible amplitude modulation. Conversely, electrodes E21, E19, and E17 responded to two harmonics, and were deeply modulated. As F0 increased, there were fewer channels that responded to two harmonics, and the modulation depth decreased. Note A4 had very little modulation. Figure 3 shows the corresponding pulse sequences. Thus, the H4 tones offered a mixture of temporal and place cues to pitch.



P5 Tones: Pure Tones in Octave 5

P5 tones were pure tones in octave 5, i.e., in the frequency range from C5 to C6 (523–1046 Hz). These tones were the same as those used by Swanson et al. (2009). As shown in Figures 1, 2, the spectral profiles of the four notes (C5, D5, G5, A5) had peaks on successive electrodes (E20, E19, E18, E17, respectively). Because the ACE filters have broad, bell-shaped frequency responses, each of these pure tones activated multiple electrodes. A large change in fundamental frequency (e.g., C5 to A5) resulted in the activation of a different set of electrodes. A smaller change in fundamental frequency (e.g., C5 to D5) resulted in an overlapping set of electrodes being activated, with changes in the relative amplitude of the pulses on those electrodes, providing an intermediate place-pitch cue (McDermott, 2004).

As explained earlier, because ACE incorporates quadrature envelope detection (Swanson et al., 2007), the filter envelopes (Figure 1) and resulting pulse sequences (Figure 3) had no amplitude modulation, and thus provided no temporal pitch cues (Figure 2).



Psychophysical Experimental Procedures

Four experimental procedures were used: discrimination, ranking, and two variants of the modified melodies test: backward melodies and warped melodies. These procedures (except for discrimination) were also used by Marimuthu et al. (2016).


Discrimination and Ranking

For both the discrimination and ranking procedures, a set of four notes in the same octave were used: {C, D, G, A}. There are six possible pairings of these notes: {CD (2), GA (2), DG (5), CG (7), DA (7), CA (9)}, where the interval in semitones between the notes is given in parentheses. In each trial of the discrimination procedure, the subject was asked to select the note that was different out of four alternatives (e.g., CCAC). In each trial of pitch ranking, the subject was asked whether a sequence of three notes with the first note repeated (e.g., CCA) was either rising or falling in pitch. In both discrimination and ranking, an experimental block comprised 48 trials (six pairings × two orders × four repetitions).



Modified Melodies

In each trial of the modified melodies test (Swanson, 2008; Swanson et al., 2009), the name of a familiar melody was displayed to the subject, and its opening phrase was presented twice (in randomized order): once correctly and once with modified pitch. The rhythm was unchanged. The subject was asked to select either the first presentation or the second as the correct version. Trials alternated between two melodies: “Old MacDonald had a farm” and “Twinkle twinkle little star,” which each had a range of nine semitones. The set of interval sizes in the two melodies was {1, 2, 5, 7, 9} semitones; thus, all the intervals larger than one semitone were common to the discrimination and ranking procedures. On each trial, both the correct and modified melodies were transposed by either 0, 1, 2, or 3 semitones, so the total range of notes in a block of trials was an octave.

There were two types of pitch modification: backward and warped. Figure 4 displays the original melody of “Old MacDonald” and each of the modified versions used in the study. In backward melodies, the contour of the melody was changed, without changing the set of notes in the melody, by playing the notes in reverse order. Each block comprised 16 trials (two melodies × four transpositions × two repetitions).
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FIGURE 4. Melodies used in the modified melodies test. Each note is represented by a horizontal line, with length indicating duration and vertical location indicating fundamental frequency. The vertical axis is logarithmic in frequency (i.e., linear in semitones), with note names indicated. Each single note was 300 ms in duration. The top left panel shows the original (i.e., correct) melody “Old MacDonald.” The top right panel shows the backward melody, which has the same rhythm as the original, but a completely different contour (e.g., the first step in the original is down, from F to C, but the first step in backward is up, from F to G). The remaining panels show the warped melodies. In each warped melody, the highest and lowest notes were unchanged, but the intermediate notes were shifted in pitch according to a “warp factor.” For example, in Warp 2, the intervals in the lower part of the range were doubled in size (e.g., the original two-semitone step up from C to D became a four-semitone step up from C to E), and the intervals in the upper part of the range were halved (e.g., the original two-semitone step down from A to G became a one-semitone step down from A to G#). Conversely, in Warp 0.5, the lower intervals were halved and the upper intervals were doubled. The contour of the warped melodies (i.e., the directions of the steps) was unchanged.


In warped melodies, the contour of the melody was maintained, but the sizes of the musical intervals were modified by a “warp factor.” The warp factor determined the amount of expansion or compression of the intervals (refer to Figure 4 for details). A warp factor of 1.0 would leave the intervals unchanged, and hence warp factors further away from 1.0 (either above or below 1.0) had more distorted intervals. A block of warped melodies trials always contained a reciprocal pair of warp factors (in randomized order). All subjects were first tested with the block labeled “W10| 0.1,” in which half the trials were original vs. warp 10, and the other half were original vs. warp 0.1. Subjects were subsequently tested with blocks of trials which progressively increased in difficulty: W4| 0.25, W2| 0.5, and W1.33| 0.75. An informal adaptive rule was applied for each tone type, so that if a subject scored at chance levels, the remaining more difficult blocks were not always tested. Each block comprised 16 trials (two melodies × two warp factors × four transpositions).



Objectives

The H3 tones were designed to provide temporal cues to pitch, but no place cues. Conversely, the P5 tones were designed to provide place cues to pitch, but no temporal cues. The primary objective of the study was to compare performance between H3 and P5 tones. Many studies have examined CI pitch perception with temporal cues, but few studies have explored musical pitch with place cues. If performance on the discrimination and ranking tasks was comparable between H3 and P5 tones, but performance on the modified melodies test was better with H3 than P5 tones, then it would imply that place cues had more in common with brightness than with true musical pitch.

A secondary objective was to compare performance between H3 and H4 tones. This was of interest because octave 4 (starting at middle C) is very common in music, and normal hearing listeners would be expected to have similar pitch ranking ability for H3 and H4 tones. In contrast, it was hypothesized that CI recipients would have worse performance with H4 than H3 tones, because the upper limit of temporal pitch is typically around 300 Hz, and furthermore the H4 tones exhibited a transition from unresolved to resolved harmonics (Figure 1), yielding a complex mixture of temporal and place cues.



RESULTS

It was apparent from an initial examination of the results that subject S2 had the lowest scores of any subject for the H3 tones. It was hypothesized that this was because S2 used an ACE map with a channel stimulation rate of 500 Hz in the present study, in contrast to 900 Hz for the other subjects. McKay et al. (1994) recommended that the channel stimulation rate should be at least three to four times the modulation frequency to adequately sample the amplitude modulation waveform. As the primary objective was to compare H3 tones (temporal cues) and P5 tones (place cues), it was decided that the results of S2 should be excluded from any analysis involving temporal cues.

The results were analyzed in several ways. The first analysis applied a Monte Carlo simulation (bootstrap) approach using the binomial distribution (Simon, 1997; Swanson, 2008) to compare scores for H3 and P5 tones (primary objective) and for H3 and H4 tones (secondary objective). As a concrete example, subject S1 had CG discrimination scores of 10 correct out of 16 trials for H3 tones and 15 correct out of 16 trials for P5 tones. The null hypothesis was that the probability of success was the same for H3 and P5 tones. The simulation estimated the probability of observing scores differing by 5 or more if the null hypothesis was true. The best estimate of the null-hypothesis probability (denoted p0) is the mean score across the two tone types, i.e., p0 = 25/32 = 0.78. In each simulation run, two random numbers were generated from the binomial distribution, with n = 16 (the number of trials), and p = p0 = 0.78. The run was classified as an extreme event if the absolute difference between the two simulated scores was greater than or equal to the difference in the subject’s actual scores (5); this was a two-sided test. The p-value for the comparison was estimated as the proportion of extreme events in one million simulation runs, in this case p = 0.0526, just missing significance. This approach was extended to examine the scores for a subject across all note pairs. The null hypothesis was that the probability of success varied across the six note pairs, but that at each note pair, it was the same for H3 and P5 tones, yielding a vector of six p0 values. In each simulation run, six pairs of random numbers were generated using the corresponding p0 values. The run was classified as an extreme event if the absolute value of the mean difference between the six pairs of simulated scores was greater than or equal to the mean difference in the subject’s actual scores (in this case, 16.7 percentage points). As before, the p-value was estimated as the proportion of extreme events in one million simulation runs (in this case, p = 0.002). Finally, to examine the group results across the five subjects, the mean scores across tone types yielded a vector of 5 × 6 = 30 p0 values. Each simulation run generated 30 pairs of simulated scores, and was classified as extreme if the absolute value of the mean difference across the 30 simulated scores was greater than or equal to the mean difference in the 30 actual scores. The per-subject and group results are listed in Table 1.


TABLE 1. Results of binomial paired comparisons of scores for H3 vs. P5 tones and H3 vs. H4 tones (excluding subject S2).

[image: Table 1]The second analysis was a more traditional ANOVA, but as the results followed a binomial distribution and included many instances of 100% scores, an ANOVA on the percent-correct scores was not considered appropriate. Instead, the scores were first converted into d’ sensitivity values (Macmillan and Creelman, 2004). A third analysis applied the non-parametric Friedman test, using the MATLAB Statistics Toolbox (The MathWorks, Inc.). The results for each type of procedure were analyzed separately. The Friedman test is less sensitive than the other tests because it does not consider the size of the differences. For the ANOVA and Friedman analyses, pair-wise differences were subsequently examined with Tukey’s honestly significant difference criterion (using multcompare in MATLAB). The means and comparison intervals were plotted (Figure 8) such that two means differed significantly (p < 0.05) if their comparison intervals did not overlap.


Discrimination and Ranking

Subjects completed two blocks of trials for each tone type; except that only one block was performed by S3 for H4 tones and by S5 for all tone types. Figure 5 shows the percent-correct discrimination scores, for each pair of notes, for the three tone types. Similarly, Figure 6 shows the corresponding pitch ranking scores. Scores for subject S2 are shown, but were excluded from the group mean and the statistical analysis. As expected, the overall trend in both procedures was for scores to increase as the interval size increased from two to nine semitones. In our previous study of rate pitch (Marimuthu et al., 2016), the scores were aggregated based on the interval size; however, here the scores for each note pair are reported, because the scores often differed significantly for note pairs that had the same interval (e.g., CG vs. DA 7-semitone ranking scores for H4 tones).
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FIGURE 5. Percent-correct discrimination scores for the three tone types. Each of the upper panels shows the scores for a single subject (S1–S6). The lower panel (labeled “SM”) shows the group mean scores, excluding subject S2 (who used a 500 pps stimulation rate, unlike the other subjects who used 900 pps). The abscissa labels indicate the note pair, with the interval in semitones preceding the note names, and the right-most set of bars (labeled “Mean”) showing the score averaged across note pairs. The chance score of 25% is indicated by a dotted line.
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FIGURE 6. Percent-correct pitch ranking scores, in the same format as Figure 5, except that the chance score is 50%. S2 was again excluded from the group mean.


Regarding the primary objective (Table 1), the group mean score was 5 percentage points better with P5 tones than with H3 tones (p = 0.02) for discrimination and 6 percentage points better for ranking (p = 0.002). For both procedures, the individual subject comparisons only reached significance for one subject (S1). Given that most scores at the larger intervals were near ceiling for both P5 and H3 tones, these mean differences were mainly due to instances such as S3, S4, and S5 scoring 100% for ranking GA for P5 tones, but substantially lower for H3 tones.

Regarding the secondary objective (Table 1), the group mean score was 6.5 percentage points lower with H4 tones than with H3 tones (p = 0.01) for discrimination and 12.7 percentage points lower for ranking (p < 0.001). Subjects S4 and S6 showed significant differences for discrimination, and subjects S3, S4, and S6 for ranking. The larger difference for ranking (compared to discrimination) was driven by the occurrence of pitch reversals for the H4 tones (Figure 6), i.e., scores significantly worse than chance (50%). Pitch reversals are listed in Table 2 and did not occur for the other tone types.


TABLE 2. Pitch ranking reversal scores, and corresponding discrimination scores.

[image: Table 2]Because discrimination was a four-alternative forced-choice (4AFC) task, whereas ranking was a 2AFC task, the percent-correct scores for the two procedures should not be directly compared. Instead, the percent-correct scores were converted to d’ sensitivity, and a repeated-measures (within subject) ANOVA was performed with factors of procedure (discrimination and ranking), tone type, and note pair (Table 3). There were significant main effects of procedure (p = 0.04), tone type (p = 0.008), and note pair (p = 0.0001). All the interactions of these factors were also significant (p < 0.05).


TABLE 3. Results of ANOVA analyses of d’ sensitivity (excluding subject S2).

[image: Table 3]According to the Friedman test, discrimination scores for the three tone types were not significantly different (p = 0.20). The Friedman test showed that ranking scores for the three tone types were significantly different (p = 0.017), and pairwise comparisons showed P5 significantly better than H4 (Figure 8).



Modified Melodies

All of the subjects confirmed that they were familiar with the two melodies from earlier in their life when they had better hearing, but often remarked that neither of the two alternatives in a trial sounded as they remembered the specified melody. Subjects were asked informally to identify the instruments that had played the melodies, and their responses are shown in Table 4. Subjects generally reported that the different tone types sounded like different instruments. Given that the tones were not intended to mimic any specific instrument, there was no “correct” answer, but many responses were common to several subjects, and the responses were generally consistent with the octave range. Interestingly, the most common response for P5 tones was a flute, which has relatively weak higher harmonics compared to other instruments (Schubert and Wolfe, 2006). Almost all responses were wind instruments, most likely due to the temporal envelope of each note, which had a gradual (50 ms) attack and release.


TABLE 4. Subjects’ responses when asked to identify the instrument that played the melodies in the modified melodies procedures.

[image: Table 4]Subjects completed two blocks of trials for each condition; except that only one block was performed by S3 for H4 backward melodies and by S4 for H3 warped melodies. Figure 7 shows the percent-correct discrimination scores, for backward and warped melodies, for the three tone types. Scores for subject S2 are shown, but were excluded from the group mean and the statistical analysis. Because of the adaptive rule, there were many missing scores for the more difficult warp factors. The missing scores were given an imputed value of 50% (chance level) for visualization purposes (including calculating the mean scores in Figure 7), but are marked with an “X.”


[image: image]

FIGURE 7. Percent-correct backward melodies scores and warped melodies scores for each subject, and the group mean scores. The format is similar to Figure 6. S2 was again excluded from the group mean. Missing scores for the more difficult warp factors are plotted as chance level (50%) but marked with an “X.”


A wider range of performance across subjects was exhibited than with discrimination or ranking, with subjects S1 and S2 rarely scoring above chance, while each remaining subject had some scores at or near ceiling. Scores were similar for backward and W10| 0.1, and the warped melodies scores decreased progressively as the warp factor approached 1.0. Scores for H3 and P5 tones were similar, with lower scores for H4 tones.

The binomial analysis for each subject utilized the backward scores and all the warp scores for that subject that were common to the pair of tone types under comparison. Regarding the primary objective, the group mean scores for P5 tones were 2 percentage points higher than with H3 tones, but the difference was not significant (Table 1). Subject S3 had significantly better scores with P5 tones, by 11.9 percentage points (p = 0.009).

Regarding the secondary objective, the group mean score was 19.6 percentage points lower with H4 tones than with H3 tones (p < 0.001) (Table 1). All subjects had lower scores with H4 tones, by very large and significant margins for S3, S4, and S5.

The ANOVA statistical analysis only included the scores for the backward and W10| 0.1 modifications, which had no missing data. A repeated-measures (within subject) ANOVA on d’ sensitivity was performed with factors of modification type (backward and W10| 0.1) and tone type (Table 3). There was a significant effect of tone type (p = 0.026), while the effect of modification type just missed significance (p = 0.063). According to the Friedman test, modified melodies scores for the three tone types were significantly different (p = 0.019), and pairwise comparisons showed that H4 was significantly worse than both H3 and P5 (Figure 8).
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FIGURE 8. Mean of score ranks (Friedman test) for discrimination, ranking, and modified melodies (backward and W10| 0.1) procedures, for the three tone types. S2 was excluded from the analysis. The dashed horizontal line indicates that if there was no difference between conditions, all would have a mean rank of 2 (mean of {1, 2, 3}). Pair-wise differences were examined with Tukey’s honestly significant difference criterion: two means differ significantly (p < 0.05) if their comparison intervals (“error bars”) do not overlap.




All Procedures

To allow an analysis across all procedures, the modified melodies backward and W10| 0.1 percent correct scores were averaged across subjects, and the discrimination and ranking percent correct scores were averaged across both subjects and note pairs. The d’ sensitivity scores calculated from these group mean percent-correct scores for each tone type and procedure are shown in Figure 9. The group means were lowest for H4 tones in all four procedures, and highest for P5 tones in three procedures (the exception being W10| 0.1, where P5 and H3 tones had almost equal group means). A two-way ANOVA on d’ (Table 3) revealed very significant effects of tone type (p = 0.002). Pair-wise comparisons showed that d’ was significantly lower for H4 tones than both H3 tones (p = 0.008) and P5 tones (p = 0.002), with H3 and P5 not differing significantly.
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FIGURE 9. Comparison of group mean d’ sensitivity scores for the three tone types across the four procedures. Subject S2 was excluded from the analysis.


The discrimination task yielded a higher d’ sensitivity than the other procedures for all three tone types. The previously mentioned two-way ANOVA on group mean d’ (Table 3) also revealed a significant effect of procedure (p = 0.01). Pair-wise comparisons showed that d’ was significantly greater for discrimination than for ranking (p = 0.045) and modified melodies backward (p = 0.008), while the comparison between discrimination and W10| 0.1 just missed significance (p = 0.07).



DISCUSSION


The Centroid Model for Place Cues

Laneau et al. (2004) modeled the place pitch of a CI stimulation pulse sequence by the centroid c, calculated as:
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where k is the channel number and a(k) is the amplitude of the corresponding filter envelope. However, this fails to consider the mapping from amplitude to stimulus current. In the ACE strategy, amplitude values that are below a base level are discarded and do not produce a stimulation pulse. These discarded low amplitudes cannot affect the perceived pitch, so they were excluded from the centroid calculation.

The ability to rank or discriminate two stimuli based on place pitch should depend on the difference between the two centroids. Figure 10 shows the centroids of the four notes (C, D, G, A), for the three tone types, together with the corresponding centroid differences for the six note pairs. Centroids are given in units of channel numbers, e.g., a centroid of 3.5 would mean that the stimulation pattern was centered midway between the third channel (E20) and the fourth channel (E19). The centroids of the four H3 notes were practically identical (just below channel 3, E20), and the centroid differences were negligible, consistent with our earlier claim that there were no place pitch cues for H3 tones.
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FIGURE 10. Upper panel: Spectral centroid for the four notes C, D, G, and A for each tone type. Lower panel: Spectral centroid difference for each note pair, for each tone type. In the abscissa labels, the note names are preceded by the corresponding interval in semitones.


The horizontal axis of Figure 10 (upper panel) is linear in semitones, with notes C, D, G, and A being located at 0, 2, 7, and 9 semitones, respectively. The centroids of the P5 notes were reasonably close to lying on a straight line, i.e., the centroid was approximately linearly related to the fundamental frequency. Referring to Figure 10 (lower panel), the centroid difference clearly increased with the interval size. If the relationship had been perfectly linear, then the centroid differences for the P5 note pairs CD and GA (both two-semitone intervals) would have been equal, as would those for CG and DA (seven semitones). Instead, the centroid difference for GA was larger than that for CD; and the centroid difference for DA was larger than that for CG. A Monte Carlo binomial analysis (including S2, because only place cues were involved) showed GA group mean scores 14.6 percentage points higher than CD scores for discrimination (p = 0.035), and 29.2 percentage points higher for ranking (p < 0.001). Thus, the centroid model correctly predicted that the P5 scores for GA would be higher than those for CD, despite both having a two-semitone interval. The centroid model also predicted that the P5 scores for DA would be higher than that for CG, but the differences were not significant because both were near ceiling.

The scores for H4 tones exhibited large variations both between subjects and also between note pairs for the same subject. Scores for the note pairs DG and DA were particularly inconsistent, with subject S5 scoring 100% for both in discrimination and ranking, while the remaining subjects each had instances of low scores. The erratic performance with H4 tones may have been caused by the transition from unresolved to resolved harmonics. Examining the H4 stimuli in Figures 1, 3, it appears that notes C4 and D4 provided primarily temporal cues to pitch, while notes G4 and A4 provided primarily place cues. With the six note pairs delivered in random order in one block of trials, it may have been difficult for subjects to switch attention between place and temporal cues, or confusing to compare a “temporal cue” note with a “place cue” note, such as in the pairs DG and DA.

Furthermore, the place cues for H4 tones were misleading in some cases. The spectral peak of D4 was on E17, while the peak of G4 was more apical, on E18 (Figures 1, 2). Consequently, the centroid of G4 was slightly lower than that of D4 (Figure 10). Thus, although the fundamental frequency increased by five semitones from D4 to G4, the place pitch apparently decreased. In the pair DA, both D4 and A4 had their spectral peak on E17, and had negligible difference in the spectral centroid, and so had much the same place pitch. Referring to Table 2, note pairs DG and DA produced significant pitch reversals for three subjects: S2, S3, and S4. Presumably these subjects were giving more weight to place cues than temporal cues in their ranking judgments. Pitch reversals by CI recipients have also been observed with more natural stimuli such as sung vowels (Sucher and McDermott, 2007; Swanson, 2008; Vandali and van Hoesel, 2012).



Comparison of Procedures

There are several factors that could contribute to discrimination scores being higher than ranking scores. The ranking task required the subject to order the stimuli along a perceptual scale from low to high, while in the discrimination task, the subject merely had to detect a difference between stimuli, without having to apply any ordering to them. Thus, it is possible that judging the direction of a pitch change was more difficult than detecting a difference in pitch, as has been reported with normal hearing listeners (Moore and Peters, 1992).

Although it was intended that the notes differed only in pitch, it is also possible that there were other unintended differences between the notes. Despite the stimuli having the same acoustic amplitude, it is possible that the loudness of the pulse sequences that were delivered varied between stimuli, as no loudness balancing of the stimuli was conducted. The 4AFC discrimination task has the inherent problem that the researcher cannot be sure that the subject is using pitch to distinguish the stimuli.

A final factor is the presence of pitch reversals. A subject experiencing a pitch reversal is consistently ranking the notes in the wrong order, but can clearly tell the notes apart, and so a high score on the discrimination task for that note pair would be expected. Referring to Table 2, three out of the five pitch reversals had corresponding discrimination scores significantly higher than chance. The decrement in performance of the H4 tones relative to the other tone types was smallest for the discrimination procedure. On balance, it is recommended that the 4AFC discrimination task used here should be avoided in future CI pitch studies, primarily because pitch reversals are not apparent.

The modified melodies test required subjects to decide which of two alternatives best matched their memory of a named familiar melody. Compared to discrimination or ranking, the modified melodies test is more cognitively demanding, so it is not surprising that its scores were lower. Both the contour and the exact interval sizes of familiar melodies are stored in long-term memory (Dowling and Fujitani, 1971). The backward modification required subjects to detect a mismatch in the contour between their memory and each presentation (e.g., a pitch step down instead of up), which in principle only required the ability to rank the pitch of consecutive notes. As might be expected, subjects S2, S3, and S4, who experienced a pitch ranking reversal for the five-semitone DG pair of H4 tones, scored at chance levels for all modified melody conditions with H4 tones.

The warp modification was designed to preserve the melodic contour and change the interval sizes. However, it could be argued that warp factors as extreme as W10| 0.1 did effectively change the contour, as many intervals were compressed into imperceptibly small steps, so that the warped melody was likely perceived to contain long sequences of repeated notes (Figure 4). Therefore, the important question of whether place cues alone can support judgments of musical interval size is best addressed by the scores on the more difficult warp factors. The best performing subjects provided evidence supporting this proposition, with scores on P5 tones significantly above chance by subject S3 for W2| 0.5 (22/32, p = 0.025), and by subject S4 for both W2| 0.5 (23/32, p = 0.01) and W1.3| 0.75 (22/32, p = 0.025).



Comparison With Previous CI Studies

In our previous study (Marimuthu et al., 2016), the same six subjects performed the procedures of ranking, backward modified melodies, and warped modified melodies as per the present study, but with different stimuli. Each note was a synthetic pulse sequence with a pulse rate equal to the fundamental frequency, so that only rate pitch cues were available. Four spatial stimulation patterns were used, denoted Apex (a single apical electrode), Mid (a single mid electrode), Dual (two electrodes, apical and mid), and Scan (eleven electrodes, from apical to mid). No significant differences were found between scores for the four spatial patterns for pulse rates in the range C3–C4, implying that the strength of the rate pitch percept was independent of electrode place, and of the number of electrodes.

Figure 11 compares the present results for H3 tones with the previous rate pitch results, averaged over the four spatial patterns. The fundamental frequencies of the H3 tones were the same as the pulse rates of the rate pitch stimuli (C3–C4), and the pattern of results was very similar, consistent with other studies that have compared amplitude modulation and pulse rate cues (McKay et al., 1994; Kong et al., 2009).


[image: image]

FIGURE 11. Percent-correct ranking and modified melodies scores for H3 tones, together with corresponding scores for rate-pitch stimuli from a previous study with the same subjects and procedures (Marimuthu et al., 2016). The format is the same as Figure 6. S2 was again excluded from the group mean.


Subject S2 had the lowest scores of any subject on the H3 tones, and the largest difference (10.5 percentage points) between the H3 and rate pitch mean scores. As mentioned previously, this was most likely because subject S2 used a 500 Hz channel stimulation rate, and so S2 was excluded from the subject mean in Figure 11, and from the following analysis. When converted to d’, a repeated-measures (within subject) ANOVA showed no significant effect of stimulus type (p = 0.087, Table 1). Thus, the performance with pulse sequences that were amplitude-modulated at F0 was similar to that with pulse sequences with the pulse rate equal to F0. The H3 tones provided temporal cues on nine electrodes, and consistent with Marimuthu et al. (2016), there was no apparent benefit over having temporal cues on a single electrode.

The present results can also be compared to those in another previous study that used the same P5 tones. Results for six CI recipients were reported in Swanson et al. (2009), and one additional subject was reported in Swanson (2008). An earlier version of the modified melodies test was utilized, which included only a single familiar melody (“Old MacDonald”). Four pitch modifications were tested: “Backward” (as in the present study) and “Exchange” altered the melodic contour; while the “Nudge” type preserved the contour, and changed an interval size by either two (“Nudge2”) or five (“Nudge5”) semitones. Scores significantly above chance were obtained by all seven subjects for Backward; by six subjects for Exchange, by four subjects for Nudge5; and by one subject for Nudge2. This is consistent with the results using P5 tones in the present study, where most subjects scored highly for backward, and a small subset of subjects were sensitive to interval size changes in the more difficult warp factors.



Implications for Cochlear Implant Music Perception

The present study investigated CI pitch perception using the recipients’ own sound processors, with audio signals presented via loudspeaker. This method provides a bridge between real-world listening conditions and psychophysics experiments that deliver synthetic pulse sequences via a research interface.

In Singh et al. (2009), CI recipients used their own sound processors to perform a closed-set melody identification task, with melodies comprised either pure tones or harmonic tones in three F0 ranges: low (104–262 Hz), middle (207–523 Hz), and high (414–1046 Hz). Their upper F0s were identical to that of the three F0 ranges of the present study, although their lower F0s were four semitones lower. In experiment 1, they found better scores with harmonic tones for the middle F0 range than the low F0 range, contrary to the present study, where H4 tones produced worse scores than H3 tones on all procedures. Their harmonic tones had spectral profiles extending up to 4 kHz, so that more higher harmonics would have been resolved, possibly providing more reliable place cues and explaining the difference in results. Alternatively, it may have been due to their recipients using a variety of implant devices and sound processing strategies. Regardless, it appears that tone parameters that would have little impact on pitch scores for normal hearing listeners can have a large impact for CI recipients.

In experiment 2 of Singh et al. (2009), pure tones in the high F0 range produced better scores than harmonic tones in any F0 range, which is consistent with the present study. Singh et al. (2009) labored under the misconception that pure tones would provide good temporal cues, but two of the four recipients in experiment 2 used the Nucleus 24 implant with the ACE strategy, for which the pure tones would have provided no temporal cues. Thus, Singh et al. (2009) inadvertently provided evidence that place cues can support melody identification. One lesson is that knowledge of the algorithms implemented on the sound processor is necessary if it is desired to manipulate or even understand the cues that will be available to a CI recipient.

For some subjects in the present study, performance with pulse rate cues was no worse at octave 4 than at octave 3 (Marimuthu et al., 2016). This suggests that their lower scores with H4 tones, compared to H3 tones, were due to the sound processor failing to provide adequate temporal cues (Figure 2), rather than the temporal cues exceeding the recipient’s upper limit for temporal pitch. This implies that pitch perception for the H4 tones would be improved by a sound coding strategy such as OPAL (Vandali and van Hoesel, 2011, 2012; Vandali et al., 2017, 2018), which enhances temporal cues by providing deeper amplitude modulation over a wider range of F0s.

Finally, it should be remembered that the melodies in the present study consisted of a single note at a time. Even under these ideal conditions, CI recipients’ perception of contour and interval size was worse than that of normal hearing listeners. Real-world music typically comprises multiple instruments playing together, with each instrument often playing chords comprising multiple simultaneous notes. Unsurprisingly, this additional complexity generally results in poor music perception (McDermott, 2004).



Comparison With Normal Hearing Performance

An informal comparison can be made with normal hearing performance. Frequency discrimination thresholds for pure tones (such as the P5 tones), expressed as a percentage of reference frequency, are less than 1% for listeners with normal hearing (Moore, 1997). F0 discrimination thresholds for harmonic tones with resolved harmonics (such as the H3 and H4 tones) are generally even better (Spiegel and Watson, 1984).

Assuming that an F0 discrimination threshold corresponds to a score of 75% correct on a 2AFC ranking task, then rough estimates of the mean thresholds for the CI recipients in the present study (excluding S2) were 12% (two semitones) for P5 tones, 19% (three semitones) for H3 tones, and 50% (seven semitones) for H4 tones, i.e., more than an order of magnitude worse than normal hearing. It can be inferred that the strength of the pitch perceived by the CI recipients in the present study was relatively weak.

It is informative to compare CI temporal pitch to the pitch of temporal cues alone in normal hearing. Houtsma and Smurzynski (1990) measured normal hearing F0 discrimination thresholds of 2.5–3% for tones containing only unresolved harmonics at F0 = 200 Hz. Kaernbach and Bering (2001) reported that F0 discrimination thresholds for high-pass filtered click trains containing only unresolved harmonics were as low as 1.2% at F0 = 100 Hz, but increased as the filter cutoff frequency increased. This was consistent with earlier results by Cullen and Long (1986), who reported F0 discrimination thresholds for high-pass filtered click trains at F0 = 100 Hz in the range 3–13% across four normal hearing listeners. The best CI recipient in the present study (S3) scored 75% correct for two-semitone intervals (12% F0 change) for H3 tones, which was just in the normal hearing performance range.



Implications for Models of Normal Hearing Pitch Perception

The relatively good performance on melody tasks using CI place cues is surprising for two reasons. The first reason is the disparities between the place cues in normal hearing and CIs. The frequencies assigned to the CI electrodes do not match the characteristic frequencies of a normal cochlea, and the intermediate place pitch cues depend on the details of sound processing, such as the amplitude roll-off of the filters. Nevertheless, it appears that some recipients can utilize the approximately linear relationship between fundamental frequency and spectral centroid (Figure 10) in the ACE strategy to make judgments of musical interval sizes.

The second reason is that obtaining a musical pitch sensation in the absence of temporal cues has no counterpart in normal hearing. Because neural phase locking is limited to about 5 kHz, pure tones above that frequency provide place cues without temporal cues, but they do not support melody perception (Attneave and Olson, 1971). A sound component that excites a distinct place in the apical to mid region of the cochlea is always accompanied by matching temporal cues: if it has a bandwidth narrow enough to only excite a localized region of the cochlea, then it must resemble a sinusoid, and so the neural firing times will provide a pitch cue.

The goal of a pitch perception model is to predict the pitch that a listener would perceive in response to a given sound. An important aspect to be modeled is the strength of the pitch percepts, which can be quantified by scores on pitch tests. Historically, models of pitch perception have been challenged and refined by applying esoteric sounds that do not commonly occur in the natural environment. Models that use only place cues cannot explain the pitch of a tone containing only unresolved harmonics (Moore and Rosen, 1979), or of amplitude-modulated noise (Burns and Viemeister, 1981). This can only be explained by models that analyze neural firing times (Moore, 1997). Licklider (1951) proposed that an autocorrelation analysis is performed on the neural spike trains at each cochlear place. Meddis and Hewitt (1991) implemented a computer model that summed neural autocorrelation functions across cochlear place, demonstrating accurate predictions of pitch and pitch strength for a wide variety of sounds. Cariani and Delgutte (1996) measured neural firing times in cat auditory nerves, and found that the distributions of inter-spike intervals were consistent with these models.

One issue for autocorrelation models is the absence of physiological evidence for a calibrated neural delay line of up to 30 ms at each cochlear place. Loeb et al. (1983) proposed a spatial cross-correlation model, employing the basilar membrane traveling wave delay instead of a neural delay line. The basilar membrane response to a resolved harmonic shows a large phase shift in the vicinity of the peak. Thus, comparing neural firing times across nearby places in the cochlea yields similar behavior to an autocorrelation model (Shamma, 1985; Carney et al., 2002). Shamma and Klein (2000) showed that such a model can produce a strong response to resolved harmonics, and a weaker response to unresolved harmonics.

To summarize, the most successful pitch models assign a crucial role to neural firing times. Moore and Carlyon (2005) wrote that “a demonstration that pitch can be conveyed purely by place-of-excitation cues would disprove models which propose that timing cues are essential for pitch perception.” It is acknowledged that CI place pitch and CI temporal pitch are extremely impoverished compared to the strong pitch produced by resolved harmonics in normal hearing. However, the pitch of CI temporal cues resembles the pitch of unresolved harmonics in normal hearing, and although weak, both support judgments of the size of musical intervals, and the recognition of melodies, and both are widely accepted to be true musical pitch (Moore and Carlyon, 2005). The present study suggests that CI place cues provide pitch of similar strength to CI temporal cues, and support similar levels of melody recognition. Hence, the present results imply that a truly comprehensive pitch model should not only produce a weak pitch percept for temporal cues in the absence of place cues, it should also produce a weak pitch percept for place cues in the absence of temporal cues.

An alternative explanation is that the recipients in this study perceived the CI place cues as brightness, consistent with the spectral centroid model of brightness in normal hearing, but that they could utilize brightness to score well on the modified melodies test. McDermott et al. (2008) reported a set of experiments showing that normal hearing listeners were able to recognize patterns in brightness (and loudness). In each trial, subjects heard a randomly-generated five-note sequence, followed by a transposed sequence, and were asked whether the contours of the two sequences were the same or different. The notes in a sequence varied in either pitch, brightness, or loudness. Subjects performed best when both sequences were pitch sequences, but scores were still well above chance when both were brightness sequences, or when the two sequences were of different types (e.g., a pitch sequence compared to a brightness sequence). In the final experiment, subjects were presented with familiar “melodies” played as either pitch, brightness, or loudness sequences, and asked to name them. Performance with brightness and loudness sequences was well above chance, and was similar to performance with pitch sequences where all the intervals had been stretched by a factor of two. The backward melodies in the present study had an incorrect contour, so it is possible that subjects could utilize brightness cues to identify them.

In a later study (McDermott et al., 2010), subjects were presented with two pairs of notes differing in either pitch, brightness, or loudness, and asked which of the two intervals was wider. Subjects were able to make judgments of interval sizes for brightness (and loudness), although the thresholds for brightness interval size, measured in semitones, were twice as large as thresholds for pitch interval size (i.e., subjects were less accurate for brightness than pitch). However, the experiments in McDermott et al. (2010) did not provide a musical context for the intervals. The warped melodies in the present study had incorrect interval sizes, but merely being able to judge which of two isolated intervals was larger would not be sufficient to score well; subjects had to decide which melody had the musically-correct intervals. In summary, it is not clear whether brightness cues could explain the scores of the CI recipients in the present study; evaluating normal hearing listeners on the modified melodies test with brightness sequences may help to resolve the issue.

McDermott et al. (2008) did not provide much in the way of subjective reports. Although subjects could recognize that a particular loudness sequence had the same up-and-down pattern as the pitch changes in a familiar melody, this could simply reflect general pattern-matching cognitive abilities, and it seems unlikely that anyone would claim that they could “hear a melody” in a pattern of loudness changes (Moore and Rosen, 1979). Because brightness scores were similar to loudness scores in McDermott et al. (2008), the same may be true of brightness contours. Ultimately, we must rely on the CI recipients to tell us whether they could hear a melody in the P5 tone sequences. Based on their subjective reports (Table 4), it seems that they did. Subjects readily described the P5 melodies as being played by wind instruments, just as they did with the H3 and H4 melodies; indeed, the labels of oboe and clarinet were applied to all three tone types. There was no indication that the P5 tones provided a different type of perceptual experience to the H3 tones.



CONCLUSION

Cochlear implant pitch perception was measured using discrimination, ranking, and the modified melodies test. Group mean scores for H4 tones were significantly poorer than H3 tones, most likely because of inadequate temporal cues and misleading place cues. Some subjects experienced pitch reversals with H4 tones, eliminating any ability to perceive melodies. Group mean scores for P5 tones (place cues alone) were at least as high as those for H3 tones (temporal cues alone). The scores with P5 tones were qualitatively consistent with a centroid model of place pitch perception. Despite the similarity to the centroid model for brightness in normal hearing, the results suggest that CI place cues can provide a sense of musical pitch, albeit much weaker than that provided by pure tones in normal hearing.



DATA AVAILABILITY STATEMENT

The datasets generated for this study are available on request to the corresponding author.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Macquarie University and Sydney South West Area Health Service Human Research Ethics Committees. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

All authors contributed to the conception and design of the study. BS wrote the experimental software and the first draft of the manuscript. VM tested the subjects. BS and VM performed the statistical analysis, contributed to manuscript revision, and read and approved the submitted version.



FUNDING

The study was funded by Macquarie University and Cochlear Ltd. VM acknowledges the financial support of the HEARing CRC. The Cooperative Research Centers (CRC) Program is an Australian Government initiative.


ACKNOWLEDGMENTS

We wish to thank the cochlear implant recipients for their contribution and PC for his detailed review.


REFERENCES

Attneave, F., and Olson, R. K. (1971). Pitch as a medium: a new approach to psychophysical scaling. Am. J. Psychol. 84, 147–166.

Burns, E. M., and Viemeister, N. F. (1981). Played-again SAM: further observations on the pitch of amplitude-modulated noise. J. Acoust. Soc. Am. 70, 1655–1660. doi: 10.1121/1.387220

Cariani, P. A., and Delgutte, B. (1996). Neural correlates of the pitch of complex tones. I. Pitch and pitch salience. J. Neurophysiol. 76, 1698–1716. doi: 10.1152/jn.1996.76.3.1698

Carney, L., Heinz, M., Evilsizer, M., Gilkey, R., and Colburn, H. (2002). Auditory phase opponency: a temporal model for masked detection at low frequencies. Acta Acust. United Acust. 88, 334–347.

Cullen, J. K. Jr., and Long, G. R. (1986). Rate discrimination of high-pass-filtered pulse trains. J. Acoust. Soc. Am. 79, 114–119. doi: 10.1121/1.393762

Dowling, W. J., and Fujitani, D. S. (1971). Contour, interval, and pitch recognition in memory for melodies. J. Acoust. Soc. Am. 49, 524–531. doi: 10.1121/1.1912382

Eddington, D. K., Dobelle, W. H., Brackmann, D. E., Mladejovsky, M. G., and Parkin, J. (1978). Place and periodicity pitch by stimulation of multiple scala tympani electrodes in deaf volunteeers. ASAIO J. 24, 1–5.

Harris, F. J. (1978). On the use of windows for harmonic analysis with the discrete Fourier transform. Proc. IEEE 66, 51–83. doi: 10.1109/proc.1978.10837

Harris, F. J. (1982). The discrete fourier transform applied to time domain signal processing. IEEE Commun. Mag. 20, 13–22. doi: 10.1109/MCOM.1982.1091013

Houtsma, A. J. M., and Smurzynski, J. (1990). Pitch identification and discrimination for complex tones with many harmonics. J. Acoust. Soc. Am. 87, 304–310. doi: 10.1121/1.399297

Kaernbach, C., and Bering, C. (2001). Exploring the temporal mechanism involved in the pitch of unresolved harmonics. J. Acoust. Soc. Am. 110, 1039–1048. doi: 10.1121/1.1381535

Kong, Y.-Y., Deeks, J. M., Axon, P. R., and Carlyon, R. P. (2009). Limits of temporal pitch in cochlear implants. J. Acoust. Soc. Am. 125, 1649–1657. doi: 10.1121/1.3068457

Laneau, J., Wouters, J., and Moonen, M. (2004). Relative contributions of temporal and place pitch cues to fundamental frequency discrimination in cochlear implantees. J. Acoust. Soc. Am. 116, 3606–3619. doi: 10.1121/1.1823311

Licklider, J. C. R. (1951). A duplex theory of pitch perception. Experientia 7, 128–134. doi: 10.1007/bf02156143

Loeb, G. E., White, M. W., and Merzenich, M. M. (1983). Spatial cross-correlation. Biol. Cybern. 47, 149–163.

Macmillan, N. A., and Creelman, C. D. (2004). Detection Theory: A User’s Guide. London: Psychology Press.

Marimuthu, V., Swanson, B. A., and Mannell, R. (2016). Cochlear implant rate pitch and melody perception as a function of place and number of electrodes. Trends Hear. 20:2331216516643085. doi: 10.1177/2331216516643085

McDermott, H. J. (2004). Music perception with cochlear implants: a review. Trends Amplif. 8, 49–82. doi: 10.1177/108471380400800203

McDermott, H. J., and McKay, C. M. (1994). Pitch ranking with nonsimultaneous dual-electrode electrical stimulation of the cochlea. J. Acoust. Soc. Am. 96, 155–162. doi: 10.1121/1.410475

McDermott, H. J., and McKay, C. M. (1997). Musical pitch perception with electrical stimulation of the cochlea. J. Acoust. Soc. Am. 101, 1622–1631. doi: 10.1121/1.418177

McDermott, J. H., Keebler, M. V., Micheyl, C., and Oxenham, A. J. (2010). Musical intervals and relative pitch: frequency resolution, not interval resolution, is special. J. Acoust. Soc. Am. 128, 1943–1951. doi: 10.1121/1.3478785

McDermott, J. H., Lehr, A. J., and Oxenham, A. J. (2008). Is relative pitch specific to pitch? Psychol. Sci. 19, 1263–1271. doi: 10.1111/j.1467-9280.2008.02235.x

McKay, C. M., McDermott, H. J., and Carlyon, R. P. (2000). Place and temporal cues in pitch perception: are they truly independent? Acoust. Res. Lett. Online 1, 25–30. doi: 10.1121/1.1318742

McKay, C. M., McDermott, H. J., and Clark, G. M. (1994). Pitch percepts associated with amplitude-modulated current pulse trains in cochlear implantees. J. Acoust. Soc. Am. 96, 2664–2673. doi: 10.1121/1.411377

Meddis, R., and Hewitt, M. J. (1991). Virtual pitch and phase sensitivity of a computer model of the auditory periphery. I: pitch identification. J. Acoust. Soc. Am. 89, 2866–2882. doi: 10.1121/1.400725

Moore, B. C. J. (1997). An Introduction To The Psychology Of Hearing, 3rd Edn. London: Academic Press.

Moore, B. C. J., and Carlyon, R. P. (2005). “Perception of pitch by people with cochlear hearing loss and by cochlear implant users,” in Pitch: Neural Coding and Perception Springer Handbook of Auditory Research, eds C. J. Plack, A. J. Oxenham, R. R. Fay, and A. N. Popper, (New York: Springer), 234–277. doi: 10.1007/0-387-28958-5_7

Moore, B. C. J., and Peters, R. W. (1992). Pitch discrimination and phase sensitivity in young and elderly subjects and its relationship to frequency selectivity. J. Acoust. Soc. Am. 91, 2881–2893. doi: 10.1121/1.402925

Moore, B. C. J., and Rosen, S. M. (1979). Tune recognition with reduced pitch and interval information. Q. J. Exp. Psychol. 31, 229–249.

Nelson, D. A., Van Tasell, D. J., Schroder, A. C., Soli, S., and Levine, S. (1995). Electrode ranking of “place pitch” and speech recognition in electrical hearing. J. Acoust. Soc. Am. 98, 1987–1999. doi: 10.1121/1.413317

Oxenham, A. J. (2013). Revisiting place and temporal theories of pitch. Acoust. Sci. Technol. Ed. Acoust. Soc. JPN 34, 388–396. doi: 10.1250/ast.34.388

Pijl, S. (1997). Labeling of musical interval size by cochlear implant patients and normally hearing subjects. Ear Hear. 18, 364–372. doi: 10.1097/00003446-199710000-00002

Pijl, S., and Schwarz, D. W. F. (1995a). Intonation of musical intervals by deaf subjects stimulated with single bipolar cochlear implant electrodes. Hear. Res. 89, 203–211. doi: 10.1016/0378-5955(95)00138-139

Pijl, S., and Schwarz, D. W. F. (1995b). Melody recognition and musical interval perception by deaf subjects stimulated with electrical pulse trains through single cochlear implant electrodes. J. Acoust. Soc. Am. 98, 886–895. doi: 10.1121/1.413514

Plack, C. J., and Oxenham, A. J. (2005). “The psychophysics of pitch,” in Pitch: Neural Coding and Perception Springer Handbook of Auditory Research, eds C. J. Plack, A. J. Oxenham, R. R. Fay, and A. N. Popper, (New York: Springer), 1–6.

Plomp, R. (1976). Aspects of Tone Sensation. London: Academic Press.

Schubert, E., and Wolfe, J. (2006). Does timbral brightness scale with frequency and spectral centroid? Acta Acust. United Acust. 92, 820–825.

Shamma, S., and Klein, D. (2000). The case of the missing pitch templates: How harmonic templates emerge in the early auditory system. J. Acoust. Soc. Am. 107, 2631–2644. doi: 10.1121/1.428649

Shamma, S. A. (1985). Speech processing in the auditory system II: lateral inhibition and the central processing of speech evoked activity in the auditory nerve. J. Acoust. Soc. Am. 78, 1622–1632. doi: 10.1121/1.392800

Simon, J. L. (1997). Resampling: The New Statistics. Available at: http://www.resample.com/content/text (accessed November 13, 2019).

Singh, S., Kong, Y.-Y., and Zeng, F.-G. (2009). Cochlear implant melody recognition as a function of melody frequency range, harmonicity, and number of electrodes. Ear Hear. 30, 160–168. doi: 10.1097/AUD.0b013e31819342b9

Spiegel, M. F., and Watson, C. S. (1984). Performance on frequency-discrimination tasks by musicians and nonmusicians. J. Acoust. Soc. Am. 76, 1690–1695. doi: 10.1371/journal.pone.0187881

Sucher, C. M., and McDermott, H. J. (2007). Pitch ranking of complex tones by normally hearing subjects and cochlear implant users. Hear. Res. 230, 80–87. doi: 10.1016/j.heares.2007.05.002

Swanson, B. A. (2008). Pitch Perception With Cochlear Implants. Ph.D. thesis, University of Melbourne, Parkville, MO. Available at: http://hdl.handle.net/11343/39587 (accessed November 13, 2019).

Swanson, B. A., Dawson, P., and McDermott, H. (2009). investigating cochlear implant place-pitch perception with the modified melodies test. Cochlear Implants Int. 10, 100–104. doi: 10.1179/cim.2009.10.Supplement-1.100

Swanson, B. A., Van Baelen, E., Janssens, M., Goorevich, M., Nygard, T., and Van Herck, K. (2007). “Cochlear implant signal processing ICs,” in Proceedings of the IEEE 2007 Custom Integrated Circuits Conference, (San Jose: IEEE), 437–442.

Tong, Y. C., Blamey, P. J., Dowell, R. C., and Clark, G. M. (1983). Psychophysical studies evaluating the feasibility of a speech processing strategy for a multiple-channel cochlear implant. J. Acoust. Soc. Am. 74, 73–80. doi: 10.1121/1.389620

Vandali, A., Dawson, P., Au, A., Yu, Y., Brown, M., Goorevich, M., et al. (2018). Evaluation of the optimized pitch and language strategy in cochlear implant recipients. Ear Hear. 40, 555–567. doi: 10.1097/AUD.0000000000000627

Vandali, A. E., Dawson, P. W., and Arora, K. (2017). Results using the OPAL strategy in mandarin speaking cochlear implant recipients. Int. J. Audiol. 56, S74–S85. doi: 10.1080/14992027.2016.1190872

Vandali, A. E., Sly, D., Cowan, R., and van Hoesel, R. J. M. (2013). Pitch and loudness matching of unmodulated and modulated stimuli in cochlear implantees. Hear. Res. 302, 32–49. doi: 10.1016/j.heares.2013.05.004

Vandali, A. E., and van Hoesel, R. J. M. (2011). Development of a temporal fundamental frequency coding strategy for cochlear implants. J. Acoust. Soc. Am. 129, 4023–4036. doi: 10.1121/1.3573988

Vandali, A. E., and van Hoesel, R. J. M. (2012). Enhancement of temporal cues to pitch in cochlear implants: Effects on pitch ranking. J. Acoust. Soc. Am. 132, 392–402. doi: 10.1121/1.4718452

Vandali, A. E., Whitford, L. A., Plant, K. L., and Clark, G. M. (2000). Speech perception as a function of electrical stimulation rate: using the Nucleus 24 cochlear implant system. Ear Hear. 21, 608–624. doi: 10.1097/00003446-200012000-00008

Conflict of Interest: BS is an employee and shareholder of Cochlear Ltd., manufacturer of the Nucleus® cochlear implant system. VM was previously a part-time employee of Cochlear Ltd.

The remaining author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2019 Swanson, Marimuthu and Mannell. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	COMMUNITY CASE STUDY
published: 24 December 2019
doi: 10.3389/fnins.2019.01368





[image: image]

Practices and Attitudes That Enhance Music Engagement of Adult Cochlear Implant Users

Kate Gfeller1,2,3*, Ruth MacMullen Mallalieu4, Aleksander Mansouri5, Gaelen McCormick6, Renee Blue O’Connell7, Jake Spinowitz8 and Bettina Gellinek Turner9

1School of Music, College of Liberal Arts and Sciences, University of Iowa, Iowa City, IA, United States

2Department of Communication Sciences and Disorders, College of Liberal Arts and Sciences, University of Iowa, Iowa City, IA, United States

3Iowa Cochlear Implant Clinical Research Center, Department of Otolaryngology–Head and Neck Surgery, Carver College of Medicine, University of Iowa, Iowa City, IA, United States

4University Library, The University of Sheffield, Sheffield, United Kingdom

5Independent Scholar, Brighton, MA, United States

6Eastman School of Music, University of Rochester, Rochester, NY, United States

7Independent Scholar, Charlottesville, VA, United States

8Independent Scholar, San Francisco, CA, United States

9Independent Scholar, Newburyport, MA, United States

Edited by:
Alexandre Lehmann, McGill University, Canada

Reviewed by:
Christina D. Fuller, University Medical Center Groningen, Netherlands
Isabelle Boisvert, The University of Sydney, Australia

*Correspondence: Kate Gfeller, kay-gfeller@uiowa.edu

Specialty section: This article was submitted to Auditory Cognitive Neuroscience, a section of the journal Frontiers in Neuroscience

Received: 06 May 2019
Accepted: 04 December 2019
Published: 24 December 2019

Citation: Gfeller K, MacMullen Mallalieu R, Mansouri A, McCormick G, O’Connell RB, Spinowitz J and Gellinek Turner B (2019) Practices and Attitudes That Enhance Music Engagement of Adult Cochlear Implant Users. Front. Neurosci. 13:1368. doi: 10.3389/fnins.2019.01368

Background: Cochlear implants (CIs) are auditory prostheses designed to support spoken communication in persons with severe to profound hearing loss. Many post-lingually deaf adult CI users achieve good speech recognition in quiet; unfortunately, CI technology conveys a degraded representation of pitch and timbre, essential components of music. Not surprisingly, most CI users achieve significantly poorer perception and enjoyment of music compared with normal hearing listeners. Anecdotal evidence indicates that this impacts music engagement, particularly singing and playing instruments requiring ongoing tuning to external pitches or producing intervallic ratios. Interestingly, a small cohort of adult CI users has shown remarkable success in recovering or developing musical skills, but their success is poorly understood. Greater understanding of their efforts and attitudes may suggest potential rehabilitative approaches for other CI users.

Purpose: This article documented personal characteristics and experiences perceived to contribute to high level musicianship. Research questions included: (1) What forms of practice/experience have most contributed to (re)establishing satisfying music making? (2) What situations or musical tasks are most frustrating or challenging? (3) What attitudes, motivational factors, or forms of support help CI users persist in working toward improved music engagement?

Methods: Qualitative and patient–engaged research methodologies were used. Our study involved a unique collaboration of six CI users engaged in high levels of musicianship and a researcher whose scholarship focuses on music and CIs. The CI recipients conveyed their experiences and attitudes regarding music and CIs through open-ended narratives. These narratives were analyzed using an integrative approach of inductive and deductive coding methods. The codes and themes that emerged through inductive methods were then organized within the Dynamic Problem Solving Model for Management of Music Listening Environments (Gfeller et al., 2019a).

Outcomes: This paper provides reflections of six CI users who successfully engage in active music making, including on-going tuning to external pitches and ensemble participation. Their perspectives emphasize the importance of pre-CI music instruction, extensive practice and immersion in music listening and playing, persistence and self-efficacy, and problem solving skills that optimize music engagement, and suggest possible strategies useful to other CI users interested in improving music experiences.

Keywords: cochlear implants, musicians, patient-engaged research, problem solving, music training, self-efficacy


INTRODUCTION

Cochlear implants (CIs) are auditory prostheses designed primarily to support persons with severe to profound hearing loss in spoken communication. Many post-lingually deaf adult CI recipients achieve good speech recognition in quiet (Looi et al., 2012). Unfortunately, most CI users achieve significantly poorer music perception and enjoyment than they possessed before hearing loss (Drennan et al., 2015), though there is considerable variability among CI users for music perception and engagement. Music perception typically does not improve significantly as a result of mere CI experience over time (for reviews, see Looi et al., 2012; Limb and Roy, 2014), though adult CI users may improve perception and enjoyment of some aspects of music as a result of focused listening and training programs (Gfeller et al., 2001; Fu and Galvin, 2007; Looi et al., 2012). Unfortunately, training programs designed for adult CI users are not readily available outside of selective research protocols (Gfeller et al., 2019a).

Most research on music and CIs focuses on enhanced perception and appreciation as measured in controlled laboratory environments, not production (for reviews, see Looi et al., 2012; Limb and Roy, 2014). A few pediatric studies indicate that some pediatric CI users do enjoy music making (e.g., Rocca, 2012; Gfeller et al., 2019b), but singing or playing in tune to an external pitch is problematic (Xu et al., 2009; Gfeller et al., 2012). These data are interesting, but cannot be generalized to adults whose auditory experiences included many years of normal hearing. The phenomenon of adult CI users who play music has received very limited attention to date within the CI literature.

While active music making may be thought of as a pleasant avocation, music making also has implications for (re)habilitation. Studies with normal hearing individuals document experience-based plasticity associated with longer-term music making (e.g., Kraus and Chandrasekaran, 2010; Herholz and Zatorre, 2012; Moreno and Bidelman, 2014; Patel, 2014). Music making involves several sensory systems (e.g., auditory, visual, tactile), the motor system, and makes demands on a variety of cognitive processes. Multimodal interactions that occur in longer-term instrumental playing can lead to stronger plastic changes in auditory processing than training in the auditory modality alone (Herholz and Zatorre, 2012). Music making is also associated with the reward system through direct feedback, pleasurable sounds, and social rewards in group music making (Herholz and Zatorre, 2012: Patel, 2014).

Due to reduced activation of regions that process spectrally complex sounds, the impact of music playing on experience-based plasticity likely differs from that of normal hearing adults (Strelnikov et al., 2015). More studies are needed to understand compensatory strategies used by the brain to decipher distorted input concerning music (Strelnikov et al., 2015). The phenomenon of music making among CI users is a topic currently under-represented in the literature and poorly understood. Factors such as residual hearing and the integration of non-auditory systems in experience-based plasticity may play an important role in music making. With regard to reward systems, despite the degraded signal, some adult CI users do find some forms of music enjoyable, and actively choose to listen to music (Looi et al., 2012; Gfeller et al., 2019a).

In addition to limited research on music making, the point of view of adult CI users, themselves, is greatly under-represented (Plant, 2015). CI recipients have typically been tested for perceptual accuracy or queried about music enjoyment through closed-ended items driven by researcher interests. Researcher-driven studies contribute extensively to our understanding of CIs and music, and research and development toward enhanced device technology remains an important goal for the CI field. Expanding our inquiries to explore the priorities and experiences of CI recipients, themselves, could shed new light on strategies for optimizing music, despite the current technology imperfect for conveying music (Limb and Roy, 2014). One possible approach is patient-engaged research.

A growing trend, patient-engaged (a.k.a. patient-centered) research, acknowledges that patients possess extensive knowledge and important insights into their own conditions as a result of lived experiences (Clancy and Collins, 2010). By ignoring the patient perspective, we lose a valuable source of information. Patient-engaged research calls for the involvement of patients at every stage in research planning, facilitation, and dissemination, though the extent of patient input varies dramatically from one study to the next (Bardes, 2012).

Qualitative research approaches are also considered effective in emphasizing patients’ perspectives, exploring under-researched topics, and examining questions involving experiences in everyday life. This compliments research questions better suited toward controlled experiments (Bradley et al., 2007; Creswell, 2014; Mather et al., 2017).

A variety of approaches are acceptable in qualitative research (Creswell, 2014). In general qualitative research examines broad questions rather than a priori hypotheses through words rather than numbers. Analyses may include a combination of inductive and deductive methods. This involves line-by-line coding of meaningful units of text by one or more coders followed by more deductive processes in which the emerging codes are organized in relation to existing theories or models (Bradley et al., 2007). In qualitative research, large amounts of textual data are gathered, thus not all information can be included. Therefore, researchers aggregate data into a small number of themes (Savenye and Robinson, 1996; Creswell, 2014), which are reported in narratives, often within an organizing model, and with liberal reporting of the participants’ own words (Bradley et al., 2007; Creswell, 2014).

The current study used qualitative and patient-engaged research methodologies to examine the phenomenon of adult CI recipients and music making. Rather than reporting on musical experiences of a broad cohort of “typical” adult CI users, it conveys the experiences of a select subsample of CI users who have achieved remarkable levels of musicianship. At present, high levels of music making by CI users is both rare and poorly understood. To better understand this phenomenon, the following research questions were examined:


(1) What forms of practice/experience have most contributed to (re)establishing satisfying music making?

(2) What sorts of situations or types of musical tasks are the most frustrating or challenging?

(3) What attitudes, motivational factors, or forms of support help CI users persist in working toward improved music engagement?



The life experiences of this group may offer insights regarding factors that contribute to extraordinary CI benefit.



MATERIALS AND METHODS


Approach

The overall approaches were qualitative and patient-engaged research methodology. The CI users were involved in the study conceptualization, selection of research questions, methodological choices, contribution of data, review of the analyses, and preparation of the manuscript.



Participant-Co-authors

The conceptualization of this paper evolved as a result of discussions at a symposium, The 2nd Music & Cochlear Implants Symposium, August 20–21, 2018, Montreal. The six musicians with CIs who collaborated on this paper discussed their musical experiences as part of a panel. These musicians were initially identified by the symposium organizing committee as possessing extraordinary musical skills. These skills were demonstrated at the symposium through videos or live performances, including improvization in a jazz ensemble. Their skill set includes singing or playing in tune on instruments (see Table 1) that do not have fixed pitches, which requires on-going tuning in solos and ensembles.


TABLE 1. Hearing profiles.

[image: Table 1]Consistent with qualitative methodology and case studies, this was a purposive sampling of individuals who possess characteristics relevant to the questions at hand. These individuals present a small “community” of shared life experiences: CI users who share a deep passion for music, whose daily lives involve many hours of engagement in music listening and playing, characteristics rare among CI users (Looi et al., 2012; Drennan et al., 2015).

Table 1 indicates a mix of professional musicians and musical avocation that requires considerable proficiency with tuning and production of pitch patterns well beyond the typical range of perceptual capabilities reported in the CI literature (for reviews, see Looi et al., 2012; Limb and Roy, 2014). Hearing history and musical background of the CI users appears in Table 1. As a group, they represent 182 years of musical training and production, and 52 years and 10 months of cochlear implant use.



Development of the Research Questions and Interview Items

Qualitative research utilizes broad questions which are oriented toward participant perspectives (Creswell, 2014). The three overarching research questions addressed in this study were selected by the 6 CI co-authors as priorities for exploration. The first author presented the group five possible broad questions based upon her 30 years of experience in the field, and also requested that the CI users propose additional questions for consideration. The CI users independently ranked the pool of questions by priority and the group’s three top ranking questions were chosen; no additional research questions were suggested.

Consistent with qualitative methodology, the experiences of these CI users were gathered through open-ended inquiries, which tend to yield more detailed and personal perspectives than is typically yielded by quantitative studies using closed-ended items (Creswell, 2014). The co-authors, who live in 7 different locals, including 2 countries discussed via e-mail a protocol for gathering individual narratives followed by an interactive on-line focus group. The collaborators chose the first author to coordinate the research process, collect their narratives, to analyze the data, and to serve as “narrator” or primary writer of the study.



Data Collection

Following a review, the IRB committee of The University of Iowa waived the need for ethics committee approval of this study. However, in the spirit of fully informed consent, each CI recipient was also sent a formal invitation via e-mail to participate in the online questionnaire; the decision to complete the questionnaire constituted formal consent. Because the identity of the CI recipients is revealed in their capacity as co-authors, each co-author also signed and sent the first author a document indicating the desire to be listed as a co-author.

After formal consent was obtained from each CI user, the first author e-mailed each co-author the three research questions and instructions for completing the questions as a word document. On-line inquires rather than in-person focus groups were used because the group members lived in distant locations and because written responses also reduced the possibility of errors in transcribing oral accounts (Tates et al., 2009; Creswell, 2014). Responses were completed independently and each word document was returned to the first author for consolidation into a master document with the responses from all 6 participants; individual responses were identified by alphabetical letters. In a second round of data collection, each CI user independently reviewed the consolidated document and commented on all responses with corrections or additional thoughts. This process commonly used in qualitative research, called member checking, allowed for verification and validation of data accuracy, and facilitated a more interactive component to data collection. The first author entered responses for the first and second rounds into a master word document for subsequent coding. All responses were downloaded into a password-protected database for analysis.



DATA ANALYSIS

The analysis involved an iterative and integrative approach, utilizing a combination of inductive and deductive coding (Bradley et al., 2007). The interview data were first read carefully multiple times by the first author to get a general sense of the data. Each participant’s responses were analyzed independent of the three research questions because responses can apply to multiple questions. A line-by-line analysis was completed in which units of meaning (words, phrases, and sentences) were tagged or represented with an identifying code. The initial codes emerged inductively into like categories, with a total of 329 codes assigned to the narratives from the first two rounds of coding. Some sentences or paragraphs were assigned more than one code. Therefore, the percentage of codes that fit into categories exceeded 100%.

After the initial inductive coding, the codes were then grouped into more abstract, high level categories referred to as themes (Tates et al., 2009). Magnitude coding (frequency of codes), which can help determine the most prominent themes (Saldaña, 2013), was also used (see Tables 2–4).


TABLE 2. The frequencies of codes assigned to each theme/component of the DPSM model in rank order.
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TABLE 3. Code frequency and examples for problem solving skills component.

[image: Table 3]

TABLE 4. Code frequency and examples for problem solving orientation component.

[image: Table 4]Consistent with an integrative approach, the interaction of coding and themes that evolved from inductive coding were then examined deductively in relation to existing models and theories. The model chosen as the best fit was the Dynamic Problem Solving Model for the Management of Music Listening Environments (DPSM) which is described in detail in Gfeller et al. (2019a) (see Figure 1). This model was initially developed to conceptualize the music experiences of a broad range of adult CI users.
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FIGURE 1. Dynamic problem solving model for management of music listening environments.


The DPSM guided the deductive stage of analysis for this study, which is described in the Results. The components of the DPSM is described more extensively in Gfeller et al. (2019a) (see Figure 1). Briefly, the outer elliptical components of the model (auditory profile, environment, music, music and speech, and social context) reflect the reciprocal processes associated with music listening responses. The listener’s management of the music experiences appear within the ellipses: cognitive, affective and behavioral processes associated with self-efficacy, problem solving and self-management. Changes over Time emphasizes the dynamic and reciprocal nature of the music, listening environments, and listener attributes and actions (e.g., experience-based plasticity, changing attitudes and behaviors).

As part of verification and validation of the analyses associated with qualitative methods, 20% of the codes were reviewed by a second coder, a laboratory associate uninvolved in this study. Agreement between coders was 75%. Differences in coding choices were resolved through discussion. The results were then shared with the 6 CI users through member checking to validate that the themes reflected their responses (Creswell, 2014).



RESULTS

Table 2 presents in rank order the frequencies of codes assigned to each theme/component of the DPSM. Greater frequency, and thus larger proportion of the entire data set, suggests that an idea is more prevalent and important to the target group (Saldaña, 2013). Each of the themes represented in the DPSM is described in greater detail below in order of greatest to lowest frequency. While these themes and exemplars are presented as discrete categories, in real life, these factors often interact and overlap.


Problem Solving Skills

This theme includes specific strategies used for improving music experiences. A total of 115 out of 329 codes were assigned to this category. The precise and technical descriptions of strategies revealed a high level of technical knowledge regarding music theory and music pedagogy. Strategies differed somewhat as a function of the instrument played (e.g., relying on vibrotactile feedback from bass, guitar, or singing), prior background (e.g., formal theory instruction), and onset of hearing loss (e.g., internal representation of musical sounds developed through natural hearing).

Table 3 presents the skills or strategies in rank order of frequency. The strategies or methods used as part of training included accommodations (working around limitations), compensatory strategies (e.g., synergistic use of several sensorimotor inputs to compensate for degraded auditory input), and focused practice on music components (e.g., a semitone) that resulted in perceptual changes over time (e.g., being able to hear a semitone change, matching an external pitch).

Several individuals emphasized the benefit of multisensory input: “I believe that engaging all of the senses is very helpful to regain music perception.” “Reading visual notation supports perception of what I am hearing around me and informs me what sounds to expect.” More accessible sounds were also chosen for practice or greater listening satisfaction: “In choosing pieces for myself, I avoid music that contains a lot of thick, complex chords.” “Practicing with a fixed sound medium.” Given current limitations of accessible music training materials that are designed for use by adult CI recipients (Gfeller et al., 2019a), the extensive codes in this category suggests a high level of personal ingenuity in finding resources.

While Table 3 offers a rich menu of possible strategies for enhancing music, it is notable that many are based upon formal music theory or approaches that require reading notation or some level of music understanding.

“I worked with a music teacher and did ear training/pitch recognition and sight singing exercises. My teacher would play two pitches either in succession or simultaneously and I would have to try and discern what interval she played. Things like major 3rd, perfect 4th, perfect 5th, octave, etc… Note that all of these exercises are done in basic music theory classes”.

Some strategies required a commitment of time that could be considered excessive by some CI users: “It is not because we spent an occasional hour on a website aiming to improve our music perception post-CI. It is the immersion in musical pursuits that produces extraordinary results.” This brings to mind another prevalent characteristic of these CI users: a strong problem solving orientation, which is the focus of the following section.



Problem Solving Orientation

A problem solving orientation includes personal characteristics such as viewing problems as opportunities, cognitive reframing (finding a positive interpretation to negative events), hardiness and persistence, enjoying challenges, and high sense of self-efficacy (confidence in accomplishing one’s goals) (Hill-Briggs, 2003). Limited problem solving orientation includes seeing problems as uncontrollable, having negative expectations of outcomes, and low self-efficacy.

Problem solving orientation was the second highest (107) model component in coding frequency (see Table 4). The vast majority (86) of the codes revealed a positive problem solving orientation. Several described themselves as a “lifelong learner” and emphasized persistence, hardiness and embracing challenges: “I challenge myself by listening to new music.” “I believe that the key to improvement is within myself.” “Be tenacious, persistent, curious, patient, understanding, open-minded, gentle and kind to yourself. Also have fun! Learning is fun and having a CI is a unique experience few get to have.”

Examples of being able to focus on positive aspects (cognitive reframing) included: “I am trying to remain ‘fascinated by the process’… and not get overwhelmed by the vast number of things I cannot hear anymore.” “We must look for the good days rather than linger on the bad ones.” “understanding that the rate at which you improve does not reflect whether you are a good person or ‘good at music’.”

Considering motivational factors that fueled a positive attitude, a strong passion for music was central to this attitude for several in this cohort: “Music has always been my greatest source of joy and I was determined to never give up on it or lose it.” “The most important attitude component for helping with CI music perception is a personal passion for music and strong disposition to stick with music engagement even when the quality might not be satisfactory at the start.” “I love sounds. Anything that can be heard is interesting to me, and hearing it better becomes my goal.”

While all CI users showed a strong problem solving orientation, statements of frustration and lower self-efficacy tended to be expressed by the individuals with less than one year experience at the time of data collection. However, those CI users with greater length of device use also reflected back on difficulties they experienced in the early months following implantation. The first 6 months post-implant seemed particularly problematic. “For about 6 months, music sounded absolutely horrible and I was afraid I might never enjoy it again. But I persisted.”

Among codes that reflected lack of control were frustration with chaotic and unpleasant sounds, feeling lack of control over sense of pitch, and needing to avoid some musical situations (singing with others, playing in large ensembles) because of difficulty and lack of emotional reward. One musician with less than one year’s CI experience and some residual hearing noted “Listening to music is almost uniformly uncomfortable for me now, [with] the pitch distortion which makes all music sound chaotic.” Avoidance as a strategy tended to occur more frequently in early months post-CI.



Music and Music and Speech

The third most frequent component (20%) addressed structural features of music or music in conjunction with speech. Perception of the structural features of music seemed to be particularly problematic during early CI use; 61% of the codes were contributed by CI users with less than one year’s CI experience.

Within this category, difficulty with pitch made up 25% of all codes. This is not surprising given the characteristics of CI technology in relation to music (Limb and Roy, 2014). Problems regarding pitch included: establishing an internal sense of pitch, difficulty hearing pitches in higher and lower ranges, poor error detection, problems hearing key changes in the harmony, matching an external pitch, confusion of major and minor, or hearing a discrepancy between acoustic and electric stimulation (e.g., the pitches being a half step “off”). Problems with pitch seem to be particularly difficult in the early months of CI use, and resulted in a chaotic and distorted sound. As will be described later under “Changes over Time,” several CI musicians experienced improved pitch perception, but this required many months of listening exercises.

Given the difficulties with pitch perception, it is unsurprising that multi-layered music (music with harmony or counterpoint) was a common subtheme (19%) of this category. Participants described separating out the parts of large vocal or instrumental ensembles as difficult or nearly impossible. This likely contributes to another sub-category of problem associated with music: playing or singing in ensembles with other musicians (9%). A participant with less than one year’s experience stated, “It is very difficult for me to hear all voices and harmonies in a full ensemble, plus accompaniment if applicable. My experience can easily turn into what I call ‘soundsoup.”’

Fifteen percent of the codes in this category described some instruments as more or less accessible and pleasant for CI recipients. One musician found using the piano in exercises to train pitch patterns and harmonies beneficial. Another described the resonance and wide frequency range of the clarinet as particularly helpful in accessing musical sounds. Most of this cohort plays instruments without fixed pitches: singing, playing guitar, bass, and trombone, which require ongoing tuning.

Other problem with music or speech included overall poor sound quality, unpleasant distribution of overtones, and an annoying overlay of noise in the CI signal. One musician described difficulty hearing the conductor’s voice over the ensemble, and several described difficulty hearing music or speech against background noise, which is related to the social aspects of music making.



Social Context

Music making or listening to music often involves collaboration and shared learning. Music concerts and music-making often bring people together for aesthetic enrichment or entertainment (Hargreaves and North, 2010). In this dataset, social context comprised 16.4% of the total number of coded items. The most prominent sub-category (24% of items in this category) was encouragement and input from other CI users, especially those with musical background and interests. This cohort connected with other CI users on line, in support groups, and at conferences; these connections formed their most important source of motivation as well as information. Support of friends, family, and teachers were also noted: “having a supportive network of musicians is very helpful.” “The people in my life. always encouraged me to pursue music.” Good teachers were described as an important source of understanding, guidance, and motivation.

Even though the incidence of hearing loss is fairly common among musicians, the most common negative commentary on social context was stigmatization of CI users by other musicians (14.8%). “Being dismissed as a musician due to deafness or CI happens occasionally and is difficult to accept.” “We stigmatize those with hearing loss in the pro music community, as if they were somehow at fault.” Because of these social concerns, 3 of the 6 CI users now make efforts to inform others about CIs and music and to dispel myths.



Auditory Profile

This theme addresses hearing history (e.g., age of onset, residual hearing, CI or HA use, etc.) as well as music experiences that contributed to auditory development; it comprised 15.5% of all codes in the dataset.

The limitation of the CI for conveying musical structures was the primary sub-category (24 codes), including problem with sound quality and limitations for pitch and overtones: “Post-CI, my main issue has been a constant ‘overlay of extra sounds’ ….” “The problems associated with the hearing loss, recovery, and day-to-day use of hearing aids, implants, or both are draining.” Several commented that they need considerable energy to enjoy music through a CI.

Four of the participant co-authors use hearing aids to optimize residual hearing. A primary sub-category of this theme was the synergistic benefit of residual hearing (including bimodal hearing). “The bimodal set up (HA + CI) helped as I could still follow along with music reasonably well through the hearing aid even when the CI perception wasn’t clear.” As persons with technical knowledge of music, several were able to describe in precise terms inconsistencies between acoustic (residual hearing) and electric hearing, as well as resolution of those inputs over time. Music training before implantation (as part of hearing experiences) was described as an important foundation for learning music with the CI. One person utilized their memory of pitches from when they still had “natural hearing” before receiving the second implant as part of “relearning” correct pitches and intervals after receiving a second implant.



Transfer of Past Knowledge

This theme within the model makes up 15% of all the coded items. Five of the cohort had many years of formal music instruction before implantation, and 3 are professional musicians. Transfer of knowledge from prior vocal or instrumental music instruction (30.6%) included use of non-auditory cues (visual, tactile, proprioceptive), understanding the building blocks of music, work ethic, and discipline from taking lessons prior to hearing loss, being trained to listen for subtleties, and knowing strategies for collaborative music making. “In my formal music education, we sometimes talked about ‘feeling the string’ through the bow’ contact with the hair on the string. I had taken that farther to feeling the string through my fingers contact of the bow.”

This cohort transferred knowledge of theory or ear training strategies extensively toward optimizing CI use (28.5% of codes in this category). This included knowledge of pitch relationships, theory exercises, reading notation, and internal sense of pitch or timbre learned through natural hearing. Theoretical understanding of music provided a rich mental representation of music that fosters top-down processing, which contributed to the re-establishment of more normalize pitch percepts.

Several described a transfer of speech training to music. For example, “It was regular auditory training for baseline speech perception that formed the bedrock for my ability to appreciate music with the CI… once the vocals (lyrics) were formed as the baseline for what I could latch on to, other elements started to follow with time and persistence.”

In some instances (14.3%), past knowledge did not carry over effectively to music making after implantation. For example, in collaborative music-making, the CI user could no longer rely on the overtones for creating sound quality. Given the degraded percepts of pitch and timbre, some described a period of exploration to find new strategies.



Changes Over Time

Changes over time were referred to directly in 10.3% of the coded responses. This included description of the first 6 months of CI use being especially bad, gradual improvement with time, or the many hours spent in practicing or listening. However, one can argue that passage of time is implied in most every aspect of the phenomenon of restoring musicality, and thus is an important addition to this model. Experience based plasticity, such as integration of multimodal input associated with ear training or music performance requires sufficient exposure to sound and repetition of tasks to support learning/plasticity; repetition occurs over time and neural changes take time (Herholz and Zatorre, 2012).

As one of the musicians described, “I chose to sit at a piano and play things [patterns of notes] until they sounded different. At first, the keys C and G, a perfect fifth interval, sounded the same.” Over time, this musician was able to hear musical scale patterns, match pitches through singing, and eventually created correct pitches on trombone, which requires ongoing tuning.

Furthermore, music is a time-dependent art form; it involves combinations of pitch, timbre, rhythm, and amplitude that change rapidly over time. Changes such as hearing loss or implantation also may include a course of acceptance and adjustment that can affect problem-solving orientation (Gfeller et al., 2019a). As a more recently implanted participant noted, “I have not reached a level of ‘satisfying music making’. but have reached a level of ‘transitional acceptance,’ which means I am still hoping for improvement.”

Specific to this cohort of CI users, the most prevalent sub-theme was the amount of practice time required to achieve satisfactory outcomes (35.3%). Half of the CI users described themselves as life long learners, thus suggesting their musical quest does not have an end goal/destination. Another common theme was that music sounded really bad and chaotic at first (23.5% of codes), but as many (23.5%) codes indicated music gradually improved with time and effort.



Domain Specific Knowledge

This component of the model refers to knowledge of hearing loss, CIs, music, or combinations of those elements, and comprised only 6.6% of all coded comments. Despite the fact that 5 of the 6 CI users had many years of formal music training, there was limited reference to having specific knowledge in these areas. Musical knowledge was revealed indirectly through particular forms of knowledge, such as comments about distorted overtones in the CI signal. Twenty of the 22 codes referred to knowledge of music theory or understanding of the impact of hearing loss or CI use on music perception.



Environment

This theme represented within the model refers to issues such as poor room acoustics or competing noise in the environment – that is, the surrounding conditions in which music is heard. It made up a very small proportion (3.3%) of all codes for the CI users. Four of the CI users described problems of rehearsing in small rooms. “Playing in small venues is bad because the sound becomes one big mess during loud sections and directions are near impossible to hear.” The acoustical environment and background noise also undermined enjoyment when attending concerts.



DISCUSSION

In considering the various themes represented in the DPSM, the strong problem solving orientation and ingenious approaches to problem solving are among the most notable characteristics of this group of CI users. Particularly impressive is the immersion and intensity with which these individuals have tackled the perceptual problems associated with accessing music through a CI. The capacity to persist with hours of listening and playing exercises despite annoying sound quality, no guarantees of eventual benefits, and very gradual improvement requires patience and fortitude.

While avoidance has been described in models of chronic illness as a less effective problem solving strategy (Hill-Briggs, 2003), avoidance may sometimes have adaptive value after initial hookup. More positive experiences were sometimes characterized as gradually “earned.” Some started with the most accessible sound as a foundation for interpreting the signal, then eventually seeking more challenging situations. This might be likened to the behavioral technique of successive approximations, beginning with a simpler task that can be achieved and gradually building upon small successes. Thus, temporary avoidance may in fact be a realistic problem solving strategy in the first months after implantation. The problem solving orientation is likely a key to persisting from initial frustrations toward gradual improvement.

The experiences of this cohort is an interesting contrast to comments from a more diverse and “typical” group of 40 CI recipients described by Gfeller et al. (2019a), who represented a wide range of musical background (no musical training to college level instruction), interests and perceptual abilities. The “typical” group’s average length of CI use was 12.25 years (2.44–28.07 years). In response to a question regarding potential interest in music training, the more “typical” group expressed a strong interest (90%) in music training as long as the training did not require more than 30 min a couple of times for a total length of 1 or 2 weeks. Because experience-based plasticity requires extensive repetitions or exposures, and CI technology is not inherently suitable for conveying fine structure, it is unrealistic that a CI user would be able to accomplish high-level musical skills as a result of a few hours of effort. However, prestige musicianship is also not a strong priority for all CI users.

This group of CI musicians offers an amazing profile of what can be accomplished despite a degraded signal. This group also shines a light on the impact of attitude and motivation as central to rehabilitation. Music is a passion and part of their identities. Thus, they are willing to invest immense effort and time to restore some musical enjoyment. Without this level of passion, such extensive effort is likely to be viewed as too time consuming or discouraging. This remarkable group does not represent the more typical profile of CI users on several factors, including age range, extent of residual hearing, extensive and formal musical training before or after implantation, and level of motivation; consequently, hearing professionals should make a strong effort to clearly understand the motivations, background, and aspirations of CI users before establishing unrealistic expectations for music enjoyment and rehabilitation. Nevertheless, these individuals demonstrate the impact of on-going focused training, and they offer possible strategies that might be used toward more modest levels of improvement.

In addition to immersion and motivation, the CI musicians also tended to focus on their internal capabilities for improving the sound and altering their auditory percepts to a greater extent than more typical CI users (Gfeller et al., 2019a). The CI musician group focused very little on technological options. As one user put it, “I think we can get too hung up on what we can hear – for example by mapping implants.”

Only 3.3% of codes from this cohort addressed the problems of a noisy or acoustically difficult environment. The more diverse CI group reported by Gfeller et al. (2019a) tended to emphasize barriers to music enjoyment from the environment, situation, or CI technology. Their problem solving strategies tended to take the form of accommodations or avoidance of problematic sounds as opposed to rehabilitation or restoration. The more “typical” CI user, however, also does not possess the wellspring of musical training and resources of these musicians with CIs; consequently, accommodations or compensatory strategies may be a more realistic approach for less motivated CI users in managing complex listening situations.

How might the experiences of this unique group inform other CI users or their hearing professionals? A review of the problem solving skills listed in Table 3 and problem solving orientation in Table 4 offer some possible strategies, exercises, accommodations, and behavioral or attitudinal approaches that could act as a menu of options to consider if a CI user is interested in more satisfactory music involvement. As the DPSM indicates, a number of factors – auditory profile, type of music, environment, personal characteristics – can interact and change with time and circumstance. Thus, various options will be more suitable for some individuals than others, as well as for particular listening circumstances. Satisfactory engagement in music is likely to require some basic knowledge paired with flexible and dynamic problem solving.

In summary, the experiences of this cohort of CI musicians represents unusually high levels of domain-specific knowledge paired with a strong problem solving orientation and flexibility in applying problem solving skills. They have utilized accommodations, compensatory strategies, and training to enhance perception with end results that exceed expectations, based upon technical features of the device. These CI users might be referred to as auditory athletes, who like high-level athletes, push their capabilities to extreme levels. Comparisons come to mind with stroke patients who have pushed through months of painstaking rehabilitation, with no guarantees of outcomes, to restore motor or cognitive functions (Brown et al., 2014). While more typical CI recipients may have a less robust problem solving orientation and fewer resources upon which to build, this model nevertheless provides a framework for considering those factors needed for a given CI user to optimize their daily experiences with music listening or music making. These data also suggest some interesting avenues for future hypothesis testing to explore experience-based plasticity, compensatory strategies, motivation, and other internal factors that impact CI benefit.
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A modified version of the child’s Montreal Battery of Evaluation of Amusia (cMBEA) was used to assess music perception in children using bilateral cochlear implants. Our overall aim was to promote better performance by children with CIs on the cMBEA by modifying the complement of instruments used in the test and adding pieces transposed in frequency. The 10 test trials played by piano were removed and two high and two low frequency trials added to each of five subtests (20 additional). The modified cMBEA was completed by 14 children using bilateral cochlear implants and 23 peers with normal hearing. Results were compared with performance on the original version of the cMBEA previously reported in groups of similar aged children: 2 groups with normal hearing (n = 23: Hopyan et al., 2012; n = 16: Polonenko et al., 2017), 1 group using bilateral cochlear implants (CIs) (n = 26: Polonenko et al., 2017), 1 group using bimodal (hearing aid and CI) devices (n = 8: Polonenko et al., 2017), and 1 group using unilateral CI (n = 23: Hopyan et al., 2012). Children with normal hearing had high scores on the modified version of the cMBEA and there were no significant score differences from children with normal hearing who completed the original cMBEA. Children with CIs showed no significant improvement in scores on the modified cMBEA compared to peers with CIs who completed the original version of the test. The group with bilateral CIs who completed the modified cMBEA showed a trend toward better abilities to remember music compared to children listening through a unilateral CI but effects were smaller than in previous cohorts of children with bilateral CIs and bimodal devices who completed the original cMBEA. Results confirmed that musical perception changes with the type of instrument and is better for music transposed to higher rather than lower frequencies for children with normal hearing but not for children using bilateral CIs. Overall, the modified version of the cMBEA revealed that modifications to music do not overcome the limitations of the CI to improve music perception for children.

Keywords: deafness, cochlear implant, electrical stimulation, Montreal Battery of Evaluation of Amusia (MBEA), bilateral, memory


INTRODUCTION

In the present study, we used a modified version of the child’s Montreal Battery of Evaluation of Amusia (cMBEA) (Peretz et al., 2003, 2013) to assess music perception in children using bilateral cochlear implants. Our overall aim was to help children with bilateral CIs discriminate fundamental aspects of music. To do this, we modified the complement of instruments used in the cMBEA and added pieces which were shifted in frequency.


Music in Childhood

Music is considered by many to be a universal language and has been present throughout history in every culture. Musical abilities develop in the early months of life (Trehub, 2001). Infants can detect changes in various aspects of musical stimuli, such as contour (pitch direction), interval (pitch changes that preserve melodic contour), scale (tonality), and rhythm. Despite differences in the acoustic features of music and speech (Smith et al., 2002) and hemispheric specializations for spectral and temporal processing (Zatorre et al., 2002), musical development parallels language development and may be critical to language acquisition in humans (Brandt et al., 2012; Norman-Haignere et al., 2019). In fact, musical training increases cortical plasticity, which can strengthen common subcortical circuits and lead to widespread benefits in diverse non-musical skills, such as speech perception in noise, auditory attention, and auditory working memory (Jäncke, 2012; Kraus et al., 2012).

Music perception is a difficult task, which recruits diverse brain regions (Limb et al., 2010). The melodic (pitch-based what) and temporal (time-based when) dimensions of music are analyzed in parallel by separate neural subsystems (Peretz et al., 2003). The auditory cortex plays a major role in the processing of pitch relations, while temporal relations are also computed by distinct regions, such as the motor cortex, cerebellum, and basal ganglia (Peretz and Zatorre, 2005). Specifically, the right auditory cortex is specialized for pitch processing, whereas the left auditory cortex plays a more important role in rhythm perception (Zatorre et al., 2002).



Music Perception in Cochlear Implant Users

Music perception in listeners with normal hearing is facilitated by the presence of low-order resolved harmonics (Plomp, 1967), which are not well-represented by CI devices with poor frequency and temporal fine structure resolution, due in part to few electrodes, current spread, envelope-based processing, and low stimulation rates (e.g., Zeng, 2002). CIs provide fewer than eight effective channels, but music and pitch perception continue to improve when channels increase (up to ∼60) in normal listeners (Kong et al., 2004; Mehta and Oxenham, 2017). Although current spread prevents distortion of binaural processing by small place mismatches, it also reduces the number of independent channels represented by the CI, thereby limiting the capacity for pitch discrimination and music perception (Jiam and Limb, 2019). New speech processing strategies attempt to provide better fine temporal resolution but with little effect on music perception (Magnusson, 2011).

Given effects of CI processing on music, it is not surprising that adults receiving cochlear implants rated their music appreciation and enjoyment as decreasing from a mean of 8.7/10 before hearing loss to 2.6/10 after implantation (Leal et al., 2003; Mirza et al., 2003). The first French patient to receive electrical stimulation from within the cochlea famously described the changes in stimulation from different cochlear places (in order to stimulate changes in pitch perception) as “the turning of a roulette wheel” (Djourno and Eyries, 1957; Djourno et al., 1957). Studies since then have shown that CI users tend to perceive rhythm in music more accurately than pitch or timbre (McDermott and McKay, 1997; Gfeller et al., 2002b; McDermott, 2004; Bruns et al., 2016). The minimum interval that CI users can discriminate is larger than seven semitones on average, compared with well under 1 semitone for NH peers (Gfeller et al., 2002a; Mary Zarate et al., 2012; Bruns et al., 2016). When presented with pairs of sound sequences varying in rhythm, but not pitch, and asked to determine whether they are the same or different, adult CI users achieved a mean score of 88% (Gfeller and Lansing, 1991). Similarly, melodies with more rhythmic patterns were more easily recognized (Schulz and Kerber, 1994). Increased activation in the frontal cortex during melody versus rhythm perception may reflect greater mental effort (Limb et al., 2010).

Children with CIs perform even more poorly on music perception and recognition tests than adult CI users (Jung et al., 2012) but their ratings of musical enjoyment can be high nonetheless (Drennan et al., 2015). Children are better able to hear changes in rhythm than aspects of music which require spectral resolution [e.g., scale, contour, or interval (Hopyan et al., 2012) or harmony (Zimmer et al., 2019)]. Music perception is slightly better in those children who had some residual hearing during the period prior to implantation (Hopyan et al., 2012). Children can successfully combine residual acoustic hearing in one ear with electrical hearing through a CI in the other ear (bimodal hearing) to discriminate differences between music excerpts (Polonenko et al., 2017). Children who have access to hearing in both ears through two CIs or a hearing aid in one ear and CI in the other (bimodal) are able to discriminate some musical changes better than children who use one CI alone (Polonenko et al., 2017). The ability to use mode (i.e., pitch) cues to judge emotion in music increases with longer periods of acoustic hearing prior to implantation and better residual hearing in the non-implanted ear (Hopyan et al., 2012; Giannantonio et al., 2015). Music perception and singing also appear to improve for children with CIs who receive musical training (Giannantonio et al., 2015; Polonenko et al., 2017; Yang et al., 2019). Moreover, there are reports of individual CI users who have good music perception (Maarefvand et al., 2013), suggesting possibilities for improved music listening through CIs.



The Montreal Battery of Evaluation of Amusia for Testing Music Perception in Cochlear Implant Users

The Montreal Battery of Evaluation of Amusia (MBEA) test (Peretz et al., 2003) has proven to be a sensitive, reliable, and valid tool for identifying impaired music perception in individuals with amusia (Vuvan et al., 2018) as well as in adult and child CI users (Cooper et al., 2008; Hopyan et al., 2012; Polonenko et al., 2017; Lima et al., 2018). The child’s MBEA (cMBEA) has slight differences from the adult version (MBEA) (Peretz et al., 2013); the melodies are shorter (∼7 notes rather than ∼10), there are fewer test items (20 rather than 30 in each subtest), the metric test is not included, and 10 different instruments are used to make the test more engaging for children. The cMBEA has five subtests: Scale, Contour, Interval, Rhythm, and Memory. Half of the trials in the first four subtests contain identical pairs of melodies, while the other trials are melodies that differ by one note. Children indicate whether the pairs are the “same” or “different.” Note differences can be out-of key (Scale subtest), a change in pitch directions (Contour subtest), a change in note interval within the same the key and contour of the melody (Interval subtest), or a change in grouping of note durations (Rhythm subtest). In the fifth and final subtest, single melodies are presented; half were previously presented in the first four subtests and the other half are new melodies. Children indicate whether each melody is “old” or “new.”

The musical excerpts in the cMBEA have fundamental frequencies ranging from 247 to 988 Hz. The perception of these melodies could be compromised in CI users for a number of reasons. First, as discussed above, there are limited numbers of effective cochlear implant frequency channels (Rubinstein, 2004) to represent the spectral components of the musical stimuli with restricted representation of low frequencies. Second, the range of frequencies contained in the music are represented by electrodes that sit in more basal areas of the cochlea than predicted by frequency-position functions (Greenwood, 1990; Stakhovskaya et al., 2007). This can increase the pitch heard by cochlear implant users. Third, there may be decreasing populations of spiral ganglia available for electrical stimulation in more basal than apical areas of the cochlea in deafness (Leake et al., 1992; Nadol, 1997) which could further compromise central representation of the musical pieces in the MBEA. These factors may explain why adults with CIs judge higher frequency music to be distorted or shrill compared to lower frequency music (Gfeller et al., 2002a). The effects of shifting the spectra of music to lower or higher frequencies on music perception through a CI remains to be determined.

There may also be aspects of the MBEA stimuli which restrict music perception in CI users. Cooper et al. (2008) noted that some musical excerpts in the MBEA have fundamental frequencies which fall below the range of frequency channels in most CIs and recommended transposing these melodies up two octaves to maximize place pitch perception. On the other hand, Gfeller et al. (2002b) found that pure tone frequency discrimination in a group of adult CI users was better at 1600 Hz than 3200 Hz which suggests that an opposite approach, transposing music to lower frequencies might have benefits. Cooper et al. (2008) also noted that melody transposition below the lower limit of fundamental frequencies used in the MBEA would help to define the limits of temporal pitch coding in CI users.

The complement of instruments that are used to play the cMBEA stimuli could also have unique effects on children using CIs. In the adult version of the test, all music was played by piano whereas the child version contains 10 instruments (including piano) to help maintain test engagement (Peretz et al., 2013). It is clear that children using CIs have more difficulties than their normal hearing peers distinguishing between different instruments (Roy et al., 2014) but potential effects of different instruments on cMBEA performance in either group of children has not been studied to our knowledge.

Children with normal hearing do show clear musical preferences. For example, there are gender-based biases that can influence what instrument children choose to play (O’Neill and Boultona, 1996) and infants prefer happy music which has large pitch changes (Corbeil et al., 2013). These preferences could be affected by deafness and CI use. Adults with CIs rate the timbre quality as being different between different types of instruments (Gfeller et al., 2002b) and exhibit poor pitch perception for piano tones in particular (Galvin et al., 2008). It is possible that there are different effects of instrument on music perception in children with CIs given child-based musical preferences and the limited access to acoustic musical input in early sensitive periods of development.

In the present study, we examined whether modifications to musical excerpts in the cMBEA could help children with CIs better discriminate music. Our specific hypothesis was that better scores on the cMBEA can be achieved by children using CIs by removing piano excerpts and including music excerpts with modified spectra.



MATERIALS AND METHODS

This study was conducted under the approval of the Hospital for Sick Children’s Research Ethics Board which adheres to the Tri-Council Policy Statement: Ethical Conduct for Research Involving Humans.


Participants

A modified version of the Child’s MBEA test (modified cMBEA) was administered to 37 children: 23 with normal hearing and 14 with bilateral CIs. Demographic details for the CI users are detailed in Table 1. All child CI users were recruited from the Cochlear Implant Program at the Hospital for Sick Children in Toronto and had bilateral severe-to-profound sensorineural hearing loss that occurred in childhood; hearing loss was progressive in three children. Two children (CI22 and CI29) had a period of usable residual hearing prior to implantation (aided or unaided thresholds of ≤ 40 dB HL at any test frequency). Six children (CI2-8) received their first devices at median 1.74 years of age (range = 0.73–4.96) and were provided with second devices after 5.53 years of unilateral CI stimulation (0.9, 11.23) (sequential bilateral implantation), and 8 children (CI15-29) received their implants simultaneously at a median of 3.12 years of age (range 0.79–12.15). Children received different device generations (Nucleus 24CA, 24CS, or 24RE) and speech processors using the advanced combined encoder (ACE) strategy.


TABLE 1. Participant demographic information.

[image: Table 1]High resolution computed tomography scans confirmed normal cochlear anatomy in all but two children: child CI2 had a Mondini malformation (incomplete partition type II) and child CI22 had an enlarged left vestibular aqueduct. Four children had GJB2 gene mutations causing deficiencies in Connexin 26 gap junction protein (Propst et al., 2006), while smaller subsets had Usher Syndrome (n = 2) and received ototoxic medications at a young age (n = 1). The etiology of deafness was unknown in the remaining seven children.

A group of 23 children with normal hearing (NH) also completed the modified cMBEA. They were matched to the bilateral CI group in terms of age [t(35) = 0.17, p = 0.87]. The NH and CI groups also reported taking music lessons or classes over similar periods of time, although the range was wider in the NH group [t(32.47) = 1.35, p = 0.19; NH mean = 3.05 ± 3.39 years; CI mean = 1.96 ± 1.47 years]. Results of these children were compared to scores from previously reported groups of children who completed the original (unmodified) version of the cMBEA (Hopyan et al., 2012; Polonenko et al., 2017). As detailed in Table 2, the Polonenko data include children who used bilateral CIs and bimodal devices and the Hopyan data focused on children with bilateral deafness who used a unilateral CI. Both studies included their own control groups of children with normal hearing (NH). The age at testing was remarkably similar across all groups. Age at implantation was similar in children receiving bilateral CIs (BCI) and they had similar inter-implant periods. Children using unilateral CIs (UCI) received their implants at slightly older ages than the children receiving bilateral CIs (UCI_Hopyan: 5.0 ± 2.9 years, BCI_Steel: 3.4 ± 3.3 and BCI_Polonenko: 1.7 ± 1.2 years), reflecting CI candidacy at this earlier period of the Toronto SickKids implant program. Children using bimodal devices (BM) were also slightly older at implantation (BM_Polonenko: 7.3 ± 4.4 years) given their access to sound through hearing aids in the non-implanted ear. Duration of time-in-sound was calculated as the sum of the duration of CI experience and pre-implant residual hearing in children using CIs and as age for children with normal hearing. Children with CIs had slightly less time in sound than their normal hearing peers.


TABLE 2. Demographics of children who completed the modified and unmodified child versions of the MBEA.
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The Modified Child’s Montreal Battery of Evaluation of Amusia

A modified version of the cMBEA (Lebrun et al., 2012) was created to evaluate music perception. The cMBEA consists of five subtests: Scale, Contour, Interval, Rhythm, and Memory (detailed in the Introduction), with fundamental frequencies ranging from 247 to 988 Hz. The 10 test trials, which were composed of piano tones in the original child’s MBEA, were removed, because CI users exhibit poor pitch perception for piano tones (Galvin et al., 2008) and 20 additional trials were added to test effects of frequency shifts. High frequency transpositions aimed to give better access to fundamental frequencies of MBEA musical excerpts and to better mimic cochlear frequency-position (Greenwood, 1990; Stakhovskaya et al., 2007) whereas transposition to lower frequencies might alleviate adverse responses to high pitches in music (Gfeller et al., 2002a), take advantage of and better pure tone frequency discrimination at lower than higher frequencies (Gfeller et al., 2002b), and help to define the limits of temporal pitch coding in implant users (Cooper et al., 2008). Two high frequency trials and two low frequency trials were added to each of the five subtests, resulting in 22 trials in each subtest (110 trials). Four trials in each subtest (20 total) were randomly selected for frequency modification. Sample Manager v3.4.1 (Audiofile Engineering, 2011) was used to raise the fundamental frequency of 10 of these trials by 2 octaves and lower the fundamental frequency of 10 trials by 1 octave. Musical stimuli, ranging from 60 to 70 dB SPL, were presented in a 2.13 m × 2.13 m sound-attenuating booth and played through Windows Media Player on a Dell Vostro 1520 laptop computer and external Centrios speaker system (model no. 1410106) at zero degrees azimuth. Levels were calibrated in dBA using a sound-level meter (Larson-Davis 800B). Listeners were seated 1 m away from the speakers.

Following modifications, the modified cMBEA was comprised of 110 test trials and 10 practice trials and lasted approximately 35 min in duration. Each subtest contained 22 test trials. Subtests were applied in the following order: Scale, Counter, Interval, Rhythm, and Memory. Practice trials preceded each subtest and contained stimuli from the original cMBEA which were representative of each subtest. For the first four subtests, half of the trials contained identical pairs of melodies, while the other half consisted of melodies that differed by one note. Children indicated whether the pairs of melodies that they heard were the same or different by pressing one of two buttons. Half of the fifth and final subtest the surprise/incidental memory test, contained melodies previously presented in the first four subtests, while the other half consisted of new melodies. For this subtest, children were asked whether they had heard the melody presented in the preceding subtests or if it was novel. The number of correct discriminations were summed, creating a “correct discrimination” score. These scores are presented as a percentage of total trials.



Data Analyses

Mixed model regressions were conducted on the correct discrimination scores using the lme4 (Bates et al., 2015) and lmerTest (Kuznetsova et al., 2017) packages in R and Rstudio (Version 1.0.153) (R Core Team, 2018). ANOVAs and pairwise post hoc analyses were implemented using the Satterthwaite method to estimate denominator degrees of freedom for t-statistics of the mixed models. Significance was defined at p < 0.05. Figures were created using the ggplot2 package (Wickham, 2016).



RESULTS

Figure 1 plots the individual (dots) and mean ± SE (bar) scores for the groups of children who completed the modified cMBEA (Steel groups) compared to previously published results of children who completed the original version of the cMBEA (Hopyan et al., 2012; Polonenko et al., 2017). Mixed model regression analyses with fixed effects of subtest and group and random intercept for participant revealed significant effects of subtest [F(4,504) = 8.5, p < 0.0001], group [F(6,126) = 34.7, p < 0.0001] and an interaction between subtest and group [F(24,504) = 2.6, p < 0.0001]. Relevant statistical comparisons of the interaction effect are shown in Table 3. The scores of children with normal hearing across studies are shown in Figure 1A.
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FIGURE 1. (A) Individual (dots) and mean ± SE (bar) scores on cMBEA subtests and the total Score (Total) are shown for three groups of children with normal hearing: children completing the modified cMBEA (NH_Steel), and children who completed the original version (NH_Polonenko and NH_Hopyan). All three groups scored more poorly on the Scale subtest than the other subtests (p < 0.05) but there were no significant differences between groups on any of the five subtests or the total score (p > 0.05). (B) Individual (dots) and mean ± SE (bar) scores on cMBEA subtests and the total score are shown for four groups of children who use cochlear implants. Children with bilateral CI who completed the modified cMBEA (BCI_Steel) and children with Bilateral CIs (BCI_Polonenko), with Bimodal devices (BM_Polonenko) and Unilateral CIs (UCI_Hopyan) who completed the original version of the test from previous studies. Scores were lower than in the children with normal hearing (p < 0.0001) with best scores in the rhythm subtests in all groups (p < 0.001). In addition, better memory scores were found in the BCI_Polonenko and BM_Polonenko groups than the UCI_Hopyan group (p < 0.001 and p = 0.004, respectively) and a trend for better memory for the BCI_Steel group relative to the UCI_Hopyan group was found (p = 0.07).



TABLE 3. Significant comparisons of subtest:group interaction.

[image: Table 3]There was no significant difference between the scores of children with normal hearing who completed the modified versus original versions of the cMBEA (NH_Steel vs. NH_Polonenko: t(126) = −0.37, p > 0.05; NH_Steel vs. NH_Hopyan: t(126) = −0.38, p > 0.05). Findings in all three normal hearing groups were consistent: all had significantly poorer scores on the Scale subtest compared to at least one other subtest (p < 0.05 as detailed in Table 3) and there were no significant differences between the three different NH groups for any of the five subtests or the total scores (p > 0.05). Thus, there was no significant effects of the modified version of the cMBEA for children with normal hearing.

Results from the four groups of children using CIs are shown in Figure 1B. As expected, all groups showed significantly poorer scores relative to all three groups of children with normal hearing across subtests and total score (t > 4.3, p < 0.00001). As previously reported, children with unilateral CIs (Hopyan et al., 2012) and children with bilateral CIs (Polonenko et al., 2017) perceived changes in the Rhythm subtest better than other subtests. This was also true of children with bilateral CIs who completed the modified version of the cMBEA (Steel group). Scores on the memory subtest were also of note: as previously reported, children with bilateral CIs and bimodal users (Polonenko et al., 2017) were able to recall music on the memory subtest better than children with unilateral CIs (Hopyan et al., 2012). Children with bilateral CIs who completed the modified version of the cMBEA showed a similar strength in the memory subtest but the trend toward improvement relative to the Hopyan unilateral CI group did not reach statistical significance (p = 0.07).

As shown in Figure 2, scores across subtests on the modified cMBEA were averaged for music excerpts played by each type of instrument in children with normal hearing and children using bilateral CIs. Significant effects were found for instrument [F(8,280) = 3.6, p < 0.0001], group [F(1,35) = 60.8, p < 0.0001] and the interaction between instrument and group [F(1,8) = 280, p < 0.02]. Comparisons revealed scores in the NH group which were best for the violin and worst for the vibraphone (p < 0.05). Scores in children with bilateral CIs were clearly poorer than in their peers with normal hearing (p < 0.0001) and were not significantly different between instruments (p > 0.05).
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FIGURE 2. Individual (dots) and mean ± SE (bar) scores on the modified cMBEA stimuli grouped by instrument type. Data from children with normal hearing (NH_Steel), shown on the left, reveal slightly better scores when music was played by the violin (p < 0.05). Scores were significantly poorer in children with bilateral CIs (BCI_Steel), shown on the right (p < 0.0001), and no significant differences in scores by instrument were found for this group (p > 0.05).


Scores on the musical excerpts that were shifted in frequency are shown for both children with normal hearing and children using bilateral CIs in Figure 3. Consistent with overall findings discussed above, scores were significantly poorer in children using bilateral CIs relative to normal hearing peers [F(1,35) = 59.0, p < 0.0001]. There was also a trend toward differences between high and low frequency shifts [F(1,35) = 4.1, p = 0.05] which reflected significantly better scores for music shifted to high versus low frequencies (mean ± SD = 90.43 ± 11.47 and 85.22 ± 9.47%, respectively) in children with normal hearing [t(22) = 2.4, p < 0.05]. Although the mean data suggest the same trends in children with bilateral CI and there was no significant interaction between group and frequency shift [F(1,35) = 0.044, p = 0.83], the differences in scores between high and low frequency shifts (mean ± SD = 60.00 ± 18.81 and 53.57 ± 20.61%, respectively) were not significant in the CI group [t(13) = 1.0, p > 0.05].
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FIGURE 3. Individual (dots) and mean ± SE (bar) scores on those stimuli in the modified cMBEA which were raised or lowered in frequency. Children with normal hearing (NH_Steel) scored better for music raised to higher frequencies than music lowered in frequency (p < 0.05). There was no significant effect for children using bilateral CIs (BCI_Steel) (p > 0.05).




DISCUSSION

Results indicated that our modifications to musical excerpts in the cMBEA did not help children with CIs achieve better scores on this test of music discrimination. Specifically, performance by children using CIs on the cMBEA when piano excerpts were removed and music excerpts with modified spectra were included was not different from results in other groups who completed the original version of the cMBEA. This finding was counter to the study hypothesis. The group with bilateral CIs who completed the modified cMBEA showed a trend toward improved abilities to remember music compared to a group listening through a unilateral CI but effects were smaller than in previous cohorts of children with bilateral CIs and bimodal devices who completed the original version of the cMBEA. On the other hand, children with normal hearing did show better music perception for some instruments than others and better scores for music shifted to higher frequencies than music shifted to lower frequencies. Overall, the modified version of the cMBEA revealed that modifications to music do not overcome the limitations of the CI for music perception in children. In addition, trends in the present cohort compliment significant findings in previous groups of children using bilateral devices that show that access to hearing in both ears promotes better memory for music compared to children using unilateral CIs.


Modifications to the Child MBEA Do Not Affect Discrimination Scores in Children With Normal Hearing

In the modified cMBEA, piano excerpts were removed and 20 trials of musical excerpts which were either raised or lowered in frequency were added. As shown in Figure 1A, these modifications did not affect subtest and total scores in children with normal hearing relative to previous data in similar aged groups who completed the original version of the test. The high scores achieved in all three groups suggest that the distinctions in music tested in the cMBEA are fairly easy for children with normal hearing. Similarly, Vuvan et al. (2018) found that 175 participants aged 16 to 69 years (mean = 29.7 years) with no reported deficits often achieved maximum scores on this test (Vuvan et al., 2018). A slight decrease in score was only found in the Scale subtest and, again, this was a consistent finding across the three groups, confirming that the modified version of the cMBEA had little effect on abilities to detect musical differences in children with normal hearing. The finding that performance was poorer on the Scale subtest may reflect either differences in the discrimination required between the Scale and other subtests or the fact that perception of scale or tonality is a more complex and higher-order task than contour and interval perception. The latter point is supported by evidence that musical scale is processed by a specialized system in the prefrontal cortex (Peretz et al., 2003).



The Modified cMBEA Does Not Yield Better Music Perception Scores in Children Using CIs

Data shown in Figure 1B reveal that the modified cMBEA yields scores that are consistent with those obtained in children with bilateral CIs who completed the original cMBEA in previous studies. Clearly, discrimination scores are reduced relative to normal hearing peers in all 4 of the CI groups. As discussed in previous papers, many children using CIs are effectively amusic (Hopyan et al., 2012; Polonenko et al., 2017; Lima et al., 2018) based on score cutoffs of ∼75% (Vuvan et al., 2018). Yet, unlike individuals with amusia, individuals with hearing loss who use CIs report frequent engagement with music and that they enjoy listening to music (Mirza et al., 2003; Migirov et al., 2009; Looi et al., 2012). This positive relationship with music could stem from a combination of access to music through their CIs, exposure in social and cultural events, and training (Prevoteau et al., 2018; Riley et al., 2018).

Musical experience in children with early onset hearing loss is likely very different from that of adults who lose their hearing and receive implants later in life. Children with CIs hear music in a unique way. As shown in Figure 1B, all of the groups of children with hearing loss were better able to hear changes in the Rhythm subtest as compared with changes on the Scale, Tnterval or Contour subtests. This relative strength was not affected by the modifications to the cMBEA and is consistent with several previous investigations (e.g., Gfeller and Lansing, 1991; Cooper et al., 2008; Hopyan et al., 2012), reflecting adequate temporal resolution through CIs for detecting rhythmic patterns in music (McDermott, 2004). CI users are heavily dependent on rhythm when attempting to identify different melodies (Gfeller et al., 2002a) and struggle to recognize melodies in the absence of rhythm cues (Kong et al., 2004). Rhythm perception may also underlie perception of speech and emotions by CI users (Leal et al., 2003; Hopyan et al., 2011). As Hopyan et al. (2012) noted, music in the Rhythm subtest also contain pitch variations, potentially explaining why children using CIs show poorer scores than normal hearing children on this subtest of the cMBEA. In addition, there may be variability in temporal processing between CI users. Lower gap detection thresholds, one of many possible measure of temporal processing, have been associated with better speech perception in CI users (Muchnik et al., 1994) and perhaps could also predict differences in perception of rhythm in music. Overall, however, the modifications to the cMBEA were either too subtle or targeted the wrong aspects of music to identify relative strengths that children using CIs might have for perceiving music.



Advantage of Bilateral Input Over Unilateral CI for Music Memory

As shown in Figure 1B, children using bilateral CIs or bimodal devices did not achieve significantly higher scores than children using unilateral CIs on the Scale, Interval, Contour, or Rhythm subtests of the cMBEA (original and modified versions). While a second CI device enhances many binaural listening abilities, such as spatial unmasking, binaural summation, and sound localization (Litovsky et al., 2012), bilateral implantation does not seem to overcome the CI device limitations that compromise music perception in deaf children. Veekmans et al. (2009) used the Munich Music Questionnaire to assess music enjoyment in post-lingually deafened adults who used both unilateral and bilateral CIs and found that a larger percentage of bilateral CI users reported being able to recognize many elements of music, such as melody and timbre, though the difference was not statistically significant. The authors suggested that bilateral implantation may improve music perception by capturing the better ear and reducing the number of cochlear dead regions across the two ears that are not sufficiently stimulated due to lack of neural integrity. It is possible then that music enjoyment is driven more by sound quality than ability to detect differences between musical excerpts. It is important also to keep in mind that adults with post-lingual deafness, like those in the Veekmans et al. (2009) study, were able to access music normally during early development which provides them advantages for music listening over CI users with pre-lingual deafness (Bruns et al., 2016).

The largest difference between bilateral and unilateral CI users in the present cohorts of children was on the Memory subtest. Scores on the memory subtest were significantly better for the bilateral CI and bimodal users in previous cohorts tested with the original version of the cMBEA compared to unilateral CIs users. The bilateral CI users who completed the modified cMBEA showed a trend toward increased Memory subtest scores related to the scores on the original cMBEA in the unilateral CI group (p = 0.07). The relative strength of memory for music by children using bilateral devices may be interpreted as a consequence of reduced listening effort in children who have access to bilateral rather than unilateral hearing (Polonenko et al., 2017). The Memory subtest scores were amongst the highest of all subtests in all groups of children using CIs. Hopyan et al. (2012) have pointed out that superior memory for melodies is a phenomenon unique to CI children given that their adult counterparts do not score better on the Memory subtest compared with other subtests on the MBEA (Cooper et al., 2008). If so, perhaps this skill could be harnessed in therapy to improve music perception in children with CIs.



Music Perception Is Not Better When Particular Instruments or Spectral Changes Are Presented in Children With CIs

Effects of particular instruments and spectral manipulations of music were assessed in children using bilateral CIs and normal hearing peers using a modified version of the cMBEA. Changes in scores, shown in Figure 2, showed effects in the children with normal hearing but not in children with bilateral CIs. As shown, scores were highest for music played by violin and poorest when the music was played with the vibraphone in children with normal hearing. This could reflect biases and preferences of each participant, prior musical exposure, or different discrimination skills required by each subtest. By contrast, children with CIs showed no changes in score by instrument, consistent with previous findings that the subtle differences in timbre by instrument are not available to them (McDermott, 2004) or that they are not able to make use of strategies used by adult CI users to discriminate timbre (Kong et al., 2004; Macherey and Delpierre, 2013). With this in mind, it is unlikely that children using CIs have particularly poor perception of piano music. As shown in Figure 1, removing the piano pieces did not significantly affect cMBEA scores in children with normal hearing or in children with CIs.

Administering test batteries with more appropriate stimuli for children using CIs, such as wider ranges of stimulus frequencies, may provide a more valid assessment of children’s music discrimination ability. The modified cMBEA scores did achieve this objective as scores were poorer for music shifted to lower than higher frequencies. CI users primarily use differences in the place of stimulation within the cochlea, as opposed to the rate of neural firing, to code pitch and changes in pitch (Moore, 2003; Laneau et al., 2004); thus, one solution might be to transpose MBEA melodies up two octaves to maximize place pitch perception or to transpose to lower frequency below the lower limit of fundamental frequencies used in the MBEA in order to define the limits of temporal pitch coding in CI users. This was done in the present study; data shown in Figure 3 confirm that children with normal hearing were better able to discriminate trials that were raised in frequency compared to those in response to music lowered in frequency. These effects were not found in children using CIs. It is thus likely that the challenges of CI pitch coding are larger than the problem of mismatched place pitch coding in the cochlea.



CONCLUSION

There was no overall advantage to modifying the cMBEA in any of the subtests or the total score in children using CIs, suggesting that the main challenges to CI processing of music cannot be solved by playing music with specific instruments or transposing music to try to minimize mismatches in place-pitch representation in the cochlea. Rather, potential strengths in memory for music in children with CIs might be harnessed in therapy to help improve their perception of music. Future studies might also take advantage of within-subject testing to assess changes in music perception with interventions by using shorter tests of music perception such as the abbreviated version of the cMBEA (Peretz et al., 2013).
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Cochlear implants (CIs) allow good perception of speech while music listening is unsatisfactory, leading to reduced music enjoyment. Hence, a number of ongoing efforts aim to improve music perception with a CI. Regardless of the nature of these efforts, effect measurements must be valid and reliable. While auditory skills are typically examined by behavioral methods, recording of the mismatch negativity (MMN) response, using electroencephalography (EEG), has recently been applied successfully as a supplementary objective measure. Eleven adult CI users and 14 normally hearing (NH) controls took part in the present study. To measure their detailed discrimination of fundamental features of music we applied a new multifeature MMN-paradigm which presented four music deviants at four levels of magnitude, incorporating a novel “no-standard” approach to be tested with CI users for the first time. A supplementary test measured behavioral discrimination of the same deviants and levels. The MMN-paradigm elicited significant MMN responses to all levels of deviants in both groups. Furthermore, the CI-users’ MMN amplitudes and latencies were not significantly different from those of NH controls. Both groups showed MMN strength that was in overall alignment with the deviation magnitude. In CI users, however, discrimination of pitch levels remained undifferentiated. On average, CI users’ behavioral performance was significantly below that of the NH group, mainly due to poor pitch discrimination. Although no significant effects were found, CI users’ behavioral results tended to be in accordance with deviation magnitude, most prominently manifested in discrimination of the rhythm deviant. In summary, the study indicates that CI users may be able to discriminate subtle changes in basic musical features both in terms of automatic neural responses and of attended behavioral detection. Despite high complexity, the new CI MuMuFe paradigm and the “no-standard” approach provided reliable results, suggesting that it may serve as a relevant tool in future CI research. For clinical use, future studies should investigate the possibility of applying the paradigm with the purpose of assessing discrimination skills not only at the group level but also at the individual level.

Keywords: cochlear implants, mismatch negativity, auditory discrimination, music perception, multi-feature paradigm


INTRODUCTION

The cochlear implant (CI) represents a major breakthrough in the history of medicine and has meant a tremendous difference in the lives of thousands of people. After receiving this auditory prosthesis, patients with moderate to profound hearing loss are able to gain or regain the sense of hearing, allowing not only postlingually deafened adults to reestablish speech comprehension but also children with profound congenital hearing loss to acquire spoken language (Limb and Rubinstein, 2012). Moreover, recent technological refinements and a general rise in bilateral implantation have further improved implant outcomes over the last decades. Correspondingly, there has been a dramatic rise in the number of CI surgeries, and today >500,000 CI recipients worldwide use the device in their daily communication (source: EuroCIU).

Despite the success of CIs, some problems remain unsolved. Lack of temporal fine-structure, low spectral resolution, and a limited dynamic range in the CI signal are the cause of poor perception of pitch, timbre, and intensity (Drennan and Rubinstein, 2008). As a consequence, CI users experience challenges with perception of prosody (Peng et al., 2008) and emotional prosody (Hopyan-Misakyan et al., 2009; Nakata et al., 2012). Due to the complex temporal and tonal features of music, music listening is particularly challenging. This is indicated by reduced levels of music enjoyment (Gfeller et al., 2000; Lassaletta et al., 2008; Looi and She, 2010; Moran et al., 2016; Dritsakis et al., 2017a), poor perception of pitch (Gfeller et al., 2007; Zeng et al., 2014), impaired recognition of melodic contour (Galvin et al., 2007) and difficulties in identifying musical instruments (Driscoll, 2012; Kim et al., 2015; for a review see Jiam, 2017). Since improved perception of music represents a strong desire and could improve quality of life in CI users (Drennan and Rubinstein, 2008; Dritsakis et al., 2017b), a number of ongoing efforts aim to improve music perception with a CI (Petersen et al., 2012, 2014; Gfeller et al., 2015; Bedoin et al., 2018; Fuller et al., 2018; Jiam et al., 2019). Regardless of whether these efforts are of a rehabilitative or technological nature, it is imperative that measurements of the effect are valid and reliable.

In clinical context as well as in research, CI-users’ auditory perception skills are typically measured by behavioral methods. In recent years, however, electroencephalographic (EEG) methods have been successfully applied as a supplementary measure. EEG offers the opportunity to investigate auditory function with a high temporal resolution by recording event-related brain potentials (ERPs). Especially one ERP, the mismatch negativity (MMN) response, has proven to be a reliable and objective marker for CI users’ ability to accurately discriminate auditory stimuli (for a review see Näätänen et al., 2017). The MMN is a neural response elicited when a sensory input does not match the predicted pattern. Thus, the MMN indexes an error in the predictive coding of the environment, e.g., when a deviation in pitch, timbre, or rhythm occurs in a regular pattern of standard stimuli. The MMN is characterized by a greater negativity and it usually peaks 100–250 ms after deviation onset (Näätänen et al., 2001). Moreover, the MMN is an automatic response which means that it can be studied independently of the participant’s attention (Näätänen et al., 1978; Alho, 1992; Paavilainen et al., 1993). As such, recording of the MMN is particularly relevant in small children who are unable to provide subjective responses.

In normally hearing (NH) individuals, the amplitude and the latency of the MMN response are in general related to the deviation magnitude, such that large deviations yield larger MMN amplitudes with shorter latencies and vice versa (Kujala, 2007; Vuust et al., 2011). In CI users, MMN responses typically show trends of smaller amplitudes and longer latencies compared to NH controls (Titterington et al., 2003; Kelly, 2005; Roman, 2005; Timm et al., 2014). It should be emphasized, however, that some studies have been unable to demonstrate reliable MMN responses in CI users which may be attributed to reduced recruitment of the auditory cortex as a consequence of prelingual hearing loss and/or long duration of deafness (Zhang, 2011; Petersen et al., 2013; Näätänen et al., 2017).

Historically, the MMN has been recorded with oddball paradigms in which an occasional deviant is randomly introduced into sequences of standards (Näätänen, 1992), typically at a ratio of 2:8. Recently, multi-feature paradigms have been introduced in which the standards alternate with several types of deviants, thus allowing for recording of MMNs to several features. An early version of a multi-feature paradigm, “Optimum 1” (Näätänen et al., 2004; Pakarinen et al., 2007), was first used with adult CI-listeners by Sandmann et al. (2010). In their configuration, identical synthesized clarinet tones alternated with deviants in either pitch, intensity, or duration at one of four levels of deviation magnitude. The authors found that CI users produced smaller MMN amplitudes for frequency and intensity deviations compared to NH listeners and failed to show any magnitude-of-deviance effect. According to the authors, these difficulties in discriminating small changes in the acoustic properties of musical sounds could to some extent account for CI users’ poor perception and enjoyment of music.

With the purpose of creating a more complex and musically rich stimulation Vuust et al. (2011) introduced the “Musical Multi-feature” (MuMuFe) paradigm which instead of repeating notes presents arpeggiated triads in alternating keys. In two previous studies, we successfully adapted a version of the MuMuFe paradigm to investigate music discrimination skills in postlingually deaf adult and prelingually deaf adolescent CI users (Petersen et al., 2014; Timm et al., 2014). Both studies showed robust MMN responses to deviations in timbre and intensity in CI users. However, while the adult group failed to show robust MMN responses to rhythm, the adolescents failed to show robust MMN responses to pitch. Except for two magnitudes of the pitch deviant, these paradigms only contained one level of deviation which excluded assessment of discrimination thresholds. Recently, Hahne et al. (2016) carried out two experiments using modified versions of the MuMuFe, each presenting a different level of deviation magnitude. The authors reported marked effects of deviation magnitude on MMN amplitude across CI and NH groups. Furthermore, they found strong between-group differences attributed to CI users’ lower MMN responses to intensity, rhythm, and pitch. Interestingly, while postlingually deaf participants showed larger MMN responses than prelingually deaf participants, only the pitch condition showed a significant between-group difference.

The present study aimed to investigate CI users’ discrimination accuracy for changes in salient musical features at a high level of detail. For this purpose, we adapted a version of the MuMuFe MMN paradigm which presented four deviants at four levels of magnitude. Furthermore, to reduce recording time and at the same time increase the speed with which deviants are presented, we applied a “no-standard” approach (Pakarinen et al., 2010) to be tested with CI users for the first time. Unlike the original version of the paradigm in which every other pattern included a “standard” note, every pattern in the no-standard version presents one type of deviant, thus omitting the standards (Kliuchko et al., 2016). As a complementary measure, we applied a behavioral test which examined attentive discrimination of the same features and levels also presented in the MMN-paradigm.

We hypothesized that despite a high complexity, the MMN-paradigm would elicit significant MMN responses in CI users as well as NH controls. Furthermore, by presenting deviants at different levels, we hypothesized that MMN-amplitudes and behavioral measures would reflect deviation magnitude and thus, by extension, reflect the paradigm’s potential to estimate the resolution threshold at which CI-users are able to accurately discriminate different musical sounds. For potential validation of the paradigm’s viability in CI-research and possible revision, a key aim was to test whether an effect of level on the MMN strength was present for each feature in each group. Extending previous findings, we expected that CI-users’ overall MMN-responses would be significantly smaller in amplitude and longer in latency than those of NH controls.



MATERIALS AND METHODS


Participants

Eleven experienced CI users (Mage: 56.1 years; range 34–77 years; nine women) were recruited for the study through the Danish CI users’ organization and their online platform. The CI users had an average duration of deafness prior to CI of 24 years (range 0.5–56 years) and their mean experience with the CI was 7 years (range 1–14 years) Two CI users were bilaterally implanted and four used a hearing aid on the side contralateral to their CI. Nine participants reported ability to speak on the phone, indicating a high level of CI outcome (see Table 1 for details).


TABLE 1. Demographic and clinical characteristics of the 11 CI users.

[image: Table 1]Fourteen older adults with normal hearing (Mage: 63.4 years; range 56–77 years; seven women) were included for reference and validation of the paradigm, recruited via social media. Comparison of age by means of a t-test showed that the mean age did not differ significantly between the two groups (p = 0.079). Normality of hearing was assured by passing of an online hearing test which adaptively estimated a threshold for perception of words and numbers in background noise1.

All participants in both groups met criteria for being non-musicians, i.e., <5 years of formal singing or instrument training and no or only moderate formal knowledge of music. All participants received oral and written information about the study before giving consent to participate. The study was conducted in accordance with the Helsinki declaration and approved by the Research Ethics Committee of the Central Denmark Region. No monetary compensation was provided.

The study is part of a broader project which also investigates the neural plasticity underlying adaptation to the CI in naive implantees and the potential beneficial effects of a novel sound compression strategy in the Oticon Medical Neuro CI system (VoiceGuard) on the music perception of CI users. In addition to the MuMuFe, the participants were also presented with a free-listening EEG-paradigm, presenting real music to be reported in a separate paper.



Stimuli

The CI MuMuFe MMN-paradigm is adapted from the musical multifeature paradigm developed by Vuust et al. (2011) and integrates the no-standards approach from Kliuchko et al. (2016). Four different deviants, representing basic parameters of music, are embedded in an Alberti bass configuration, a four-tone arpeggiated accompaniment pattern, typically used in classical music. Deviants are presented randomly at four levels of magnitude: small (S), medium (M), large (L), and extra-large (XL), adding to a total of 16 variants. In all cases, the deviants occur at the place of the third note in the pattern.

The paradigm incorporates the following deviants and levels: (1) An intensity deviant created by decreasing the intensity of the regular note with 3, 6, 9, or 12 decibel (dB). (2) A pitch deviant created by lowering the regular note with either one, two, three, or eight semitones. (3) A timbre deviant created by exchanging the regular piano sound with either a bright piano sound, a blues piano sound, a trumpet sound, or a guitar sound. (4) A rhythm deviant created by shortening the second note by 26, 52, 103, or 155 ms while at the same time lengthening the third note accordingly to avoid a silent gap. The four displacements of the third note equivalates a 64th-, a 32nd-, a 16th-, and a dotted 16th-note, respectively, at a tempo of 146 BPM (Figure 1).
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FIGURE 1. The CI MuMuFe no standards 4 deviants/4 levels MMN paradigm. The paradigm is randomly presented in four keys: C, Eb, Gb, and A major. Lowest note is Ab3 (208 Hz), highest note is E5 (659 Hz). S, small; M, medium; L, large; XL, extra-large.


Piano sounds were created using the virtual piano Alicia’s Keys (Native Instruments). The four deviant sounds were taken from the sample library of the software sampler Halion SE in Cubase Pro 8 (version 8.0.30). The sounds were exported in mono with a sampling frequency of 44.100 Hz and subsequently modified with an 18 ms rise and fall and amplitude normalized in Adobe Audition (2015.0 Release). Modification of the intensity and rhythm deviants was performed similarly.

Each tone was 200 ms long and was presented with an interstimulus interval (ISI) of 5 ms. Following three repetitions of each deviant, a change of key occurred. Notes were kept in the middle register of the piano going from Ab3 (208) to E5 (659 Hz). The order of the four possible keys (C, Eb, Gb, and A) and of deviants was pseudorandomized using Matlab (R2016a).

The paradigm was presented using the Presentation software (Neurobehavioral systems) and presented each deviant level 96 times incorporating a total of 6144 (4 ∗ 4 ∗ 4 ∗ 96) stimuli. The stimuli were presented in four blocks lasting 8 min with a pause of approximately 1 min between blocks, adding to a total recording time of approximately 35 min.



Procedure

Electroencephalography was recorded at the MINDLab EEG facility of Danish Neuroscience Center, Aarhus, Denmark, using a BrainAmp amplifier system (Brain Products, Gilching, Germany) with a 32-electrode cap with electrodes placed according to the international 10/20 system. Electrode numbers 28 and 32 were placed beside and over the left eye to record the electrooculogram (EOG). For CI users, some parietal channels could not be used because of interference with the CI transmitter coil. Data were recorded with a sampling rate of 1000 Hz using the position FCz as reference. Electrode impedances were maintained <25 kΩ prior to data acquisition.

During EEG recordings participants sat in an electrically and acoustically shielded room and were instructed to ignore the auditory stimuli and focus on a movie in which the audio was muted. For all participants, the sound level was individually adjusted to a comfortable level from a defined starting point of 65 dB SPL. NH participants received sound bilaterally through in-ear Shure headphones. To ensure comparable test conditions, CI users received sound monaurally. Bilateral CI users were asked to use their preferred implant; bimodally aided participants were asked to remove their hearing aid. To rule out any residual hearing, CI users received the stimuli directly in their implant via audio cable with microphones muted. CI users used their everyday processor settings during the EEG session. In cases in which the CI speech processor lacked a direct audio input, a spare processor was programmed with the participant’s settings and used instead.



EEG Data Analysis and Statistics

The EEG data were preprocessed with the FieldTrip Toolbox for Matlab (Oostenveld et al., 2011). The data were first downsampled to 250 Hz and bandpass filtered between 1 and 25 Hz. Unused channels and other bad channels were replaced by interpolation of neighboring channels for CI users (mean: 2.5; range: 1–3 electrodes) and for NH controls (mean: 0.1; range: 0–1 electrode). This was achieved with the FieldTrip ft_channelrepair function applying the default interpolation based on an average weighted by the distance of neighboring channels. Eye movement and CI artifact components were isolated with the infomax independent component analysis (ICA) algorithm for EEG (Makeig et al., 1996; Delorme et al., 2007). A clear vertical eye movement component was visually observed and removed in all CI users and all except one of the NH controls. A salient horizontal eye movement component was visually identified and removed in 9 of 11 CI users and 10 of the 14 NH. For each CI user, one to eight CI artifact components were visually identified and removed, based on whether their topographical centroids were located above the implant site (Viola et al., 2011; Näätänen et al., 2017) and their waveforms were distinguishable from ordinary auditory evoked responses and neurophysiological oscillations.

Following the approach of previous MMN studies with CI-users in which consistent mastoid signals could not be obtained (Bishop and Hardiman, 2010; Sandmann et al., 2010; Zhang, 2011) data were re-referenced to the mean across all channels. Subsequently, trials were extracted using a 100 ms baseline corrected pre-stimulus window and a 400 ms post-stimulus time window. An exception was the responses to the rhythm deviants, where the baseline was corrected from −100 to 0 ms in relation to the onset of the preceding note (i.e., the second note). We implemented this measure in order to avoid the possibility that the temporal variance would affect the baseline. Any undetected noisy trials with amplitudes exceeding ±100 μV were automatically detected and removed (0.2% of all trials). As in the previous no-standard MuMuFe studies (Haumann et al., 2016; Kliuchko et al., 2016; Bonetti et al., 2017, 2018), the ERPs to notes 1, 2, and 4 were applied as the best option for standards (see Supplementary Material). The trials were averaged, and the standard responses subtracted from the deviant responses to identify potential MMN responses.

Statistical analysis on the MMN difference waves was conducted by following the clinical conventions of obtaining the average Fz electrode amplitude (Duncan et al., 2009; Näätänen et al., 2017) across a 30 ms time window centered on the feature-specific negative peak in the grand average ERP waveform (Näätänen et al., 2017). With the current stimulus paradigm and population samples, similar but slightly differing feature-specific MMN peak latencies were measured for each feature across groups: 148 ms for intensity, 156 ms for pitch, 132 ms for rhythm, and 152 ms for timbre MMN. For latency analysis, individual participants’ peaks were identified as the most negative peak in the difference wave between 100 and 250 ms.

The statistical results for the MMN amplitudes and latencies were obtained using a three-way mixed effects ANOVA model using the IBM SPSS v25 software package. The tested between-subject factor was Group (NH controls, CI users) and within-subject factors were deviant Feature (Intensity, Pitch, Timbre, Rhythm) and Level (S, M, L, XL). Since Mauchly’s test of sphericity showed violation of the sphericity assumption for the Feature factor (p = 0.004) with respect to MMN amplitude, the Greenhouse–Geisser correction for non-sphericity was applied for the Feature factor. According to our a priori hypotheses, we were interested in the potential main effect of Group and Level, the potential interaction between Group and Feature, as well as the three-way interaction between Group, Feature, and Level. We therefore focused our statistical analyses on these four terms, and thus adjusted the alpha level for the ANOVA by a factor of four to account for the four terms tested (α = 0.05/4 = 0.0125).

Furthermore, to first test for significant MMN responses for all types of deviants, we conducted one-sample t-tests for the MMN amplitudes against 0 μV for each Level and Feature in each Group, applying Bonferroni-correction of the alpha-level [α = 0.05/(4∗4) = 0.0031]. In order to fully investigate the discrimination resolution of the paradigm, we carried out planned comparisons of the Level factor for each Feature and each Group on the MMN amplitudes, i.e., six Level contrasts (3 + 2 + 1) for each of the four Features, using paired-samples t-tests with Bonferroni-correction of the significance level for multiple comparisons [α = 0.05/(6∗4) = 0.0021].



Behavioral Test

In addition to the EEG measurements, all participants completed a three-alternative forced choice (3-AFC) test to obtain a behavioral measurement of the same music parameters and levels of magnitude as presented in the MMN paradigm.

A four-tone musical pattern, like the one presented in the MMN paradigm, was presented twice in the standard and once in the deviant condition [p(deviant) = 0.33]. The participants were hereafter instructed to manually choose the deviant pattern based on a pictorial representation on the computer screen. The deviant could occur in either the first, second, or third pattern in a randomized order. Each of the 16 deviants were presented six times adding up to a total of 96 trials. The scores were converted to percent correct hit rates for each deviant condition.

The 3-AFC data did not meet the criteria for normal distribution (NH: Shapiro–Wilk, p = 0.10–6–0.131; CI: Shapiro–Wilk, p = 0.10–7–0.535). Consequently, to test whether hit rates differed significantly from chance level, one-sample Wilcoxon signed rank-tests against the value 33.3% were conducted. Again, we focused our statistical analyses on the potential main effects of Group and Level, as well as the potential interactions between Group and Feature and Group, Feature and Level. NH and CI hit rates were compared with a Mann–Whitney U-test, and effects of Level (S, M, L, XL) on hit rates were tested with Friedman’s ANOVA, both with a Bonferroni-corrected alpha level of factor two (α = 0.05/2 = 0.025). Given that the standard Friedman’s ANOVA does not include tests of interaction effects, we report Bonferroni-corrected comparisons for the potential Group by Feature interaction (α = 0.05/4 = 0.0125) together with the other post hoc comparisons. Finally, the potential three-way interaction was implicitly tested as part of our planned comparisons of the Level factor for each feature and each group which was tested with Wilcoxon signed rank tests with Bonferroni-corrected significance levels [α = 0.05/(6 ∗ 4) = 0.0021].



Correlation Analysis

To identify possible predictive factors and relationships, we performed a multiple regression analysis of the CI users’ MMN amplitudes, behavioral hit rates, clinical data, and music appreciation data. Clinical factors were age, age at hearing loss, age at implantation, duration of hearing loss prior to CI, and duration of CI experience. Music appreciation data included music listening habits (hours/week), level of music enjoyment (1–7), and rating of quality of music with CI (mean VAS score across seven bipolar adjective descriptors). The latter were extracted from responses given in a revised version of the IOWA musical background questionnaire on the online platform SurveyXact.



RESULTS


Overall MMN Responses

All deviant types and levels elicited statistically significant MMN responses in both the NH group (p < 10–4) and in the CI group (p < 0.001) (Table 2 and Supplementary Figure 1). For both groups, the Bonferroni-corrected alpha level of α = 0.05/(4 ∗ 4) = 0.0031 was used.


TABLE 2. MMN amplitudes.
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Effects of Level and Group on MMN Amplitude


Main Effects

There was no main effect of Group on MMN amplitude (mean CI users = −1.02 μV, SD = 0.30; mean NH controls = −1.19 μV, SD = 0.34), suggesting that the overall MMN across levels and features did not differ significantly between CI users and NH listeners (Table 2). There was a statistically significant main effect of Level on MMN amplitudes (S = −0.97 μV, SD = 0.31; M = −0.89 μV, SD = 0.31; L = −1.22 μV, SD = 0.50; XL = −1.36 μV, SD = 0.40) [F(3,69) = 21.33, p < 10–9, [image: image] = 0.48) (Figure 2 and Table 3). Post hoc comparisons confirmed that the effect was driven by a significantly higher MMN amplitude to the XL and L compared to the M and S levels (Table 4).


[image: image]

FIGURE 2. MMN responses to deviant levels. (Top) Average MMN scalp topographies measured in a 30 ms time window centered on the global peak in the grand-average waveform at a latency of 147 ms. The colors are scaled from –2 μV (blue) to +2 μV (red). (Bottom) Average MMN waveforms for each deviant level and group measured at the Fz electrode.



TABLE 3. Analysis of variance.
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TABLE 4. Post hoc comparisons.
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Interactions

Neither the two-way interaction between Group and Feature nor the 3-way interaction between Feature, Level, and Group passed the Bonferroni-corrected threshold α = 0.05/4 = 0.0125 (Table 3).



Planned Comparisons

In accordance with our planned comparisons, we here report results of paired samples t-tests comparing all levels for each feature within each group. Only results meeting the Bonferroni-corrected significance level at α = 0.05/(4 ∗ (3 + 2 + 1)) = 0.05/(4 ∗ 6) = 0.0021 are reported here. For full reporting, all results, including trending results at p < 0.05 without correction for multiple comparisons, are shown in Table 4. Plots showing difference waves for all deviants and levels are provided in Figures 3, 4.


[image: image]

FIGURE 3. MMN responses to deviants in each auditory feature. (Top) Average MMN scalp topographies measured in a 30 ms time window centered on the peaks for each feature. The colors are scaled from –2 μV (blue) to +2 μV (red). NH, normal hearing controls; CI, adult cochlear implant users. (Bottom) Average MMN waveforms for each feature and group measured at the Fz electrode.



[image: image]

FIGURE 4. MMN responses to deviants for each feature, level, and group measured at the Fz electrode.




Intensity

Normally hearing listeners showed no differentiation between any levels of the Intensity deviant. In CI users, there was a significantly larger MMN amplitude to the XL compared to the M intensity deviants.



Pitch

In NH listeners the MMN amplitude to the XL deviant was significantly larger than that of the L, M, and S deviants. The CI users did not show any significant differences in their MMN amplitudes between pitch levels.



Timbre

In the NH group, no significant differences were found between any levels of the Timbre deviant. CI users demonstrated a significantly higher MMN amplitude to the XL compared to the M deviant. By contrast, CI users’ MMN amplitude to the S deviant was significantly higher than that elicited by the M deviant.



Rhythm

Normally hearing listeners’ MMN amplitudes to rhythm deviants were significantly larger for the XL and L deviants compared to S deviants. In CI users, the MMN amplitude was significantly higher to the L deviant than to M and S deviants.



Effects of Level, Feature, and Group on MMN Latency


Main Effects

There was no main effect of Group on MMN latency (mean CI users = 168 ms, SD = 11; mean NH controls = 162 ms, SD = 14), suggesting that the overall MMN latency across levels and deviants did not differ significantly between CI users and NH listeners (Table 3). Also, there was no main effect of Level on MMN latency (Table 3).



Interactions

Neither the two-way interaction between Group and Feature nor the three-way interaction between Feature, Level, and Group were significant for MMN latency.



Behavioral Discrimination Scores


Performance vs. Chance

One-sample Wilcoxon signed rank tests showed that for NH controls hit rates were significantly higher than chance level (33%) for all features and levels, except for the Intensity S and M, Timbre S, and Rhythm S deviants (Table 5). CI users exhibited a high degree of individual variability, scoring significantly above chance level only for the Rhythm XL, L, and M deviants as well as the Timbre L and XL deviants (Bonferroni-corrected threshold: α = 0.05/16 = 0.003) (Table 5).


TABLE 5. Behavioral hit rates.
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Main Effects

The Mann–Whitney U-test comparing the group scores across Features and Levels revealed an overall significant difference between groups, with lower hit rates for the CI-users (median: 75%) than the NH controls (median: 100%) [U(25) = 34.50, p = 0.015, r = 0.49]. Furthermore, the Friedman’s ANOVA showed a main effect of Level [χ2(25) = 49.53, p < 10–9, r = 0.69] (Table 3). Post hoc comparisons confirmed that the effect was driven by significantly higher hit rates for the XL and L compared to the M and S levels and for the M compared to the S level (Table 4).



Interactions

As already mentioned, the standard Friedman’s ANOVA does not include tests of interaction effects, and we therefore report post hoc comparisons for the potential Group by Feature interaction in Table 4. They indicated that the group difference was mainly driven by significantly lower hit rates in the CI group compared to the NH group for the pitch deviants (Table 4 and Figure 5).
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FIGURE 5. Violin plots showing behavioral hit rates for each feature, level, and group. Dotted line indicates chance level.




Planned Comparisons

In accordance with our planned comparisons, we here report results of one-sample Wilcoxon signed rank tests comparing all levels for each feature within each group. We only report results passing the Bonferroni-corrected significance level at p = 05/(6 ∗ 4) = 0.0021 here. All results, including trending results at p < 0.05 without correction for multiple comparisons, are shown in Table 4 for full reporting. Violin plots illustrating the behavioral results are provided in Figure 5.



Intensity

In the NH group, the intensity XL and L deviants resulted in significantly larger hit rates compared to the S deviant. No significant differences between any levels were observed in CI users.



Pitch

The NH group showed a ceiling effect with no significant difference between any levels. In CI users, no significant differences in hit rates were observed.



Timbre

For timbre, none of the two groups showed any significant differentiation of any of the deviant levels.



Rhythm

Normally hearing participants showed significantly higher hit rates for the XL, L, and M compared to the S rhythm deviant. CI users did not show any significant differentiation in terms of hit rates.



Correlation Between MMN Amplitude, Behavioral Scores, and Clinical and Music Appreciation Factors

We found no statistically significant effects of any clinical or music appreciation factors on neither the CI users’ MMN responses nor their behavioral hit rates. A weak positive relationship was found between age at hearing loss and strength of MMN amplitudes for the rhythm (p = 0.026, uncorrected) and timbre (p = 0.071, uncorrected) deviants, indicating that a larger MMN was associated with later age at hearing loss.



DISCUSSION

This experiment assessed the cortical and behavioral discrimination of musical features in adult CI users and NH controls. The electrophysiological measurements were performed using a multifeature MMN-paradigm presenting four musical features at four levels of deviation magnitude in a “no-standard”-design. In accordance with our hypothesis, the paradigm elicited robust MMN responses to all deviation levels in both NH controls and CI users. Furthermore, across participants, the results showed an overall relationship between MMN strength and deviation magnitude; the larger the deviation, the stronger the MMN response. Finally, contrary to our hypothesis, neither the overall MMN amplitudes nor latencies of the CI users were significantly different from those of the NH group. The findings extend previous multi-feature MMN studies indicating that CI-recipients using present-day speech processing technology may be capable of detailed discrimination of musical sounds even when presented in a complex context (Sandmann et al., 2010; Torppa et al., 2012; Petersen et al., 2014; Timm et al., 2014; Hahne et al., 2016).

The CI-MuMuFe MMN-paradigm constitutes an unprecedented level of complexity in MMN research of CI-users. Nevertheless, our results indicate that the paradigm is both accurate and feasible and may provide strong evidence of CI users’ musical discrimination abilities and thresholds as a tool for objective measurements of music discrimination. The use of the paradigm could be of clinical relevance, because it allows for detailed measurement of auditory discrimination abilities in CI patients within a time frame sufficiently short to avoid fatigue and demotivation (Näätänen et al., 2004). Furthermore, in a clinical context, the CI MuMuFe-paradigm could be used as an objective tool for assessment of auditory rehabilitation after CI, e.g., auditory verbal therapy (Sandmann et al., 2010; Rahne et al., 2014) or music training. Especially in the case of young children who receive implants before language acquisition and in whom subjective responses are difficult to interpret, MMN responses might provide useful information regarding the development of auditory functions (Sharma, 2006). To fully qualify for clinical use, however, it is important to improve the analytical methodologies such that MMN measures can be estimated not only at the group level but also in individuals (Bishop and Hardiman, 2010). This is further substantiated by the high degree of variance in the individual MMN traces shown in Supplementary Figure 2.


Behavioral Measurements

On average, the CI users scored significantly below the NH listeners in the behavioral discrimination of the four types of music deviants. This was particularly true for Pitch and Intensity, whereas the CI users’ detection of changes in Rhythm was not significantly different from that of their NH counterparts (Table 4). This confirms previous reports, showing that CI users score significantly below NH controls in pitch-related tasks such as melodic contour recognition but usually perform at nearly comparable levels on rhythmic tasks (Gfeller et al., 2007; Drennan and Rubinstein, 2008; Jiam, 2017). As for MMN, the behavioral results showed a significant effect of level across groups. The effect was most prominent in the NH listeners’ detection of changes in Intensity and Rhythm while the CI group showed no significant effect of level for any features. However, as also suggested in the violin plots in Figure 5, the CI-users in general showed trends toward scoring more accurately when presented with larger changes of the different features.



Individual Variation

As already noted, the CI users’ behavioral performance was characterized by a large amount of variation. While some CI users scored at or below chance, others were able to achieve 100% correct scores for all deviant levels except the two lowest levels of the Intensity deviant. This gross variability in performance is a well-known phenomenon in CI-research and may reflect differences in the patients’ history of hearing loss (Blamey et al., 2013) and, in this case, musical background. However, our correlation analyses did not identify any significant clinical or music-related factors predictive of either neurophysiological or behavioral performance. The only exception was age at hearing loss which tended to be positively associated with MMN amplitude, indicating that loss of hearing at a young age may hamper the development of fine-tuned auditory processing.

Another potential source of variation is age. However, despite a wide span of age (35–80 years) among the CI-users, age showed no significant relation with any outcome measures. The difference in mean age between the two groups with NH controls being slightly (albeit non-significantly) older than the CI users might represent a possible limitation. As aging can affect the MMN negatively (Schiff et al., 2008), it is fair to speculate that this might to some degree contribute to the lack of difference in MMN amplitude between the two groups. We will in a subsequent article report on the potential effect of aging on the MMN as measured with the CI-MuMuFe paradigm from a separate study involving also a group of NH young adults.



MMN and Behavior Relationship

So why were CI users’ behavioral performances poorer than NH listeners’ when their MMNs were not significantly different? The presence of significant MMNs indicates that at the early pre-attentive stages of sound processing, the brain is able to detect the subtle sound differences. However, in the active attended listening task, other factors than perceptual sensitivity might influence the performance (Bishop, 2007; Bishop and Hardiman, 2010). For CI users, making meaning of complex sounds constitutes a great demand for cognitive resources and listening effort (Giraud et al., 2000; Hughes et al., 2018). Thus, in a task involving unfamiliar sounds and with the absence of visual cues, some degree of fatigue or unsustained attention may explain this inconsistency between neurophysiology and behavior.

It is also important to point out that MMN and behavioral testing performance often fail to correspond in a strict one-to-one fashion; strong MMNs are not necessarily associated with higher scores (Bishop and Hardiman, 2010; Ortmann et al., 2017). This is also indicated in this study by the lack of significant correlations between MMN amplitudes and hit rates, which thus lends further support to the notion that a group difference at the behavioral level may not necessarily correspond to a group difference at the neurophysiological level.



Discrimination vs. Music Appreciation

On average, the CI users were able to detect some of the subtle changes incorporated in the paradigm, albeit more so at the neural than at the behavioral level. It should be emphasized, however, that this does not necessarily warrant music appreciation. As also suggested by the lack of a relationship between self-reported music appreciation and discrimination skills, other factors may play a significant role in the degree to which CI users tend to like music. Whereas many CI users experience reduced music enjoyment after implantation (Mirza et al., 2003), some studies show that for some CI users enjoyment of music is not hindered despite lack of ability to perceive pitch and timbre (Looi et al., 2012), and that especially rhythm and lyrics are important components of enjoyment (for a review see Riley et al., 2018). It is beyond the scope of this study to deal with this interesting research avenue in further detail. However, future research could potentially employ the CI-MuMuFe paradigm to further elucidate the role of different musical features in CI users’ music appreciation.



Features


Intensity

Intensity (or loudness) contributes to the experience of dynamics and is an important prerequisite for the full extent of music enjoyment. In the present experiment, the changes in intensity were quite subtle, as reflected both in the very low hit rates and the relatively weak MMN responses observed in the NH listeners. Nevertheless, CI users exhibited cortical responses that reflected the level hierarchy. This was quite surprising, since, because of necessary compression of the sound signal, the dynamic range of the CI is often limited to 6–30 dB, as compared to the potential NH range of 120 dB (Shannon, 1983; Moore and Moore, 2003; Zeng, 2004).

A previous MMN-study by Sandmann et al. (2010) tested discrimination of intensity presented in decremental steps of 4 dB and found a significant MMN only for the largest level in NH and for the second largest level in CI. Since the only difference between the two studies is the design of the paradigm – odd-ball vs. arpeggiated triads – explanations for this discrepancy could be either improved sound processing technology or differences in methodological approaches related to recording or analysis of the ERPs.

It would be fair to argue that presenting intensity in decremental steps only paints an incomplete picture of perception of dynamic changes. The rationale for this one-way approach, however, is to avoid exceeding the sound level of 65 dB and the potential risk of distortion at the higher levels. In their study with CI children, Torppa et al. (2012) presented both decremental and incremental intensity deviants but found MMN responses only for the decremental deviants. The authors speculated that the lack of response could be linked either to CI-listeners’ limited processing of stronger loudness levels or to the sound processor’s automatic gain control. This possible limitation will be further explored in our ongoing investigation of CI users’ neurophysiological responses to a new “Free-listening”-paradigm in which the participants are exposed to real music (Poikonen et al., 2016).



Pitch

Pitch perception is crucial for identifying melodic contour both in relation to music and to language. Several studies have concluded that CI users’ perception of pitch is poor and that some CI users may need intervals of several semitones to identify a change of pitch (Looi et al., 2012; Limb and Roy, 2014). Interestingly, the CI users in the present study showed a robust MMN response not only to the larger but also to the smallest pitch change of one semitone. This is consistent with Hahne et al. (2016) who found that whereas a pitch deviant of +1 semitone elicited a “good MMN potential”, a −24 ct (a quarter of a semitone mistuning) did not. The authors concluded that “the real performance optimum of pitch discrimination of the CI stimulation might be still somewhat below 1 semitone.” In that perspective, taking also the CI users’ undifferentiated neural discrimination of levels of pitch change into account, it may be worth considering including a quarter-tone (half semitone) pitch deviant in a future revision of the CI-MuMuFe. Such an adjustment might also to some extent reduce the ceiling effect found in the NH controls’ behavioral performance.

The CI users’ behavioral discrimination of the pitch deviant showed a large variability, failing to reach a within-group consistent above-chance level. Nevertheless, whereas the MMN responses did not reflect effects-of-magnitude, tendencies in the behavioral results suggested that CI-users might obtain higher discrimination accuracy for the L compared to the S and M deviation levels (Figure 5 and Table 5). This may reflect the difference between the early pre-attended change detection represented by the MMN and the attended, conscious detection and perception as measured in the behavioral task. The large variance observed in the behavioral identification of the XL 8-semitone-change, exhibiting floor as well as ceiling effects, is difficult to interpret. We speculate that individual differences in both the CI-processing strategies and auditory profiles may be the cause of this inconsistency.



Timbre

Consistent with previous reports, timbre deviants elicited robust MMN responses in both groups (Petersen et al., 2014; Timm et al., 2014; Hahne et al., 2016). Furthermore, the neural discrimination of the four deviant levels in general reflected the deviation magnitude. In CI users, however, the small “bright” piano variation elicited an MMN response that was significantly larger than the medium “blues” variation. This unexpected difference in automatic detection could be due to extraction of envelopes triggered by the richer representation of higher frequencies in the activation of electrodes, as also illustrated in Supplementary Figure 5.

While the selection of the trumpet and electric guitar deviants was based on experience gained from previous experiments, the two smaller deviants were created from the logic of making slight variations of the standard piano sound. As can be seen in Supplementary Figure 5, that logic was not totally wrong. The bar plot top right shows the increasing amount of spectral energy that differentiates the standard sound from the deviant sounds. However, when running the sounds through a CI simulator, as shown bottom right, the “bright” piano sound clearly exhibits a stronger spectral envelope than the “blues” variation. The phenomenon is a fine exemplification of how different electric hearing is from normal hearing. A future revision of the paradigm should consider taking this observation into account by reversing the two in the level hierarchy.

Of interest in this context is a study on timbre perception in adult CI users using behavioral performance as a model for individually adapted MMN stimuli (Rahne et al., 2014). Instead of instrument sounds, the paradigm presented synthesized tones with varying relationship between the fundamental and a spectrum of harmonics. The authors concluded that MMN responses reflected the individual threshold for automatic detection of timbre changes.

Even though the CI users here exhibited differentiated neural detection of changes in timbre, it is important to note that this may not necessarily reflect ability to distinguish or recognize instruments. This task is notoriously challenging for CI users (Heng, 2011; Looi et al., 2012; Limb and Roy, 2014), although effects of training have been reported (Driscoll, 2012; Petersen et al., 2012; Jiam et al., 2019). What we show is the neurophysiological and behavioral capability to identify subtle changes in the “color” of a sound which is a prerequisite for possible further training of this skill.



Rhythm

Whereas the spectral resolution of the CI signal is low, the temporal resolution is high as reflected in near normal rhythm discrimination reported in behavioral studies (Limb et al., 2010), MMN studies (Petersen et al., 2014; Hahne et al., 2016), as well as in effect of targeted rhythm training (Petersen et al., 2012). Our results confirm this, showing CI performance that is not significantly different from that of the NH group and significantly better for rhythm than for the other three deviants (Table 4 and Figure 5).

The four rhythm deviants in the paradigm follow the logic of beat subdivision, such that the 26 ms anticipation in a musicological concept is a 64th note syncopation whereas the largest deviant equals a dotted 16th-note syncopation (Figure 1). Both NH and CI listeners’ discrimination of the rhythm deviants tended to follow this musical logic: the shorter the displacement of the third note the more difficult the detection.

As a single exception, the CI users showed the strongest MMN response to the second largest rhythm deviant and not the largest (Table 2). This could be explained by the very short distance (50 ms) between the second and third note which may be perceived as a merging of the two notes. So, even though the two notes are three semitones apart, they may be perceived as the same note because of the CI’s poor representation of pitch. By contrast, in their attended behavioral detection of the rhythm deviants, the CI group detected the largest deviant most accurately (Figure 5). However, in that task the requirement is to detect which of three patterns is different. Thus, the largest rhythm deviant is clearly identifiable because of the omission of the third tone at the expected position.



Methodological Considerations


The Standard Response

In the original paradigm from Vuust et al. (2011), a standard pattern was played in between every deviant pattern. Thus, the ERP elicited from the third tone in the standard configuration could be subtracted directly from the response to the third tone in the deviant pattern, eliciting the MMN response. In the no-standards paradigm from Kliuchko et al. (2016) the standard pattern was omitted which meant that the third tone was never a standard. Consequently, no direct comparison between the standard and deviant response was possible. Instead, the standard response was defined as the response to the first, second, and fourth tone of the Alberti bass pattern, because these tones never occurred as deviants. An average between the first, second, and fourth tone is a compromise between several other less ideal standard responses in an attempt to mimic the relatively stable and neutral response to the third tone obtained in the original paradigm. The less ideal standard responses (the first, the second, or the fourth tone, respectively) are all confounded by the MMN response or by N1 enhancement in their baseline or in their post-stimulus time window, which is visualized in Supplementary Figure 3. For clarity it is important to point out that since the same standard response is subtracted from each of the compared 16 deviants, the statistical differences observed for the within-subject factors of Level and Feature could not have been affected by the choice of standard response.

See the Supplementary Material for a more in-depth discussion of the different scenarios for selecting an appropriate standard response.



The Rhythm Deviant and Its Baseline Correction

The rhythm deviant is different from the other deviants as it actually consists of two deviants in one. First, it is a duration deviant because the second note in a rhythm deviant sequence is shortened 26, 52, 103, and 155 ms, respectively. Second, it is a rhythm deviant since the third note is thereby presented earlier than expected. The fourth note, however, is unchanged and occurs at the usual time because the third note of the rhythm deviant sequence is prolonged accordingly.

The epochs are centered around the prolonged third note to best capture the mismatch response to the rhythm deviant and thereby compare the individual rhythm deviants. However, as the second note becomes shorter, the P50 response occurs closer to the onset of the third note, and in the case of the XL deviant, the P50 response to the shortened note actually begins when the third note has its onset. This presents a challenge with regard to baseline correction because the conventional 100 ms baseline window preceding the third note is hereby contaminated with P50 responses to the preceding note to varying degrees depending on the extent of the shortening, and thus especially so for the L and XL deviants as illustrated in Supplementary Figure 4.

The contamination of the conventional baseline window thus co-varies with the four levels of the rhythm deviants, which constitute a factor in the statistical analyses. Therefore, we opted for the 100 ms period preceding the shortened second note as baseline correction window for the rhythm deviants. The ongoing activity in this time window was unaffected by the varying overlap between P50 responses and baseline windows caused by the shortening of the second note, and thus served as a good estimate of the ongoing background activity prior to the rhythm deviants (see the Supplementary Material for more details on the choice of baseline window for the rhythm deviants).



Speaker vs. Cable

In the present study, CI users were presented with the sound stimuli through a direct audio input cable rather than listening via loudspeakers. This allows for control of which sound inputs are presented to the participants and eliminate confounding factors such as residual hearing. Some challenges, however, are associated with this method. First, present-day CIs are quite small, leaving no room for an audio input port. Thus, for most of the CI users, a spare processor had to be programmed with their personal mappings. This obviously may be the source of some experimental uncertainty as well as participant concern. The newest generation of CI processors, however, provide a fast, wireless connection which may eventually eliminate this problem.

Some of the CI users had bilateral CIs and were forced to choose their best performing ear for the tests. Both for them and for the bimodal listeners, the monaural stimulation represented a listening situation that was less satisfactory and quite far from what they were used to. We can only speculate the degree to which this affected their performance. We would argue that even though there is a trade-off when presenting the stimuli directly it represents the most optimal basis for a fair comparison and standardizes one factor in a population already characterized by a multitude of profiles.



Sound Intensity

Due to quite varying degrees of tolerance of the volume of the stimuli, we were unable to maintain a perfect match in the sound intensity between CI-participants. This may introduce a possible variance in the recorded EEG data. However, because the participants had to listen to the stimuli for 32 min and were asked not to focus on the sound, we considered it most important that the sound level was tolerable for the individual participant. The MMN is affected by attention, which means that if an individual was disturbed by the stimuli, this might affect the results. Because the perceived loudness with a CI depends on both the chosen program and the individual settings, a direct comparison of sound levels between CI users is virtually impossible. Thus, we conclude that the individual comfortable level is the most optimal way to set the intensity level. Measuring the intensity of the sound coming into the CI is possible by connecting the implant to a software system for visual inspection. However, one thing is what can be seen objectively on a screen, another thing is what is subjectively perceived by the participant.



SUMMARY AND CONCLUSION

Our findings confirm and expand previous reporting on adult CI-users’ music perception abilities. Despite degraded representation of spectral fine structure in the CI-signal, CI-users exhibited MMN-responses to changes in basic features of music that were significant and not significantly different from those of NH controls. Both groups showed MMN strength that was in alignment with the deviation magnitude. In CI users, however, discrimination of pitch levels remained undifferentiated. CI users’ behavioral performance was significantly below that of the NH group, mainly due to poor pitch discrimination. Although no significant effects were found, CI users’ behavioral results tended to be in accordance with deviation magnitude, most prominently manifested in discrimination of the rhythm deviant.

The findings indicate that the new MuMuFe paradigm can effectively estimate musical discrimination abilities and thresholds in CI users. Furthermore, the large heterogeneity of the CI-users tested in the present study suggests that the paradigm has a promising potential for assessing a wide range of perceptual profiles. Thus, the paradigm may be a valuable tool in measurements of the effect of training or in studies which examine neural plasticity following CI. Furthermore, the CI MuMuFe may have clinical relevance with a potential of evaluating thresholds and limits in follow-up procedures, e.g., in young children for whom subjective measurements are difficult to interpret. Future studies should investigate the possibility of applying the paradigm with the purpose of assessing discrimination skills not only at the group level but also at the individual level.
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Several cues are used to convey musical emotion, the two primary being musical mode and musical tempo. Specifically, major and minor modes tend to be associated with positive and negative valence, respectively, and songs at fast tempi have been associated with more positive valence compared to songs at slow tempi (Balkwill and Thompson, 1999; Webster and Weir, 2005). In Experiment I, we examined the relative weighting of musical tempo and musical mode among adult cochlear implant (CI) users combining electric and contralateral acoustic stimulation, or “bimodal” hearing. Our primary hypothesis was that bimodal listeners would utilize both tempo and mode cues in their musical emotion judgments in a manner similar to normal-hearing listeners. Our secondary hypothesis was that low-frequency (LF) spectral resolution in the non-implanted ear, as quantified via psychophysical tuning curves (PTCs) at 262 and 440 Hz, would be significantly correlated with degree of bimodal benefit for musical emotion perception. In Experiment II, we investigated across-channel spectral resolution using a spectral modulation detection (SMD) task and neural representation of temporal fine structure via the frequency following response (FFR) for a 170-ms /da/ stimulus. Results indicate that CI-alone performance was driven almost exclusively by tempo cues, whereas bimodal listening demonstrated use of both tempo and mode. Additionally, bimodal benefit for musical emotion perception may be correlated with spectral resolution in the non-implanted ear via SMD, as well as neural representation of F0 amplitude via FFR – though further study with a larger sample size is warranted. Thus, contralateral acoustic hearing can offer significant benefit for musical emotion perception, and the degree of benefit may be dependent upon spectral resolution of the non-implanted ear.

Keywords: cochlear implant, bimodal, music perception, musical emotion, hearing loss, frequency following response, spectral modulation detection, psychophysical tuning curve


INTRODUCTION

Cochlear implant (CI) technology has improved significantly over the past 30 years, enabling CI users to achieve high levels of speech understanding in quiet listening environments (e.g., average AzBio sentence recognition ranging from 60 to over 80%, even in the absence of visual cues) (Gifford et al., 2018; Gifford and Dorman, 2018; Sladen et al., 2018); however, processing of more complex inputs remains a significant challenge for most CI users (e.g., Hsiao and Gfeller, 2012).

At present, most modern CI processing use an envelope-based strategy in which a fixed pulse rate is amplitude modulated by the envelope of the signal. During this process, the temporal fine structure of the input is discarded. Additional processing limitations include a restricted overall bandwidth (approximately 100–8500 Hz), electrode place mismatch, and spectral smearing. Spectral smearing is particularly problematic and can result from several factors, including a discrete number of electrodes that serve to replace the function of thousands of hair cells, channel interaction due to the inevitable spread of electrical current in a fluid-filled cavity, variable neural survival/degeneration of nerve fibers, and the lack of stochastic neural firing behavior with electrical stimulation. The lack of spectro-temporal detail provided by most CI processing strategies prevents complex signals from being transmitted with accuracy, especially those requiring precise coding of pitch information, such as musical melodies, lexical tone, and vocal emotion (Chatterjee and Peng, 2008; Hsiao and Gfeller, 2012; Luo et al., 2007; Jiam et al., 2017). Thus, music and emotion perception are often significantly poorer in CI users than in normal-hearing listeners.

Music perception ability in CI users is most commonly quantified in terms of four key structural features of music: rhythm, pitch, melody, and timbre. For adult CI patients, performance on temporal-based music tasks tends to be normal or near normal, suggesting minimal to no deficit in tempo or rhythm discrimination (Gfeller et al., 1997; Hsiao and Gfeller, 2012; Kong et al., 2004; Reynolds and Gifford, 2019). In contrast, for the reasons discussed above, pitch, melody, and timbre perception are significantly poorer (Drennan et al., 2015; Kang et al., 2009). We are greatly limited, however, if the assessment of music perception focuses only on the four perceptual elements discussed here. Data from subjective reports add great value to our understanding of music perception in the CI population, with many adult CI users being disappointed with the way music sounds. In fact, several studies report significantly lower music enjoyment ratings post-implantation compared with ratings prior to deafness (Lassaletta et al., 2007; Mirza et al., 2003). Thus, with current technology, a fulfilling sense of music appreciation remains a goal that has yet to be accomplished for many CI recipients.

An additional factor critical to our understanding in this area is the emotional element of music perception. Two primary cues are used to convey musical emotion: musical mode (the type of scale or subset of musical pitches used in the musical excerpt; e.g., major vs. minor) and musical tempo (the speed of the musical excerpt; e.g., fast vs. slow) (Eerola and Vuoskoski, 2013). Specifically, major and minor modes tend to be associated with positive and negative valence, respectively, and songs at fast tempi [i.e., ♩ = 92–196 beats per minute (bpm), Gosselin et al. (2005); ♩ = 80–255 bpm, Peretz et al. (1998)] have been associated with more positive valence compared to songs at slow tempi [i.e., ♩ = 40–60 bpm, Gosselin et al. (2005); ♩ = 20–100 bpm, Peretz et al. (1998), Balkwill and Thompson (1999), Webster and Weir (2005)].

In Western music, a finite set of 12 pitch classes (A, A#/Bb, B, C, C#/Db, D, D#/Eb, E, F, F#/Gb, G, G#/Ab) is utilized, and from these 12 notes, major or minor scales can be produced. The distinction between a major key, e.g., C major, and its parallel natural minor, C natural minor, is a lowered 3rd and 6th scale degree by a half step, or one semitone. For reference, one semitone is the difference between adjacent keys on a keyboard and is the smallest discrete interval utilized in Western music. Normal-hearing listeners can detect changes significantly smaller than one semitone, but the smallest interval detected by CI users is reportedly between 3 and 7.6 semitones, on average (7.6 semitones, Gfeller et al., 2002; 5.7 semitones, Wang et al., 2011; ∼3 semitones, Drennan et al., 2015; Kang et al., 2009). Thus, for CI users, the difference between C major and C minor may be perceptually subtle or even indistinguishable.

To date, only a handful of studies have examined musical emotion perception in CI users, and even fewer have parsed out the degree to which tempo and mode cues are utilized in the CI population. Hopyan et al. (2011) studied musical emotion recognition in children with CIs and found that these individuals were significantly less accurate in their perception of musical emotion than their normal-hearing peers. A limitation of this study, however, was that tempo and mode cues were not varied independently of one another. Thus, it is unclear how the two cues were weighted by these listeners and whether one cue may have dominated their musical emotion judgments.

In order to determine how much weight listeners give to one cue over the other, researchers have begun varying mode and tempo independently of one another. Caldwell et al. (2015) presented stimuli that consisted of clips that were of positive valence (major mode at a fast tempo), of negative valence (minor mode at a slow tempo), and of ambiguous valence (major mode at a slow tempo; minor mode at a fast tempo). They showed that compared to normal-hearing listeners, CI listeners gave significantly more weight to temporal cues (tempo; fast vs. slow) than pitch cues (mode; major vs. minor) when interpreting musical emotion. Specifically, CI users’ ratings of stimuli with the same tempo were similar, irrespective of mode, while normal-hearing listener ratings’ differed significantly for varying mode. Similarly, Hopyan et al. (2016) altered mode, tempo, or both mode and tempo, and found that CI users relied predominantly on tempo. These findings are consistent with previous literature demonstrating that spectral cues are poorly represented for CI users, whereas temporal cues remain robust.

With the known challenges of CI listening, this raises the question of how listeners who utilize the combination of electric (via CI) and acoustic hearing in the contralateral ear (via hearing aid) may perform on tasks of musical emotion perception. The term “bimodal hearing” is conventionally used to refer to the use of a CI in one ear and a hearing aid in the contralateral ear. Indeed, bimodal listeners tend to show better objective and subjective music perception outcomes compared with both unilateral and bilateral CI users (Dorman et al., 2008; El Fata et al., 2009; Gfeller et al., 2008; Sucher and McDermott, 2009). This has largely been attributed to improved access to fundamental frequency (F0) and low-frequency (LF) fine structure information in the non-implanted ear (e.g., Smith et al., 2002; Moore, 2003; Li et al., 2013; Dincer et al., 2018). However, much less is known about the acoustic benefits to musical emotion perception, particularly for those with significant hearing loss in the non-CI ear.

Shirvani et al. (2016) compared the musical emotion recognition abilities of children with bimodal configurations and unilateral CIs, showing that bimodal listeners performed significantly better than the unilateral CI group, yet still significantly poorer than normal-hearing listeners. However, similar to the study by Hopyan et al. (2011), they did not vary mode and tempo independently of one another. Giannantonio et al. (2015) examined musical emotion perception in 42 children with CIs, 11 of whom were bimodal listeners. These researchers systematically varied mode, tempo, and both mode and tempo cues, and found that the addition of acoustic hearing in the contralateral ear resulted in greater incorporation of the mode cue – a finding that is indicative of better access to important pitch information via acoustic hearing. Still, further research is warranted in the adult population.

The current study is a replication and extension of the previous work by Caldwell et al. (2015) to include bimodal listeners. The purpose was to examine how musical mode cues (major vs. minor) and musical tempo cues (fast vs. slow) influence the perception of musical emotion among bimodal listeners. CI-alone performance was also assessed, thereby allowing a direct comparison to the CI users’ performance in the study by Caldwell et al. (2015), and also allowing for a measure of within-subject bimodal benefit. The primary hypothesis was that, unlike CI-only users, bimodal listeners would utilize both mode and tempo cues in their musical emotion judgments in a manner more similar to normal-hearing listeners. The secondary hypothesis was that LF spectral resolution in the non-implanted ear would be significantly correlated with degree of bimodal benefit for musical emotion perception. Spectral resolution in the non-implanted ear was initially quantified via psychophysical tuning curves (PTCs) (Experiment I). PTCs are considered a psychophysical analog of neural tuning curves, and measure the level of a narrowband noise masker needed to just mask a pure-tone signal fixed in level and in frequency (Moore, 1978). A smaller sample, including a portion from Experiment I, was also tested via spectral modulation detection (SMD) and neural representation of temporal fine structure via the frequency following response (FFR) for a 170-ms /da/ stimulus (Experiment II). In contrast to the within-frequency nature of PTCs, SMD provides an across-frequency measure of spectral resolution. The FFR is an auditory-evoked potential and thereby serves as an objective measure of the auditory system’s spectral resolving capabilities.



EXPERIMENT I


Method


Participants

Participants included 15 adult bimodal listeners and 15 normal-hearing (NH) adult controls. Bimodal listeners ranged in age from 24 to 79 years (mean 56 years), and NH controls ranged in age from 22 to 71 years (mean 47 years). Additional demographic information for the bimodal participants is shown in Table 1. Normal hearing was defined as pure-tone audiometric thresholds ≤25 dB HL from 250 to 4000 Hz, bilaterally. If a hearing evaluation had not been completed within 6 months prior to the study, an audiometric evaluation was performed. A Grason Stadler GSI 61 audiometer with ER-3A insert earphones was used. Audiometric thresholds for both groups are displayed in Figure 1. For the NH group, the right and left ears are averaged together, and for the bimodal group, thresholds are shown for the non-implanted ear only. Although there is significant variability across participants, average hearing loss of the non-implanted ear is moderate sloping to severe. The TEN Test was used to quantify dead regions (areas with few or no functioning inner hair cells and/or auditory neurons) in the non-implanted ear of the bimodal participants (Moore et al., 2000). Dead regions were identified based on a 10-dB or greater shift criterion. Testing using the TEN test determined that 1 participant had a dead region at 500 Hz, 3 at 750 Hz, 1 at 1000 Hz, 3 at 1500 Hz, and 2 at 2000 Hz.


TABLE 1. Bimodal participant demographics (Experiment I).
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FIGURE 1. Audiometric thresholds for NH (right and left ears averaged, solid dark gray lines) and bimodal participants (non-implanted ear only, solid light gray lines with symbols). Group means for NH and bimodal are show by the light and dark thick gray lines, respectively.


All procedures were explained prior to the study and informed consent was obtained. Following completion of the study, participants were compensated for their participation.



Test Environment

All testing was conducted in a single-walled sound-attenuation chamber. All music stimuli were presented at 65 dBA from a single Yamaha Model HS8 powered speaker positioned at 0° azimuth at a distance of 3 meters from the listener. Stimuli were calibrated in terms of sound pressure level at the location of the participant’s head, with the participant absent. For all CI-alone testing in the soundfield, the non-CI ear was plugged with a 3M Classic foam earplug to prevent any inadvertent contribution from the acoustic hearing ear.



Cochlear Implant Programming

The CI settings used for testing were those used by the participant in everyday listening. Directional microphone settings were not activated for any of the testing, and CI-aided thresholds were between 20 and 30 dB HL from 250 to 6000 Hz for all participants.



Hearing Aid Fitting

Since the primary question of interest focused on bimodal benefit from the hearing aid ear, the authors felt it was important to fit all participants with the same device and hearing aid fitting strategy (e.g., NAL-NL2). This was done in an effort to control factors like compression schemes, signal processing, and other automatic hearing aid features. A Phonak Bolero V90 behind-the-ear (BTE) hearing aid with non-custom comply tip coupling was used for all fittings. All fittings were completed on-ear using Audioscan Verifit’s probe microphone system. The NAL-NL2 hearing aid prescriptive formula was used, and gain targets for 55, 65, and 75 dB SPL input levels were verified. If a match to target within ∼3 dB for all input levels could not be achieved, 65 dB SPL was given priority. Features including noise reduction, acclimatization, frequency lowering, and directional microphone processing were deactivated.



Musical Emotion Perception

The musical emotion stimuli in the current study were taken from Caldwell et al. (2015), in an effort to make direct comparisons with their findings. Their stimuli were created with Finale Songwriter 2012 (MakeMusic, Inc. Eden Prairie, MN, United States), and consist of 12 four-bar melodies played on a piano with chordal accompaniment. Each melody included 10 quarter notes, 4 eighth notes, 2 half notes, and a passing chord. All clips were 20 s long. A 2 × 2 design was utilized to generate four variations of the same melody that differed in mode (major vs. minor) and tempo (fast: 180 bpm vs. slow: 60 bpm), thus resulting in either congruent or incongruent pairings of mode and tempo information. The four variations were as follows: Major/Fast (majF) – congruent, Major/Slow (majS) – incongruent, Minor/Fast (minF) – incongruent, and Minor/Slow (minS) – congruent. This resulted in 3 valence categories: positive valence (majF), negative valence (minS), and ambiguous valence (minF and majS). The ambiguous valence stimuli are considered incongruent because the mode and tempo information is conflicting. This category is particularly important because it allows one to examine how participants weight the two cues in their musical emotion perception process. If a difference exists across group/listening configurations (CI-alone vs. bimodal vs. NH) in the degree to which participants weight one cue over the other, it would be evident on the incongruent, ambiguous valence trials. During stimuli presentation, “slow” melodies were played once and “fast” melodies were repeated three times, so that both slow and fast tempo clips were the same overall duration. All four variations of the 12 melodies were presented, yielding 48 test items in total. Task instructions were delivered as follows: “You will hear several short melodies. During each melody, please focus on the emotion conveyed. After the melody is finished, you will be asked to rate it on a scale from 0 (very sad) to 10 (very happy).”

Bimodal listeners were tested in both the CI-alone and bimodal listening configurations. Order of listening configuration was alternated across participants. In order for the NH group to complete the same number of trials as the bimodal group, NH listeners were tested twice. After each 20-s stimulus was played, participants rated the stimulus on a Likert scale from + 5 (very happy) to −5 (very sad).



Musical Training and Aptitude Questionnaire

All participants completed the Ollen Musical Sophistication Index (OMSI) (Ollen, 2006) as a measure of individual musical training and aptitude. The OMSI is a 10-item, online questionnaire, which classifies individuals as “more” or “less musically sophisticated.” Specifically, a score is generated which indicates the probability that a music expert would classify that individual as “more musically sophisticated.” Individuals who score over 500 are considered “more musically sophisticated,” and those who score less than 500 are considered “less musically sophisticated” (Ollen, 2006).



Psychophysical Tuning Curves

In Experiment I, spectral resolution in the non-implanted ear was quantified in terms of frequency selectivity at 262 Hz (C4, or “middle C”) and 440 Hz (A4, or “A440”), and was measured via PTCs with narrowband noise masker. PTCs were obtained via sweeping psychophysical tuning curve (SWPTC) software (Sęk et al., 2005; Sęk and Moore, 2011). This was completed in each ear individually for participants with normal hearing and in the non-implanted ear of bimodal participants. The bandwidth for the narrowband noise masker was 20% of the signal frequency (Sęk et al., 2005) and all signal and masker parameters were selected as default by the SWPTC program (Sęk and Moore, 2011). The purpose of this measure was to quantify individual LF spectral resolution at two frequencies particularly relevant to the music domain. A440 is considered the tuning standard for music pitch (International Organization for Standardization [ISO], 1975), and both C4 (or “middle C”) and A440, are within the range of the music stimuli utilized in this study. Secondarily, this was completed to examine the relationship between frequency selectivity and bimodal benefit for musical emotion perception.

With the SWPTC software, PTCs are measured using a continuous, narrowband noise masker swept in frequency. Specifically, listeners are asked to detect a pulsed sinusoidal tone in the presence of the masker with a center frequency that sweeps from high to low (reverse sweep) or from low to high (forward sweep). The tone is first presented in the absence of the noise masker to familiarize the listener with the signal of interest. The masker is then added. Instructions to the participant are to press and hold the space bar on a standard computer keyboard when the tone is heard. The masker level is increased at a rate determined by the experimenter (2 dB/sec is the default value) when the space bar is pressed. When the tone is no longer audible, the listener is instructed to release the space bar. The masker level is decreased until the space bar is pressed again, indicating that the tone is again audible. During this process, the level needed to just mask the tone is tracked. In all cases, presentation level for each frequency was determined via the threshold measurement procedure within the software. Once a threshold was determined, the presentation level was calculated to be 10 dB SL.

From this task, a measure of the Q10 value and tip frequency of the PTC is estimated. The Q10 value indicates sharpness of tuning and is calculated as the signal frequency divided by the bandwidth of the PTC 10 dB above the tip frequency. Higher values indicate sharper tuning and are associated with good frequency selectivity. Lower values indicate broader PTCs and are associated with poorer frequency selectivity, with poorest frequency selectivity approaching a Q10 value of 0. From the tip frequency value, tip shift can also be calculated. In this study, tip shift was determined by taking the absolute value of the difference between tip frequency and stimulus frequency. For the NH listeners, right and left ear performance was averaged together for all analyses.



DATA ANALYSIS AND RESULTS

Data analysis focused on within-subject rating differences (CI-alone vs. bimodal) and between groups rating differences (bimodal vs. NH, and CI-alone vs. NH). Bimodal benefit was defined as the difference between scores in the bimodal condition and scores in the CI-alone condition. The GraphPad Prism 7.0d (San Diego, CA, United States) and IBM SPSS Statistics Version 25 (Armonk, NY, United States) software programs were utilized for all statistical analyses. For all correlation analyses, the strength of the correlation was quantified using Cohen’s (1988) classification system.


Musical Emotion Perception

There were two primary analyses of our musical emotion data – the first examined the effect of the mode cue. For this assessment, within-subject comparisons were made across the stimuli pairings for which tempo was held constant (e.g., majF vs. minF, minS vs. majS). The purpose of this analysis was to determine the extent to which listeners were able to make use of mode in their judgments. Said differently, this analysis provided an examination of the extent to which ratings were dominated by the tempo cue. A Wilcoxon matched-pairs signed rank test was used for analysis with the significance level defined as α = 0.05. For all analyses of musical emotion, non-parametric tests were used due to the ordinal nature of the data.

Figure 2 shows results from the musical emotion task for the NH listeners and the bimodal participants in both listening conditions. As discussed, the first analysis focused on the degree to which listeners utilized the mode cue. Here, valence ratings were compared across stimuli where the tempo cue was held constant (e.g., majF vs. minF, minS vs. majS). For NH listeners, results from a Wilcoxon matched-pairs signed rank test revealed significant differences in ratings for the majF vs. minF comparison (Z = −3.408, p = 0.01) and the minS vs. majS comparison (Z = −3.408, p = 0.01). Likewise, for the bimodal condition, significant differences were evident for both the majF vs. minF comparison (Z = −2.926, p = 0.01) and the minS vs. majS comparison (Z = −3.074, p = 0.01). However, for CI-alone, there were no statistically significant differences in ratings for the majF vs. minF comparison (Z = −1.609, p = 0.11) or the minS vs. majS comparison (Z = −0.114, p = 0.91). These results demonstrate that when tempo is held constant, NH and bimodal listeners make use of mode in determining the emotional valence of a piece of music, whereas CI-alone listeners do not.
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FIGURE 2. Mean musical emotion ratings across group. Error bars represent + 1 SEM.


The second analysis focused on the effect of group/listening condition, particularly for the incongruent stimuli pairings. For this assessment, rating differences for both minF and majS were examined, as any benefit of acoustic hearing in the bimodal condition would be evident for these stimuli. Specifically, if bimodal users perceptually combine mode information from acoustic hearing with tempo information through the CI, their emotional valence ratings of incongruent stimuli should be ambiguous, as is observed in NH listeners. A Wilcoxon matched-pairs signed rank test was used to assess differences for CI-alone vs. bimodal, and a Mann-Whitney test was used to assess differences for CI-alone vs. NH and bimodal vs. NH. Significance levels were defined as α = 0.05.

Results from a Wilcoxon matched-pairs signed rank test showed that performance between bimodal and CI-alone listening did not differ significantly for either the minF stimulus (Z = −1.917, p = 0.06) or the majS stimulus (Z = −1.817, p = 0.07). Results from a Mann-Whitney test show that the difference in performance between bimodal and NH listeners was not significant for the minF stimulus (U = 69, p = 0.07), but was significant for the majS stimulus (U = 7, p = 0.01). The same analysis between CI-alone and NH listeners revealed a significant difference in performance for both the minF stimulus (U = 34, p = 0.01) and the majS stimulus (U = 12, p = 0.01). In other words, for the minF stimulus in particular, the addition of acoustic hearing improved CI listener performance to a level that was not significantly different from NH performance. In contrast, performance for the majS stimulus did not demonstrate this same magnitude of improvement for the bimodal listening condition.



Musical Training and Aptitude Questionnaire

Listeners achieved scores on the OMSI of 441 and 172 for the NH and bimodal groups, respectively. According to the standard OMSI scoring, both groups would be classified as “less musically sophisticated” (Ollen, 2006).



Psychophysical Tuning Curves

Frequency selectivity was evaluated at 262 and 440 Hz, and analysis focused on a comparison of sharpness of tuning, as demonstrated by the Q10 value for each frequency. Performance differences for the NH listeners (both ears averaged together) and the non-implanted ear of bimodal patients were compared using an independent sample t-test with the significance level defined as α = 0.05. Of note, Q10 values for some of the bimodal participants (those with poorest LF thresholds) could not be calculated and were omitted from analysis (Participants 1, 3, and 14 at 262 Hz and Participants 1 and 12 at 440 Hz). Individual Q10 values for bimodal participants were included in Figure 3. For the participants for whom a Q10 could not be calculated, scores are represented via a hypothetical Q10 value of “0” and depicted as a diamond symbol.
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FIGURE 3. (A–D) Bimodal benefit for musical emotion vs. Q10. (A) minF vs. Q10 at 262 Hz. (B) minF vs. Q10 at 440 Hz. (C) majS vs. Q10 at 262 Hz. (D) majS vs. Q10 at 440 Hz. Q10 values that could not be completed were represented as a hypothetical Q10 value of “0” and notated by a diamond symbol.


Tables 2, 3 show the Q10 values and tip shift values for 262 and 440 Hz, respectively, for the NH and bimodal participants. On average, NH listeners demonstrated sharper tuning at both frequencies compared to bimodal listeners. Specifically, the difference in Q10 values across groups was significant for both 262 and 440 Hz using an independent sample t-test (t25 = 3.04, p = 0.01 and t26 = 5.65, p = 0.01, respectively). This finding was expected given the poorer frequency selectivity and greater variability often seen among listeners with hearing loss (Green et al., 2012). Regarding tip shift, values for NH listeners are expected to be near the test frequency (Sęk and Moore, 2011). Degree of tip shift was minimal and about equivalent for both groups for 262 Hz, and was substantially greater among bimodal listeners for 440 Hz. Our NH results for 440 Hz are consistent with Q10 and tip shift values reported for a similar frequency in the literature (e.g., mean Q10 at 500 Hz = 2.6, tip shift = 5 Hz, Shabana et al., 2014). Other studies utilizing higher test frequencies have found similar, albeit slightly greater results indicating sharper tuning (e.g., mean Q10 at 1000 Hz = ∼4, mean Q10 at 4000 Hz = ∼5, Bidelman et al., 2014).


TABLE 2. SWPTC results for 262 Hz in NH participants (right and left ears averaged together) and bimodal participants (non-implanted ear only).
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TABLE 3. SWPTC results for 440 Hz in NH participants (right and left ears averaged together) and bimodal participants (non-implanted ear only).
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Relationship Between Bimodal Benefit and Frequency Selectivity

In light of our second hypothesis, the relationship between spectral resolution in the non-implanted ear and bimodal benefit for musical emotion was examined. Pearson product-moment correlations between bimodal benefit for the minF stimulus and Q10 at 262 Hz and 440 Hz were both weak and non-significant (r = 0.08, p = 0.77 and r = 0.20, p = 0.47, respectively). This relationship is shown in Figures 3A,B, respectively. Pearson product-moment correlations between bimodal benefit for the majS stimulus and Q10 at 262 Hz and 440 Hz were also weak and non-significant (r = −0.08, p = 0.78 and r = 0.06, p = 0.84, respectively). In other words, there was no statistically significant relationship between spectral resolution – as defined via PTCs – in the non-implanted ear and bimodal benefit for musical emotion perception. This is shown in Figures 3C,D, respectively.



Relationship Between Bimodal Benefit and Pure Tone Average (PTA)

The relationship between bimodal benefit for musical emotion perception and LF PTA in the non-implanted ear was also examined. LF PTA was defined here as the average of thresholds at 250 and 500 Hz, and ranged from 22.5 dB HL to 87.5 dB HL. Pearson product-moment correlations between LF PTA and bimodal benefit for the minF and majS stimuli were both weak and non-significant (r = −0.10, p = 0.72 and r = −0.14, p = 0.63, respectively); thus, audiometric thresholds in the non-implanted ear were not related to bimodal benefit for musical emotion perception.

Because several participants had useable hearing above 500 Hz, both standard PTA (500, 1000, and 2000 Hz) and a high frequency (HF) PTA (4000 and 8000 Hz) were also examined. The Pearson product-moment correlation between bimodal benefit for the minF stimulus and PTA was weak and non-significant (r = −0.19, p = 0.50), as was the relationship with HF PTA (r = −0.07, p = 0.82). The Pearson product-moment correlation between bimodal benefit for the majS stimulus and PTA was also weak and non-significant (r = −0.30, p = 0.27), as was the relationship with HF PTA (r = −0.28, p = 0.31).



DISCUSSION

There were two primary questions of interest in Experiment I: (1) Are bimodal listeners able to utilize both mode and tempo cues in their musical emotion judgments in a manner more similar to NH listeners? (2) Is LF spectral resolution in the non-implanted ear, as quantified by PTCs at 262 and 440 Hz, correlated with bimodal benefit for musical emotion perception?


Are Bimodal Listeners Able to Utilize Both Mode and Tempo Cues in Their Musical Emotion Judgments in a Manner More Similar to NH Listeners?

Our primary question of interest was analyzed in two ways. The first analysis examined the effect of mode, by comparing valence ratings for the stimuli where tempo was held constant (e.g., majF vs. minF, and minS vs. majS). Our data show that both NH and bimodal listeners demonstrated significantly different ratings for the majF vs. minF and minS vs. majS comparisons. In other words, both groups accounted for mode in their ratings of incongruent stimuli. This finding among NH listeners was expected and is consistent with previous literature by Caldwell et al. (2015), where NH listeners provided significantly different ratings for stimuli that varied in mode. Importantly, our findings extend this earlier work to show that with the addition of LF acoustic hearing in the non-implanted ear, bimodal listeners were also able to consider both tempo and mode in their judgments of musical emotion.

In contrast, CI-alone listening relied almost exclusively on tempo cues, as there was no difference in valance ratings for the majF vs. minF and minS vs. majS comparisons. This finding was also consistent with Caldwell et al. (2015), where CI users provided similar ratings to stimuli with the same tempo irrespective of mode. Further, this finding was consistent with existing literature demonstrating that spectral cues are represented poorly among CI users, whereas temporal cues remain robust (Limb and Roy, 2014).

The second analysis focused on the effect of group/listening condition, particularly for the incongruent stimuli pairings. The findings presented here suggest that, on average, bimodal listening yields more typical musical emotion judgments than CI-alone, particularly for the minF stimulus, where ratings in the bimodal condition did not differ significantly from NH ratings. Results for the majS stimulus were also trending similarly, although the improvement was to a lesser degree and remained significantly different from NH performance. This finding is perhaps a product of the participants’ own internal weighting of “slow” vs. “fast.” It is possible that for this group of listeners, a slow tempo is considered more robust with respect to conveying emotion than is a fast tempo, and thus, the slow cue dominated more so than the fast cue for the incongruent pairings. Future research in this area may consider examining and controlling for tempo as an internal weighting factor.

Taken together, these findings yield support for our first hypothesis. The addition of acoustic hearing in the contralateral ear allowed for significantly greater use of the mode cue, and thus, ratings shifted in the direction of NH performance. Further, for the minF stimulus in particular, performance shifted to a degree that was not significantly different from NH performance.



Is Low-Frequency Spectral Resolution in the Non-implanted Ear Correlated With Bimodal Benefit for Musical Emotion Perception?

Our second question sought to determine whether improvement in the bimodal condition was related to spectral resolution in the non-implanted ear as quantified by frequency selectivity at two frequencies germane to the music domain – 262 Hz and 440 Hz. In contrast to our second hypothesis, mean tuning “sharpness” at 262 and 440 Hz did not appear to be related to bimodal benefit for musical emotion perception, as there was no correlation between bimodal benefit for either minF or majS and frequency selectivity at either frequency.

One interpretation of this finding is that the two frequencies chosen for testing may not have been particularly relevant or generalizable to the specific stimuli utilized in this study. While both frequencies are included in our chordal and melodic stimuli, they account for a relatively small portion of the total notes utilized in these tasks. Alternatively, these frequencies may be partially relevant, but perhaps an analysis of spectral resolution over a broader frequency range would yield better predictive value. SMD was examined in a portion of this sample as a means of quantifying spectral resolution over a broader spectrum and will be discussed as part of Experiment II.



Relationship Between Bimodal Benefit and PTA

Pure tone average was also not predictive of bimodal benefit for musical emotion perception. This finding carries important clinical significance, as some of the participants with the poorest thresholds received the greatest benefit for musical emotion. It is possible that interpretation of the musical mode cue may rely more heavily upon robust spectral resolution than the mere ability to detect pure tones at a low-level (or even the presence of sharp tuning at two distinct low frequencies). The clinical relevance of this finding is that we likely cannot use the audiogram as a means to determine whether a listener will derive significant musical emotion perception. Clearly, there are contributing factors that have not yet been accounted for.



Limitations

The authors recognize that there are inherent limitations to using a unidimensional rating scale for the musical emotion judgments. Further, the authors recognize that not all major mode, fast tempo music is perceived as “happy,” and not all minor mode, slow tempo music is perceived as “sad.” There are several additional cues that convey emotion which were not examined in this study, including dynamics, articulation, timing, timbre, consonance/dissonance, and melodic, harmonic, and rhythmic complexity (Balkwill and Thompson, 1999; Gabrielsson and Juslin, 1996). For NH listeners, all of these cues may be utilized for the perception of musical emotion (Bachorowski, 1999; Eerola and Vuoskoski, 2013; Scherer, 2003), whereas for CI users, additional cues involving changes in pitch may be distorted. The stimuli used in this study controlled for most of these additional cues while attempting to isolate the two that are most dominant – mode and tempo. However, in doing so, we may be underestimating CI users’ perception of emotion in more realistic musical pieces. Cues such as dynamics, articulation, timing, and rhythmic complexity can be well-preserved with current signal processing strategies and may be significant contributors to the perception of emotion in real-world music among CI recipients.



EXPERIMENT II

Spectral resolution as measured in Experiment I focused on a within-frequency estimate provided by PTCs. However, as mentioned, spectral resolution at discrete frequencies was likely insufficient for explaining bimodal stimulation relevance for musically complex stimuli as investigated here. Thus in Experiment II, we investigated across-frequency spectral resolution using a SMD task for a broadband carrier (125–8000 Hz). In addition to SMD, we also sought to define the neural representation of periodicity and temporal fine structure via the FFR for a 170-ms /da/ stimulus. The primary question of interest in Experiment II was whether these two measures of spectral resolution may better explain bimodal benefit for musical emotion perception, as compared to the PTC data from Experiment I.


Method

Participants included 11 NH adult controls and 8 adult bimodal listeners from Experiment I, plus 1 additional bimodal participant who was not included in Experiment I analysis. Bimodal listeners ranged in age from 24 to 79 years (mean 52 years), and NH controls ranged in age from 22 to 71 years (mean 51 years). There were 5 Advanced Bionics users, 3 Cochlear users, and 1 MED-EL user in this sample. Additional demographic information for the bimodal participants is shown in Table 4.


TABLE 4. Bimodal participant demographics (Experiment II).
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Measures of Spectral Resolution


Spectral modulation detection

Spectral modulation detection was measured using the quick SMD task developed by Gifford et al. (2014). A three-interval, forced choice paradigm was used based on a modified method of constant stimuli, with two intervals consisting of a flat spectrum noise and the remaining interval consisting of a frequency modulated noise. Unlike the task described previously by Gifford et al. (2014), this version of the task used a constant modulation rate of 1.0 cyc/oct with 10 modulation depths ranging from 4 to 22 dB, in 2-dB steps (Holder et al., 2018). Sixty trials were completed (6 at each modulation depth). A percent correct score for each modulation depth was provided. Stimuli were presented to the non-implanted ear of the bimodal participants at the participant’s most comfortable loudness level (levels ranged from 88–108 dB SPL; mean = 101.79 dB SPL, SD = 6). Presentation level across trials was roved ± 5 dB to help avoid level-based cues. NH participants did not complete the SMD task. This measure was added after the study had commenced, and thus, efforts to bring back previously enrolled participants were aimed at bimodal listeners, for whom the relationship between performance and bimodal benefit could be examined.



Frequency following response

Frequency following responses were measured using a 170-ms /da/ stimulus (fundamental frequency (F0) = 100 Hz, first formant (F1) = 700 Hz). Stimuli were delivered at a rate of 4.35 Hz using magnetically shielded Etymotic ER-3A insert earphones in a single-walled sound treated test booth. For the bimodal participants, stimuli were presented at 90 dB SPL to the non-implanted ear. For the NH listeners, stimuli were presented at 80 dB SPL to either the right or left ear (counterbalanced between participants).

Each FFR was taken as the average of 3000 stimulus repetitions, with an artifact rejection of +35 μV. Low-pass and high-pass filters were set to 5000 Hz and 1 Hz, respectively, to permit post hoc filtering. Stimulus polarity was set as alternating, and thus allowed for analysis of envelope and temporal fine structure cues by either adding or subtracting responses to each polarity, respectively. An Intelligent Hearing System (IHS) Duet System (Smart EP, Miami FL, United States) was used for stimulus generation and presentation. All participants were positioned in a reclining chair during data collection and were instructed to remain as relaxed as possible, while still remaining awake. A vertical electrode montage with a three Ag-AgCl electrode array (Cz active, Fpz ground, earlobe reference) was utilized. The CI processor was removed during all recordings, and two runs were completed for each participant.



DATA ANALYSIS AND RESULTS


Spectral Modulation Detection

Each participant’s percent correct score for each modulation depth was plotted, and a general linear model was used to create a psychometric function. More specifically, the MATLAB statistics toolbox function glmfit was used to generate a logit link function. A threshold (to the nearest dB) was determined for the modulation depth representing the 70% correct point on the psychometric function. Thus, spectral resolution was described as a threshold representing the modulation depth, in dB, yielding 70% correct. Lower thresholds indicate better spectral resolution. On average, acoustic SMD threshold for the non-implanted ear of bimodal listeners was 9.72 dB with a range of 4.56 to 17.43 dB. Individual psychometric functions are plotted in Figure 4.
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FIGURE 4. Individual psychometric functions for the SMD task.




Frequency Following Response

The two FFR recordings obtained from each participant were averaged and bandpass filtered between 70 and 3000 Hz. Spectral analysis of the averaged recording was completed using a fast fourier transform (FFT) applied over the 60–180 ms interval of the epoch, which corresponds to the steady state vowel portion of the /da/ stimulus. The envelope of the FFR is unaffected by polarity change, and thus, the FFRs obtained via stimuli of alternating polarities were added in an effort to enhance the F0 envelope, while simultaneously reducing the spectral components (e.g., F1, F2, etc.). The envelope amplitude spectrum at the F0 of the /da/ stimulus (100 Hz), in μV, was determined for each participant. F0 responses were considered “present” if they were above the estimated noise floor at 100 Hz calculated from the prestimulus interval from −20 to 0 ms. Based on this criterion, energy was present at the F0 for all participants in control and bimodal groups.

Figures 5A,B show the grand average waveform and envelope spectra for the NH group. Figures 6A,B show the grand average waveform and envelope spectra for the bimodal group. On average, NH listeners demonstrated larger F0 amplitudes compared to bimodal listeners (0.17 μV vs. 0.08 μV, respectively); however, the difference between groups was not statistically significant using an independent sample t-test (t11.12 = 1.542, p = 0.15).
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FIGURE 5. (A) Grand average waveform for the NH group. (B) Grand average envelope spectrum for the NH group. The peak in the envelope spectrum at 100 Hz reflects neural phase-locking to the F0 of the /da/ stimulus. Shading = SEM.
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FIGURE 6. (A) Grand average waveform for the bimodal group. (B) Grand average envelope spectrum for the bimodal group. The peak in the envelope spectrum at 100 Hz reflects neural phase-locking to the F0 of the /da/ stimulus. Shading = SEM.




Relationship Between Bimodal Benefit and Spectral Modulation Detection

In light of our second hypothesis, the relationship between SMD threshold in the non-implanted ear and bimodal benefit for musical emotion was examined. The Pearson product-moment correlation between bimodal benefit for the minF stimulus and SMD threshold was moderate, but not statistically significant (r = −0.54, p = 0.14). There was a strong correlation between bimodal benefit for the majS stimulus and SMD threshold (r = −0.67, p = 0.05). These relationships are shown in Figures 7A,B, respectively. Because of the possibility that the majS correlation was driven by a single data point, the relationship with SMD threshold was re-analyzed after removing the participant with bimodal benefit of −2.22 for the majS stimulus. Upon re-analysis, the correlation between bimodal benefit for the majS stimulus vs. SMD threshold was weak and no longer statistically significant (r = −0.233, p = 0.59).
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FIGURE 7. Bimodal benefit for musical emotion vs. SMD threshold. (A) minF vs. SMD threshold. (B) majS vs. SMD threshold.




Relationship Between Bimodal Benefit and FFR

The relationship between F0 amplitude in the non-implanted ear and bimodal benefit for musical emotion was also examined. Of note, the bimodal listeners did not exhibit evidence for neural representation of F1 (700 Hz), likely due to the severity of hearing loss; thus, all analysis was focused on F0. The Pearson product-moment correlation between bimodal benefit for the minF stimulus and F0 amplitude was moderate, but not statistically significant (r = 0.60, p = 0.09). In contrast, there was a strong and statistically significant correlation between bimodal benefit for the majS stimulus and F0 amplitude (r = 0.67, p = 0.05). These data suggest that neural representation of F0 in the non-implanted ear is related, at least in part, to bimodal benefit for music emotion perception. These relationships are shown in Figures 8A,B, respectively. For the same reasons as discussed in the preceding paragraph, the participant with bimodal benefit of −2.22 for the majS stimulus was removed and the relationship with F0 amplitude was re-analyzed. Upon re-analysis, the correlation between bimodal benefit for the majS stimulus vs. F0 amplitude was moderate and no longer statistically significant (r = 0.524, p = 0.18).


[image: image]

FIGURE 8. Bimodal benefit for musical emotion vs. F0 amplitude. (A) minF vs. F0 amplitude. (B) majS vs. F0 amplitude.




DISCUSSION

For Experiment II, our primary research question was in relation to our secondary hypothesis: Is LF spectral resolution in the non-implanted ear correlated with bimodal benefit for musical emotion perception? Importantly, our results must be interpreted cautiously within the context of the reduced sample size in Experiment II. Future study in this area is warranted. Secondly, Experiment I analyses were rerun with this limited sample, and it is noteworthy that all musical emotion perception results were consistent with the original analyses, with the exception of one comparison. Results from a Wilcoxon matched-pairs signed rank test showed that performance between bimodal and CI-alone listening differed significantly for the minF stimulus (Z = −2.193, p = 0.03). In other words, this suggests that the addition of acoustic hearing improved performance with minF stimuli to a level that was significantly better than CI-alone. This is the only finding from this smaller sample that differed from Experiment I.

In Experiment II, spectral resolution was quantified behaviorally via SMD and objectively via FFR using a 170-ms /da/ stimulus (F0 = 100 Hz). While the FFR is not a conventional measure of spectral resolution, per se, it does provide information about the spectral resolving capabilities of the auditory system, as it is a neurophonic response. Our data suggest that both SMD and neural representation of F0 amplitude may be correlated with bimodal benefit for musical emotion perception – though further study with a larger sample size is still warranted. Additionally, we should note here that the relationship between SMD thresholds and bimodal benefit for the majS stimulus must be interpreted with caution given that some of the participants exhibited non-monotonic psychometric functions (Figure 5). Still, both SMD and FFR yielded better predictive value than did an examination of within-channel frequency selectivity at 262 and 440 Hz, as discussed in Experiment I.

The results of Experiment II are promising. With respect to the FFR specifically, this measure holds potential for the objective assessment of auditory system integrity. Given its objective nature, this is particularly relevant in cases where behavioral responses are unobtainable (e.g., the pediatric population, patients with multiple disabilities, etc.). Furthermore, the FFR may serve as a useful tool in helping to guide clinical recommendation for retention of bimodal hearing or pursuit of a second CI. Indeed, the utility of the FFR as it relates to bimodal benefit extends beyond musical emotion perception, as Kessler et al. (2020) showed a significant relationship between FFR F0 amplitude (170-ms /da/) and bimodal benefit for speech recognition. Thus, the FFR appears to hold predictive utility for bimodal benefit in both the speech and music domains. Further investigation is warranted to understand how different features of acoustic speech are neurally encoded in listeners with low frequency residual hearing.

While SMD was also correlated with bimodal benefit for musical emotion perception, Kessler et al. (2020) found no relationship between SMD and bimodal benefit for speech recognition. Therefore, the FFR may be an advantageous measure due to its predictive value with respect to bimodal benefit for both music and speech stimuli. The ability of the FFR to predict speech recognition in noise has been demonstrated across the lifespan in NH listeners and listeners with some hearing loss (Anderson et al., 2010, 2011, 2013; Song et al., 2011; Thompson et al., 2017). Further, an additional advantage is its utility for difficult-to-test populations.


Limitations

There are important limitations to note for Experiment II. First, as previously discussed, the sample size was small as only a portion of our total sample completed Experiment II. Thus, it is possible that the correlations were driven by a single data point. Indeed, when the participant with bimodal benefit of −2.22 for the majS stimulus was removed from analysis, the correlations between bimodal benefit for the majS stimulus vs. SMD threshold and F0 amplitude were weak to moderate and were no longer statistically significant. Further study with a larger sample size is warranted to determine if this data point is truly an outlier, and if the relationships hold for larger groups. Second, hearing loss in the non-CI ear of bimodal participants was variable across participants, and additionally, our approach for determining presentation level for the SMD stimulus was based on the participant’s most comfortable loudness level. Thus, given the variability in hearing sensitivity and the self-selected presentation levels, bandwidth audibility inevitably varied across participants. The individual differences in bandwidth audibility may have differentially affected performance. To better control for variability in audibility, we have interest in future investigations applying frequency-specific amplification for the FFR-stimuli as has been done by Anderson et al. (2013). Finally, while our results show significant promise, an even stronger relationship between bimodal benefit for musical emotion perception and neural representation of periodicity – and also perhaps temporal fine structure – may be shown if a “music” stimulus was used for the FFR recordings (i.e., piano stimulus), as opposed to a “speech” stimulus, as in the /da/ stimulus used here. Future studies may consider examining the same relationship using a musical stimulus for FFR.



CONCLUSION

On average, bimodal listeners receive significant benefit from acoustic hearing for musical emotion judgments. Thus, bimodal listening may not only facilitate better music perception, it may also improve musical emotion perception. Two measures of spectral resolution, SMD and FFR F0 amplitude for a /da/ stimulus, were significantly correlated with degree of bimodal benefit. Further study is needed with a larger sample size, though both measures may be useful in helping to guide clinical decision-making regarding retention of bimodal hearing or pursuit of a second CI. Conversely, factors such as frequency selectivity at 262 and 440 Hz, musical aptitude and training, and PTA do not appear to be strongly related to bimodal benefit for musical emotion perception. This last point is of significant clinical importance: benefit does not appear to be related to unaided audiometric thresholds. Thus, a severe-to-profound hearing loss does not necessarily preclude the possibility of acoustic benefit for music perception and musical emotion perception. Future investigation into the FFR via use of a “music” stimulus should be considered to further examine the relationship with bimodal benefit for musical emotion perception.
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Many post-lingually deafened cochlear implant (CI) users report that they no longer enjoy listening to music, which could possibly contribute to a perceived reduction in quality of life. One aspect of music perception, vocal timbre perception, may be difficult for CI users because they may not be able to use the same timbral cues available to normal hearing listeners. Vocal tract resonance frequencies have been shown to provide perceptual cues to voice categories such as baritone, tenor, mezzo-soprano, and soprano, while changes in glottal source spectral slope are believed to be related to perception of vocal quality dimensions such as fluty vs. brassy. As a first step toward understanding vocal timbre perception in CI users, we employed an 8-channel noise-band vocoder to test how vocoding can alter the timbral perception of female synthetic sung vowels across pitches. Non-vocoded and vocoded stimuli were synthesized with vibrato using 3 excitation source spectral slopes and 3 vocal tract transfer functions (mezzo-soprano, intermediate, soprano) at the pitches C4, B4, and F5. Six multi-dimensional scaling experiments were conducted: C4 not vocoded, C4 vocoded, B4 not vocoded, B4 vocoded, F5 not vocoded, and F5 vocoded. At the pitch C4, for both non-vocoded and vocoded conditions, dimension 1 grouped stimuli according to voice category and was most strongly predicted by spectral centroid from 0 to 2 kHz. While dimension 2 grouped stimuli according to excitation source spectral slope, it was organized slightly differently and predicted by different acoustic parameters in the non-vocoded and vocoded conditions. For pitches B4 and F5 spectral centroid from 0 to 2 kHz most strongly predicted dimension 1. However, while dimension 1 separated all 3 voice categories in the vocoded condition, dimension 1 only separated the soprano stimuli from the intermediate and mezzo-soprano stimuli in the non-vocoded condition. While it is unclear how these results predict timbre perception in CI listeners, in general, these results suggest that perhaps some aspects of vocal timbre may remain.

Keywords: timbre, multidimensional scaling, cochlear implants, vocoding, singing voices


INTRODUCTION

Many post-lingually deafened adults who use cochlear implants (CIs) report that they no longer enjoy listening to music, and poor music perception is often reported as a significant negative factor in self-reported quality of life (Migirov et al., 2009). Cochlear implant signal processing favors the encoding of speech cues and allows users to perceive speech remarkably well using limited spectral and temporal acoustic information (Limb and Roy, 2014). While CI listeners may perceive speech well, some acoustic factors related to the perception of vocal timbre may not be adequately represented in the CI signal.

CI users have difficulty with many aspects of music perception. While rhythm cues are mostly preserved, CI users show deficits in the perception of pitch, melody, and timbre (Limb and Roy, 2014; Drennan et al., 2015; Jiam et al., 2017). Timbre is defined as that auditory attribute that distinguishes two sounds of equal pitch and loudness (ANSI, 1973). This definition must be modified a bit when discussing vocal timbre, which is that auditory attribute that distinguishes two vocal sounds of equal pitch and loudness that are also of approximately the same vowel. Vocal timbre is a perceptual attribute that is related to the acoustic characteristics of the output vocal signal and, therefore, is a function of the interaction of the glottal excitation source with the vocal tract transfer function (Cleveland, 1977; Sundberg, 1994, 2013; Roers et al., 2009).

Perceptually, differences in glottal excitation source spectral slope are believed to be related to the vocal quality dimension of fluty vs. brassy (Sundberg et al., 2004), while differences in overall resonance frequencies of the vocal tract have been shown to predict perception of Western classical voice categories such as mezzo-soprano and soprano (Cleveland, 1977; Dmitriev and Kiselev, 1979; Erickson, 2004). A clustering of the 3rd, 4th, and 5th resonances, known as the singer’s formant cluster (Sundberg, 1974), is associated with perception of ring in the voice (Ekholm et al., 1998) and may be related to behavioral modification of vocal tract configuration in either the hypopharyngeal or epilaryngeal area (Sundberg, 1974; Mainka et al., 2015; Story, 2016).

Physiologically, singing voice production often differs greatly from speaking voice production, resulting in differences in timbre between the two modes of voice use. In singing, physiological changes in glottal excitation source, vocal tract length (VTL), and non-vowel related shape of the vocal tract can occur within any given singer based on numerous factors. A detailed description of these factors is beyond the scope of this paper; however, as a starting point, the reader is directed to Johan Sundberg’s chapter in The Psychology of Music (Sundberg, 2013). Generally, these factors may be described as (a) variations across pitch and loudness (Echternach et al., 2016), (b) variations based on singing style (Sundberg et al., 1993, 1999; Thalén and Sundberg, 2001; Stone et al., 2003; Björkner, 2008; Borch and Sundberg, 2011; Bourne and Garnier, 2012; Guzman et al., 2015; Sundberg and Thalén, 2015; Yang et al., 2015; Bourne et al., 2016; Hallqvist et al., 2017), (c) variations based on vocal register (Titze, 1994; Sundberg and Kullberg, 1999; Sundberg and Högset, 2001; Roubeau et al., 2009), and (d) variations based on the need for a singer’s formant cluster (Sundberg, 1974, 1994, 2001, 2013; Dmitriev and Kiselev, 1979; Bloothooft and Plomp, 1986; Barnes et al., 2004; Johnson and Kempster, 2011; Mainka et al., 2015; Story, 2016). Thus, while speakers may keep a relatively constant glottal excitation source spectral slope and exhibit relatively small variations in VTL during speech, successful professional singers must learn to purposefully modify both the glottal excitation source and the vocal tract filter, resulting in vocal productions that are physiologically, acoustically, and perceptually much different from those of speech in many cases. Singers learn to modify both the excitation source of their instrument and the shape of their instrument in order to (a) produce a timbre that is consistent with the desired singing style, and, for many styles, (b) enable the production of pleasing timbre across pitch.

Research examining how well CI users perceive vocal timbre has not been focused on singing voice perception, but instead has focused on speaking voice perception with special attention to talker or gender discrimination or identification. CI users have been shown to have difficulty discriminating speakers (Cleary and Pisoni, 2002; Vongphoe and Feng, 2005; Sjoberg et al., 2017) and, when there is overlap in fundamental frequency, gender (Fu et al., 2005). One aspect of vocal timbre concerns the perception of cues in the acoustic signal that are related to VTL. Recent research has shown that CI users exhibit deficits in their ability to extract VTL cues, which could be a factor contributing to poor speaker and gender identification (Kovačić and Balaban, 2009; Massida et al., 2013; Fuller et al., 2014; Gaudrain and Başkent, 2015; Gaudrain and Baskent, 2018; Zaltz et al., 2018) and could contribute to difficulties in singing voice timbre perception as well.

The primary source of information concerning VTL in singers comes from x-ray data of Western classical singers collected in Dresden during the 1950s (Roers et al., 2009) and by Dmitriev and Kiselev in the 1970s (Dmitriev and Kiselev, 1979). The Dresden x-ray data were collected with the larynx at rest; while the Dmitriev and Kiselev x-ray data were collected during singing. The Dresden data have been analyzed by researchers in Dresden and Stockholm (Roers et al., 2009) using the methods employed by Dmitriev and Kiselev. These researchers found that resting VTLs obtained from sopranos demonstrated a great deal of variability, ranging from just under 130 mm to just over 160 mm. On the other hand, the resting VTLs obtained from mezzo-sopranos demonstrated less variability, ranging from 145 mm to just over 160 mm. There was no statistically significant difference in resting VTL between the two groups. Resting VTL also did not correlate with body height. The data obtained by Dmitriev and Kiselev show a high degree of overlap in the singing VTL of mezzo-sopranos and central sopranos (167–183 mm vs. 168–185 mm, respectively), with only the high sopranos exhibiting much shorter VTLs (153–163 mm). If the central and high soprano data are merged, the variability in the singing VTLs obtained by Dmitriev and Kiselev becomes very similar to the variability in resting VTL observed in the Dresden data. Dmitriev and Kiselev also measured the frequency of “the high singing formants” that occur above 2 kHz and, similarly to the VTL data, observed overlap between mezzo-sopranos and sopranos; with only the high sopranos having distinctly higher upper formant frequencies.

When designing a timbre perception study, researchers can choose to implement an identification task and/or a discrimination task, depending on the goals of the study. Studies utilizing identification tasks in order to examine instrument timbre perception in CI users have found that, generally, when presented with a musical note or song performed on an instrument, CI users demonstrate reduced ability to correctly identify the instrument from either closed or open sets (Schulz and Kerber, 1994; Gfeller et al., 1998, 2002; McDermott, 2004; Looi et al., 2008; Kang et al., 2009). However, identification of a specific instrument requires semantic knowledge of the instrument and an understanding of how the semantic label relates to the acoustics of the instrument. Identification studies do not provide information concerning how well CI users may be able to utilize timbral cues to discriminate between instruments. Multidimensional scaling (MDS) studies, on the other hand, often employ discrimination tasks and allow for the mapping of perceptual spaces without requiring participants to have direct knowledge of semantic labels.

MDS has been used to map the perceptual timbre spaces of instruments (Grey, 1977; Iverson and Krumhansl, 1993; Krimphoff et al., 1994; McAdams et al., 1995; Marozeau et al., 2003; Handel and Erickson, 2004; Caclin et al., 2005) and singing voices (Bloothooft and Plomp, 1988; Erickson, 2003, 2008, 2016, 2020) in normal hearing (NH) populations. In general, MDS studies using real and synthetically constructed instrument tones have revealed that temporal envelope/attack-time (Grey, 1977; Krimphoff et al., 1994; McAdams et al., 1995) and spectral centroid (Grey and Gordon, 1978; Iverson and Krumhansl, 1993; Krimphoff et al., 1994; McAdams et al., 1995; Handel and Erickson, 2004) are the dominant cues for the perception of the dissimilarity of instruments by NH listeners. Additional dimensional correlates found in instrumental MDS studies include spectral fluctuation (Krumhansl, 1989) and frequency vibrato extent (Handel and Erickson, 2004). In singing voices, 1/3 octave spectra (Bloothooft and Plomp, 1988), spectral centroid from 0 to 5 kHz (Erickson, 2008, 2020), spectral centroid from 2 to 5 kHz (Erickson, 2003), and, at higher fundamental frequencies, spectral centroid from 0 to 2 kHz (Erickson, 2020) appear to provide cues useful in judging timbre dissimilarity in voices as does frequency vibrato rate (Erickson, 2003, 2008).

MDS has been used to assess the perception of instrument timbre in NH listeners using vocoded stimuli (Macherey and Delpeirre, 2013) and to assess the perception of instrument timbre in CI users (Kong et al., 2011; Macherey and Delpeirre, 2013). Kong et al. (2011) found that the MDS instrument space produced by pre-lingually and peri-lingually deafened CI users appeared to be most influenced by attack-time cues with spectral centroid cues being less reliable and potentially less salient. However, in a study that examined instrumental MDS dimensions generated by 4 groups (Migirov et al., 2009), NH listeners (Limb and Roy, 2014), NH listeners rating 4-channel vocoded stimuli, Jiam et al. (2017) NH listeners rating 8-channel vocoded stimuli, and (Drennan et al., 2015) post-lingually deafened CI listeners, Macherey and Delpierre (Macherey and Delpeirre, 2013) found similar MDS solutions for all four groups. Dimension 1 organized stimuli according to attack-time. Dimension 2 was correlated with spectral centroid. It should be noted, however, that the CI MDS solution accounted for a smaller amount of variance than did any of the NH solutions and that, contrary to expectations, CI listeners weighted the spectral centroid dimension more strongly and the attack-time dimension less strongly than normal hearing listeners. The results of these two studies suggest that CI listeners may be able to use cues such as attack-time and spectral centroid to discriminate some elements of instrumental timbre. How well these results would generalize to singing voices, which do not differ much in attack-time and which have spectral characteristics that may not differ as much as those found between major classes of instruments, is unknown.

For the current study, an 8-channel noise-band vocoder was used to simulate how CI sound processing alters the perceived timbre of synthetic female singing voices with vibrato for both lower and higher pitched stimuli. NH listeners were presented with both non-vocoded and vocoded synthetic stimuli to examine how their perceptual timbre space was affected by this simulation. It was hypothesized that at lower pitches, 8-channel vocoding would result in the loss of important spectral characteristics, resulting in alterations of the multidimensional perceptual space. However, it was also hypothesized that at higher pitches, the wide spacing of harmonics would cause an under-sampling of the vocal tract transfer function. This under-sampling could cause a lack of spectral peaks in both the non-vocoded and vocoded conditions, theoretically resulting in similar MDS representations in those two conditions.



MATERIALS AND METHODS


Listeners

All listeners provided written informed consent using a procedure approved by the Institutional Review Board of the University of Tennessee, Knoxville. Listeners were recruited from students enrolled in introductory psychology courses at the University of Tennessee, Knoxville and from faculty and students in the University of Tennessee Department of Audiology and Speech Pathology. Listeners were recruited who met the following criteria: (a) bilateral hearing within normal limits (≥20 dB from 500 to 4000 Hz) (ASHA, 1990) and (b) 18 years of age or older. Listeners recruited from Psychology courses were awarded class credit for participating in the study. Psychology students can receive such credit by participating in a variety of studies as well as by writing papers on the topic of research design in lieu of participating in research studies. Thirty listeners were recruited for the experiment; however, one participant did not pass the hearing screening and was removed from the study, resulting in a final N of 29. There were 21 female and 8 male participants with a mean age of 20.17 years and an age range of 18–30 years.



Stimuli


Non-vocoded Synthetic Vocal Stimuli

Non-vocoded synthetic vocal stimuli were generated using a digital source-filter synthesizer. The synthesis model was built using Aladdin Interactive DSP workbench (Hi-Tech Development, Stockholm, Sweden). Aladdin synthesizes at 16 kHz, so the resulting upper spectral limit was at the Nyquist frequency of 8 kHz.

For the pitches C4 (261.6 Hz), B4 (493.9 Hz), and F5 (698.5 Hz), signals to be used as input to the source-filter synthesizer (henceforth referred to as the excitation source) consisted of a number of harmonics equal to 8000 Hz divided by the fundamental frequency. These harmonics decreased in amplitude by 6 dB/octave, 9 dB/octave, and 12 dB/octave (Figure 1). The spectral slopes of these signals (excitation source spectral slopes) were calculated by adding lip radiation (+6 dB/octave) to glottal source spectral slopes that might be produced by female singers based on type or style of singing (12 dB/octave, 15 dB/octave, and 18 dB/octave). All stimuli were constructed with vibrato for the following reasons: (Migirov et al., 2009) due to the length of the study it would not have been possible to include vibrato and non-vibrato stimuli in the MDS analyses; (Limb and Roy, 2014) previous research utilizing non-vocoded and vocoded stimuli revealed nearly identical vibrato and non-vibrato MDS solutions (Jiam et al., 2017; Erickson and Faulkner, 2018); synthetic vibrato stimuli are much more naturalistic and less fatiguing than synthetic non-vibrato stimuli. Excitation source signals were synthesized using a frequency vibrato rate of 5.6 Hz and a frequency vibrato extent of ±50 cents (0.5 semitone). The vibrato rate and extent are values typical of Western classical singing (Hakes et al., 1987).
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FIGURE 1. Glottal excitation source spectral slopes without and with +6 dB/octave.


Excitation source signals were filtered using 3 vocal tract transfer functions, M (mezzo-soprano), S (soprano), and I (intermediate) for the vowel/ɑ/ (Figure 2). Each transfer function was constructed using a cascade synthesizer and 8 resonance frequencies. Although 5–6 resonance frequencies would typically fall below the Nyquist frequency of 8 kHz, 8 resonances were used during the synthesis process because vocal tract transfer functions are the sum of overlapping vocal tract resonance filters and, therefore, the transfer function below 8 kHz can be affected by higher resonances. Resonance bandwidths were set to those used in a previous study (Erickson, 2004). Resonance frequencies for the transfer functions M and S were derived from an operatic mezzo-soprano and an operatic light coloratura soprano, respectively, using the following procedure: (Migirov et al., 2009) an 18-pole linear predictive coding (LPC) analysis at the pitch A3 was used to compute preliminary resonance frequencies for the first 8 vocal tract resonances then (Limb and Roy, 2014) resonance frequencies were modified, when necessary, through use of an analysis by synthesis procedure such that the resulting synthetic output spectral peaks corresponded with those of the original target stimulus at pitch A3. Comparisons of the original and synthesized spectra revealed that changes to synthesis bandwidths were not necessary. An intermediate (I) vocal tract transfer function was constructed by calculating intermediate resonance frequencies as follows:
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FIGURE 2. Mezzo-soprano, intermediate, and soprano transfer functions below 6500 Hz. Transfer functions were obtained by stimulating the source-filter synthesizer with white noise and smoothing the output.
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where RS = the soprano resonance frequency, RM = the mezzo-soprano resonance frequency, STI = the number of semitones midway between RS and RM as measured in reference to RM, and RI = the resulting intermediate resonance frequency. Resonance frequencies for vocal tract transfer functions M, I, and S are displayed in Table 1.


TABLE 1. Resonance frequencies for mezzo-soprano (M), intermediate (I), and soprano (S) stimuli.

[image: Table 1]The synthesis procedure resulted in 9 stimuli for each of the following three conditions: C4 not vocoded, B4 not vocoded, and F5 not vocoded. Using Adobe Audition (Salt Lake City, Utah), each stimulus was edited to 1 s in duration and smoothed using spline curves applied to the onsets and offsets, and then normalized in average RMS amplitude. As with real voices, the spectral characteristics of the resulting non-vocoded stimuli were a result of the interaction of the systematically varied excitation source signal and the systematically varied vocal tract transfer function.



Vocoded Stimuli

To create the vocoded stimuli, the 9 stimuli from each of the 3 non-vocoded conditions were processed through an 8-channel noise-band vocoder using the AngelSimTM Cochlear Implant and Hearing Loss Simulator (TigerSpeech Technology, Los Angeles, CA, United States). Input stimuli were filtered into 8 frequency analysis bands using fourth-order band-pass Butterworth filters, the cutoff frequencies of which were determined by a Greenwood function. The temporal envelope in each band was extracted using half-wave rectification and a low-pass fourth-order Butterworth filter with a cutoff frequency of 160 Hz. As with the analysis filters, there were 8 fourth-order band-pass Butterworth carrier filters, the cutoff frequencies of which were identical to the analysis filters. The filtered carrier noise in each band was modulated by the extracted amplitude envelope in the same band. It should be noted that this results in a broadening of each frequency band. The final modulated noise bands were summed to create the vocoded stimuli. Analysis and carrier filter parameter settings are listed in Table 2. The vocoding procedure resulted in 9 stimuli for each of the following three conditions: C4 vocoded, B4 vocoded, and F5 vocoded. Vocoded stimuli were normalized in average RMS to the non-vocoded stimuli. Due to the length of the study, it was not possible to include multiple vocoder configurations. The results of this study should be interpreted with that limitation in mind. Also, it cannot be said that a noise-band vocoder would accurately reflect the signal received and processed by CI users.


TABLE 2. Vocoder analysis and carrier filter parameters of lower cutoff frequency (FL), higher cutoff frequency (FU), and bandwidth (ΔF) in Hertz and semitones.

[image: Table 2]


Experimental Design

Multi-dimensional scaling techniques were employed to determine the perceptual dimensionality of the non-vocoded and vocoded synthetic vocal stimuli. For each of the six conditions, the 9 stimuli were combined into all possible pairs, resulting in a total of 36 pairs for each condition for a total of 216 experimental pairs. Additionally, a practice experiment was created from 20 pairs that spanned a variety of combinations of the experimental stimuli, resulting in 236 stimulus pairs total. A within-subjects designed was used where each participant completed all conditions.



Procedure

The listening experiment took place in a single-walled sound booth (Acoustic Systems RE-144-S, Austin, TX, United States). Stimuli were presented binaurally using Sennheiser HD 545 (Old Lyme, CT, United States) headphones. Prior to the practice session and experiment, listeners were told that they would hear two sounds and that it was their task to indicate how similar or different the two sounds were by using a scroll bar. They were told: (Migirov et al., 2009) if the two sounds were very different, they should drag the scroll bar toward the far right end (Limb and Roy, 2014); if the sounds were the same, they should drag the scroll bar all the way to the far left; and (Jiam et al., 2017) if the difference was somewhere between those two extremes they should drag the scroll bar to a corresponding location somewhere between the two ends. Listeners were warned that each stimulus pair would play only once with no opportunity to repeat the pair, so they should be prepared to listen closely for upcoming pairs.

Stimulus pairs in both the practice session and the subsequent experimental session were presented using MEDS (Music Experiment Development System) (UCLA, Los Angeles), an object-oriented development system designed by Roger A. Kendall (Windsor, 2004) that has been widely used in the construction and analysis of perceptual and psychoacoustic experiments. Due to the length of the experiment, stimulus pairs were presented once only. Using a 100-point scroll bar with endpoints labeled “Same” and “Very Different,” the listener’s task was to indicate the dissimilarity of the paired stimuli. Prior to the MDS experiment, each participant completed the practice session which was composed of 20 randomly ordered stimulus pairs systematically selected to include very similar and very different stimuli of non-vocoded and vocoded pairs across all three pitches. Participant performance on the practice task was monitored and if the researcher felt that the participant did not understand the instructions, the participant was reminded of the experimental task as well as of how to use the scroll bar. After the practice session, listeners completed the MDS experiment. Listeners were presented with counter-balanced blocks, one for each of the six conditions (C4 not vocoded, C4 vocoded, B4 not vocoded, B4 vocoded, F5 not vocoded, and F5 vocoded). This within-subjects designed allowed each participant to act as their own control. Within each block, the 36 pairs were presented in random order.



Acoustic Measures

The current experiment employed several acoustic measures in order to identify those spectral cues that may correlate to specific MDS dimensions. The synthetic stimuli employed in this study have a fixed attack-time, so stimulus onset was not included as an acoustic variable. Because any spectral fluctuation would be a result of frequency modulation of the excitation source which was constant across all stimuli, this also was not included as an acoustic variable. In total, 4 acoustic measures were computed: spectral centroid from 0 to 8 kHz, spectral centroid from 0 to 2 kHz, spectral centroid from 2 to 8 kHz, and energy ratio. The method of calculation for each of these acoustic measures are described in the following sections. Each measure was calculated from the middle of the 1 s sample. All measures were made using the Fast Fourier Transform (FFT) algorithm provided by Praat (Paul Boersma and David Weenink, Institute of phonetic Sciences, University of Amsterdam, The Netherlands) using an analysis window of 0.75 s.


Spectral Centroid Measures

Spectral centroid, a measure of the weighted mean frequencies within a specified frequency range, is frequently used in studies of instrument acoustics (Iverson and Krumhansl, 1993; McAdams et al., 1995; Sandell, 1995; Lakatos, 2000; Schubert et al., 2004). However, this measure is not often used in the study of speaking voice acoustics, where due to the special nature of speech, resonance frequency measures obtained from LPC analysis or spectral peaks measured directly from the output spectral tend to be used. However, in female singing voices, it is difficult to obtain acoustic measures that directly correlate to actual resonance frequencies. As pitch increases, the increasingly wide spacing of harmonics makes it unlikely that these resonance peaks will be represented precisely in the acoustic output spectrum, particularly at fundamental frequency above 350 Hz (Monsen and Engebretson, 1983). For this reason, when vowel is constant, spectral centroid may provide a better measure of the center of spectral mass than those typically used for speech and is a measure that can be employed across the wide range of frequencies that span the female singing voice range. The current study employed three spectral centroid measures, spectral centroid from 0 to 8 kHz, spectral centroid from 0 to 2 kHz, and spectral centroid from 2 to 8 kHz. Spectral centroid from 0 to 8 kHz provides a measure that mathematically corresponds to the center of mass below 8000 Hz and is influenced both by the location of resonance frequencies and spectral slope. Spectral centroid from 0 to 2 kHz provides a measure of the center of mass in the range of the vowel formants. Spectral centroid from 2 to 8 kHz provides a measure of the center of mass in the upper frequencies, a range that has been shown to provide cues to classical singing voice categories when F1 and F2 frequencies are held constant (Berndtsson and Sundberg, 1995) and has been shown to correlate more strongly than other measures to voice category (Frič and Pavlechová, 2018). All spectral centroid measures were calculated after Sandell (1995) using the formula:
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where e is the vector of spectral amplitude data points and f is the vector of spectral frequency data points.



Energy Ratio

The singing power ratio (SPR) has been shown to correlate with some aspects of the perception of singing vocal timbre (Omori et al., 1996; Watts et al., 2003). SPR, which is also the Hammarberg Index (Hammarberg et al., 1980) multiplied by −1, is calculated by measuring the ratio of power of the strongest harmonic in the 2–4 kHz frequency range to the power of the strongest harmonic in the 0–2 kHz frequency range and converting to decibels (dB). SPR provides a measure of the degree to which maximum power changes from one frequency range to another and, therefore, provides a measure of output spectral slope independent of the frequency location of spectral peaks. SPR is a difficult measure to employ for noise vocoded stimuli, so the current paper utilized a related output spectral slope measure that does not rely on the measurement of the amplitude of a specific harmonic, the energy ratio (ER). ER was calculated as the ratio of the total energy in the 0–2 kHz range to the total energy in the 2–8 kHz range in dB. Comparison of SPR and ER for the non-vocoded stimuli revealed high positive correlations between these two variables (R = 0.990–0.999, p < 0.001), suggesting that ER is an appropriate substitute for SPR in this study.



RESULTS


Reliability Analysis

Due to the length of the current study, listeners heard each stimulus once only, so it was not possible to conduct analyses of intra-rater consistency. Inter-rater consistency was measured through computation of intraclass correlation coefficients (ICCs) for each condition using a two-way, random-effects model. Because this study used responses averaged across all listeners (see section Multidimensional Scaling Analysis), the type of ICC employed was “the mean of k raters.” This type of inter-rater ICC evaluated the consistency of mean responses and ranged from 0.930 to 0.958 (Table 3). High inter-rater ICCs based on the consistency of mean responses should not be misinterpreted as suggesting that each individual rater was consistent with all other raters, only that the average was consistent. Single-rater ICCs evaluate how reliable each listener is compared to the other listeners. Single-rater ICCs were poor, ranging from 0.315 to 0.437. Poor single-rater ICCs were not unexpected since each stimulus pair was played only once (see section Multidimensional Scaling Analysis).


TABLE 3. ICC estimates of inter-rater consistency and their 95% confidence intervals based on a mean-rating (k = 29) 2-way random-effects model for all six conditions.
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Multidimensional Scaling Analysis

Six multidimensional scaling (MDS) analyses were conducted to determine the perceptual dimensionality of the vocal stimuli based on the average responses of listeners to the experimental task. Average responses were used due to the fact that participants heard each stimulus pair once only. By using data representing how an average listener might respond, the effect of response variability including mistakes due to fatigue or lapses of attention were minimized. Separate PROXSCAL analyses were performed for each condition, not vocoded and vocoded, at each pitch, C4, B4, and F5, using IBM SPSS Statistics version 24.0 (IBM, Armonk, NY, United States). All PROXSCAL analyses used ordinal distance measurements with ties allowed and Euclidian metrics. As suggested by Borg and colleagues (Borg et al., 2013), the following model options were used: (Migirov et al., 2009) stress convergence = 0.000001, (Limb and Roy, 2014) minimum stress = 0.0001, (Jiam et al., 2017) maximum iterations = 1000, and an initial model configuration set to multiple random starts = 5000. Because there were only 9 stimuli in each condition, all MDS models were restricted to 2 dimensions. Higher dimensional models would likely have resulted in nearly perfect, but meaningless, fit. A Kruskal’s stress type 1 of 0.2 is considered to be a poor fit (Kruskal and Wish, 1978). Model fit was evaluated through analysis of Kruskal’s Stress Type 1 (Kruskal, 1964), a measure of how well the MDS solution fits the actual data, and analysis of the amount of dispersion accounted for (DAF), a measure of the variance accounted for by the MDS solution (Borg et al., 2013). Analysis of Stress Type 1 scree plots (Figure 3) revealed that for most conditions the best and most parsimonious fit was achieved with 2 dimensions. A Kruskal’s stress type 1 of 0.2 is considered to be a poor fit [27]. Analysis of DAF revealed that the 2-dimensional solutions accounted for over 98% of the variance in all conditions. Solutions for all 6 conditions are presented graphically in Figure 3. In this figure, as well as throughout the paper, the stimuli are labeled in a manner that indicates the synthesis parameters used to create the stimuli with a letter indicating the vocal tract transfer function (M = mezzo, I = intermediate, and S = light coloratura soprano) and a number indicating the excitation source spectral slope (glottal source spectral slope + lip radiation) in dB/octave (6, 9, and 12). PROXSCAL uses proximity matrices to find a default least squares solution that is arbitrary in orientation and rotationally invariant. All MDS solutions in Figure 3 are presented in their default orientation except for condition B4 not vocoded, which was rotated counterclockwise 45%, and condition F5 vocoded, which was rotated 25% clockwise. Conditions B4 not vocoded and F5 vocoded displayed dimensionality that was nearly identical to other conditions; however, the dimensional organization was off-axis. Because the dimensionality of MDS solutions is arbitrary and rotationally invariant, rotation of aggregate MDS data points is allowed and is a common practice (Peay, 1988; Giguère, 2006; Borg et al., 2013). Without such rotation, it would not have been possible to compare solutions across conditions (Peay, 1988) or to conduct statistical analyses such as correlations or regressions (Borg et al., 2013). The rotation necessary to align these two off-axis conditions was determined by the following process: (Migirov et al., 2009) matrix rotation was applied using an initial ballpark direction and degree of rotation derived from visual inspection of the MDS plots and (Limb and Roy, 2014) a “brute force” procedure was applied using increments or decrements of 5 degrees until the alignment of data points for these two MDS solutions agreed with those obtain from other conditions.
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FIGURE 3. Two-dimensional representations of the MDS perceptual spaces for non-vocoded and vocoded stimuli at pitches C4, B4, and F5. Graph symbols indicate the vocal tract transfer function category of Mezzo-soprano (M), Intermediate (I), or Soprano (S) followed by the glottal excitation source slope.



MDS Results

For both non-vocoded and vocoded conditions at the pitch C4, dimension 1 separated stimuli according to vocal tract transfer functions M, I, and S, while dimension 2 organized the stimuli according to excitation source spectral slope (glottal source spectral slope + lip radiation). The MDS solutions for vocoded stimuli at the higher pitches, B4 and F5 looked very similar to those obtained at the lower pitch, C4. Dimension 1 organized the stimuli according to vocal tract transfer function, M, I, and S, while dimension 2 organize the stimuli according to excitation source spectral slope. On the other hand, the MDS solutions for the non-vocoded stimuli at B4 and F5 looked quite different from those obtained at C4. Dimension 1 did not separate the 3 vocal tract transfer functions, but instead separated the soprano vocal tract transfer function from both the intermediate and mezzo-soprano transfer functions. Dimension 2 for the non-vocoded stimuli organized the stimuli according to excitation source spectral slope; however, there was a reversal in order for the mezzo-soprano stimuli at pitch F5.



Relationship of MDS Dimensions to Acoustic Variables

Stepwise regression analyses were performed to see which acoustic measure or combination of measures best predicted each MDS dimension for all conditions. These stepwise regression analyses resulted in models with either 1 or 2 significant predictors. To test collinearity, variance inflation factors (VIFs) (Hocking and Pendelton, 1983; Craney and Surles, 2002) were computed for all 2-predictor models. All 2-predictor models generated VIFs of less than 1.5, with all but one generating VIFs of less than 1.2, indicating that regression coefficients were not likely inflated due to collinearity.


Acoustic Correlates of Dimensions 1 and 2 for Non-vocoded and Vocoded Stimuli at Pitch C4

Stepwise regression analyses were conducted for both the non-vocoded and vocoded stimuli at pitch C4. The results of the stepwise regression analyses are presented in Table 4.


TABLE 4. Prediction of MDS dimensions by acoustic variables using forward regression for non-vocoded and vocoded stimuli at pitch C4.

[image: Table 4]The results of stepwise regression analyses for non-vocoded stimuli at pitch C4 suggest that the 2 significant predictors of dimension 1 were spectral centroid from 0-2 kHz and ER (R2 = 0.944), with spectral centroid from 0 to 2 kHz being the strongest predictor. The 2 significant predictors of dimension 2 were ER and spectral centroid from 2 to 8 kHz (R2 = 0.976), with ER being the strongest predictor.

The results of stepwise regression analyses for vocoded stimuli at pitch C4 suggest that, as with the non-vocoded stimuli, the 2 significant predictors of dimension 1 were spectral centroid from 0 to 2 kHz and ER (R2 = 0.863), with spectral centroid from 0 to 2 kHz being the strongest predictor. However, unlike the stepwise regression results for non-vocoded stimuli, the significant predictor of dimension 2 for vocoded stimuli at pitch C4 was spectral centroid from 0 to 8 kHz (R2 = 0.853).



Acoustic Correlates of Dimensions 1 and 2 for Non-vocoded and Vocoded Stimuli at Pitch B4

Stepwise regression analyses were conducted for both the non-vocoded and vocoded stimuli at pitch B4. The results of the stepwise regression analyses are presented in Table 5.


TABLE 5. Prediction of MDS dimensions by acoustic variables using forward regression for non-vocoded and vocoded stimuli at pitch B4.

[image: Table 5]The results of stepwise regression analyses for non-vocoded stimuli at pitch B4 suggest that, as with pitch C4, the 2 significant predictors of dimension 1 were spectral centroid from 0 to 2 kHz and ER (R2 = 0.943), with spectral centroid from 0 to 2 kHz being the strongest predictor. The significant predictor of dimension 2 was spectral centroid from 0 to 8 kHz (R2 = 0.621).

The results of stepwise regression analyses for vocoded stimuli at pitch B4 suggest that, as with the non-vocoded stimuli, the 2 significant predictors of dimension 1 were spectral centroid from 0 to 2 kHz and ER (R2 = 0.985), with spectral centroid from 0 to 2 kHz being the strongest predictor. The 2 significant predictors of dimension 2 were ER and spectral centroid from 2 to 8 kHz (R2 = 0.979), with ER being the strongest predictor.



Acoustic Correlates of Dimensions 1 and 2 for Non-vocoded and Vocoded Stimuli at Pitch F5

Stepwise regression analyses were conducted for both the non-vocoded and vocoded stimuli at pitch F5. The results of the stepwise regression analyses are presented in Table 6.


TABLE 6. Prediction of MDS dimensions by acoustic variables using forward regression for non-vocoded and vocoded stimuli at pitch F5.

[image: Table 6]The results of stepwise regression analyses for non-vocoded stimuli at pitch F5 suggest spectral centroid from 0 to 2 kHz was a significant predictor of dimension 1 (R2 = 0.848). The 2 significant predictors of dimension 2 were spectral centroid from 2 to 8 kHz and ER (R2 = 0.854), with spectral centroid from 2 to 8 kHz being the strongest predictor.

The results of stepwise regression analyses for vocoded stimuli at pitch F5 suggest that, as with the non-vocoded stimuli, spectral centroid from 0 to 2 kHz was a significant predictor of dimension 1 (R2 = 0.729). The significant predictor of dimension 2 was ER (R2 = 0.819).



DISCUSSION


Interpreting the MDS Solutions

MDS provides a means of visualizing relationships between objects in a multi-dimensional space and can serve to test structural hypotheses concerning latent constructs that affect the perception of those objects (Borg et al., 2013). While MDS dimensions sometimes correlate with measured variables, the real interest is often in visualizing how the stimuli group in space, and in the case of the current study, how this grouping might change with vocoding. In the sections that follow, the correlations between some measured acoustic variables and MDS dimensions are discussed. These correlations should not be interpreted as establishing a causal relationship, but instead should be interpreted as measurable acoustic variables that may load on the unmeasurable construct of timbre perception.


Pitch C4

It was hypothesized that at lower pitches, 8-channel vocoding would result in the loss of important spectral characteristics, resulting in alterations of the multidimensional perceptual space. While the MDS solutions for the non-vocoded and vocoded stimuli at the pitch C4 looked very similar, some important differences were also observed (see Figure 3). The non-vocoded stimuli clustered well based on voice category, occupying distinct spaces along dimension 1. The vocoded stimuli also tended to organize along dimension 1 based on voice category; however, they did not cluster as cleanly, with the I-12 stimulus appearing much closer in distance to the S-12 and S-9 stimuli. All stimuli were organized according to excitation source spectral slope along dimension 2.



Pitches B4 and F5

It was also hypothesized that at the higher pitches, B4 and F5, the wider spacing of harmonics would cause a loss of output spectral peaks in both the non-vocoded and vocoded conditions, theoretically resulting in similar MDS representations. Instead, notable differences between the MDS representations for non-vocoded and vocoded stimuli were seen (see Figure 3).

As with the C4 stimuli, non-vocoded stimuli at the pitches B4 and F5 appeared distinctly clustered in the MDS space according to voice category. However, these stimuli were not distributed in the order of voice category along dimension 1. Instead, at these higher pitches (Migirov et al., 2009), the distances between mezzo-soprano and soprano stimuli were less than those observed for pitch C4 and (Limb and Roy, 2014) for some stimulus pairs, the non-vocoded mezzo-soprano and intermediate stimuli were equidistant from the non-vocoded soprano stimuli. To understand these differences, a look at the original aggregate dissimilarities may prove informative. Table 7 displays a subset of the original aggregate listener dissimilarities where stimulus pairs differed only in voice category. At the pitches B4 and F5, listeners heard mezzo-soprano and soprano stimuli as less dissimilar than they did at the pitch C4. Also, for some stimulus pairs at both B4 and F5, listeners heard mezzo-soprano and intermediate stimuli as equally dissimilar to soprano stimuli. Spectral centroid from 0 to 2 kHz was the strongest predictor of dimension 1 at pitch B4 and was the sole predictor of dimension 1 at the pitch F5. Examination of the spectral energy in the 0–2 kHz range at these higher pitches may (Migirov et al., 2009) provide clues as to why the mezzo-soprano and soprano stimuli were heard as less dissimilar and (Limb and Roy, 2014) why, in some cases, the mezzo-soprano and intermediate stimuli were heard as equally dissimilar to the soprano stimuli. Figures 4–6 display the spectra for all stimuli with a glottal excitation source of −9 dB/octave for the pitches C4, B4, and F5, respectively. These figures illustrate how under-sampling of the vocal tract transfer function due to widely spaced harmonics can lead to alterations in the perception of dissimilarity. Examination of Figures 4–6 reveals that generally, but also particularly in the area of 0–2 kHz, spectral details that were present at the pitch C4 were lost at pitches B4 and F5. This loss of spectral information could result in a smaller perceived dissimilarity between mezzo-soprano and soprano stimuli. Also, at these higher pitches, the spectra for the mezzo-soprano and intermediate stimuli from 0 to 2 kHz appear to be very similar, with the first harmonic being higher in amplitude than the second. However, for the soprano stimuli, the first harmonic is equal in amplitude to the second harmonic, possibly contributing to perception that the mezzo-soprano and intermediate stimuli were equally dissimilar to the soprano stimuli. These spectral differences may have contributed to the perceived dissimilarities presented in Table 7, which in turn generated the MDS spaces seen in Figure 3.


TABLE 7. Listener dissimilarity measures for glottal source excitation slopes of −6, −9, and −12 dB/octave at the pitches C4, B4, and F5.
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FIGURE 4. Spectra for non-vocoded and vocoded stimuli for excitation spectral slopes of −9 dB/octave at the pitch C4. The frequency range of vocoding is indicated in gray, while vocoder bands are indicated by vertical dashed black lines. Panel labels indicate the vocal tract transfer function category of Mezzo-soprano (M), Intermediate (I), or Soprano (S) followed by the glottal excitation source slope, −9 dB/octave.
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FIGURE 5. Spectra for non-vocoded and vocoded stimuli for excitation spectral slopes of −9 dB/octave at the pitch B4. The frequency range of vocoding is indicated in gray, while vocoder bands are indicated by vertical dashed black lines. Panel labels indicate the vocal tract transfer function category of Mezzo-soprano (M), Intermediate (I), or Soprano (S) followed by the glottal excitation source slope, −9 dB/octave.
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FIGURE 6. Spectra for non-vocoded and vocoded stimuli for excitation spectral slopes of −9 dB/octave at the pitch F5. The frequency range of vocoding is indicated in gray, while vocoder bands are indicated by vertical dashed black lines. Panel labels indicate the vocal tract transfer function category of Mezzo-soprano (M), Intermediate (I), or Soprano (S) followed by the glottal excitation source slope, −9 dB/octave.


At the pitch F5, other changes in the non-vocoded MDS space begin to emerge. Stimuli having excitation source spectral slopes of −9 dB/octave and −12 dB/octave appeared closely spaced to each other at this pitch.

At the pitches B4 and F5, the MDS spaces for the vocoded and non-vocoded stimuli revealed notable differences in organization, contrary to our hypothesis. Unlike the MDS spaces for the non-vocoded stimuli at the pitches B4 and F5, the MDS spaces for the vocoded stimuli at the pitches B4 and F5 looked similar to those seen at the pitch C4. At the pitch F5, however, the mezzo-soprano and soprano stimuli with excitation source spectral slopes of −9 dB/octave and −12 dB/octave appeared closely spaced to one another, just as in the non-vocoded MDS representation. The finding that the MDS spaces for the vocoded stimuli at pitches B4 and F5 looked similar to the MDS space at pitch C4 is somewhat unexpected and is discussed further in the section that follows.



Effects of Pitch and Location of Vocoder Bands

The effect of vocoding on normal hearing listeners’ perception of vocal dissimilarity is likely related to several interacting factors: (a) the pitch of the non-vocoded stimuli, (b) the location of vocal tract resonances, and (c) the center frequency and bandwidth of vocoder filter bands.

Figures 4–6 display the non-vocoded and vocoded spectra for mezzo-soprano, intermediate, and soprano stimuli with an excitation source spectral slope of −9 dB/octave for the pitches C4, B4, and F5, respectively. The frequency range of vocoding is indicated in gray, while vocoder bands are indicated by vertical dashed black lines. Because spectral centroid from 0 to 2 kHz and ER were the strongest predictors of dimension 1 at pitches C4 and B4, and spectral centroid from 0 to 2 kHz was the sole predictor of dimension 1 at the pitch F5, examination of the spectral energy in the 0–2 kHz region for both non-vocoded and vocoded stimuli may prove informative.

At the pitch C4, the closer spacing of harmonics allowed for better representation of resonant peaks in the non-vocoded output spectra. Clear differences in spectral peak location of the non-vocoded stimuli, S-9, I-9, and M-9, in the 0–2 kHz range can be seen. At pitch C4, the first 3 harmonics are each located in a separate vocoder band, resulting in spectral peaks in the vocoded stimuli that seem to correspond reasonably well with those seen in the non-vocoded stimuli. Above 2 kHz, spectral peaks and valleys in the non-vocoded stimuli are located such that when vocoded, these peaks and valleys average out, creating a spectrum from 2 to 7 kHz in the vocoded stimuli that is fairly flat.

At the pitch B4, for the non-vocoded stimuli, the wider spacing of harmonics resulted in a large 1st harmonic amplitude for I-9 and M-9, while for S-9, the 1st and 2nd harmonics are of almost equal amplitude. The fundamental is located in vocoder band 2, while the 2nd harmonic oscillates about the border between bands 3 and 4 and the 3rd harmonic oscillates about the border between band 4 and 5. The result is a strong peak in the vocoded spectrum for S-9 that is slightly higher in frequency than that of the non-vocoded S-9 stimulus. The most important effect at B4, however, occurs with I-9 and M-9. The vocoded spectra for these 2 conditions exhibit a second artifactual spectral peak that is not present in the original spectra. This is likely due to the oscillating 2nd and 3rd harmonics crossing into and out of neighboring vocoder filter bands. As with the pitch C4, in the area of 2–7 kHz, the vocoded spectra are relatively flat.

At the pitch F5, for the non-vocoded stimuli, the 1st harmonic is located in vocoder band 3. The 2nd harmonic appears to be located within vocoder band 4 but is also oscillating on the boundary with vocoder band 5. After vocoding, the resulting spectra appear to correspond reasonably well with the non-vocoded spectra in the region of 0–2 kHz. The vocoded spectra above 2 kHz are relatively flat.

The introduction of artifactual spectral peaks in the vocoded condition at pitch B4 for the I-9 and M-9 stimuli may have contributed to the unexpected MDS solutions at this pitch. However, artifactual peaks were not introduced in the vocoded condition at the pitch F5, which exhibited the same phenomenon. Because MDS spaces are only gross approximations of the perceptual space and because dimension 1 was best predicted by a weighted linear combination of both spectral centroid from 0 to 2 kHz and ER at pitch B4, but only by spectral centroid from 0 to 2 kHz at pitch F5, it is difficult to say with certainty that the extra spectral peak in the vocoded condition at pitch B4 was responsible for the differences in organization along dimension 1 between non-vocoded and vocoded stimuli, however, the possible introduction of artifactual spectral peaks, in addition to the possible loss of spectral peaks, during the vocoding process must be considered.



Implications for Cochlear Implant Users

In the current study, there were some instances where normal hearing listeners perceived timbral differences in the non-vocoded conditions that they did not in the vocoded conditions. Conversely, there were situations where introduction of artifactual peaks in the vocoded stimuli may have resulted in normal hearing listeners perceiving timbral differences in the vocoded conditions that they could not perceive in the non-vocoded conditions. Yet, in general, the MDS solutions for non-vocoded and vocoded conditions were similar, suggesting that, for the most part, normal hearing listeners were able to extract some timbral information from the degraded vocoder signal. The degree to which this might happen for CI users will likely depend on the design of the cochlear implant as well as the pitch and resonance characteristics of the singer.

Overall, CI users have poor music perception for many reasons. Device-related factors may affect music perception, including: (a) mismatched frequency-place alignment; (b) spectral smearing as a result of channel interaction and spread of neural excitation; and (c) factors related to the signal processing strategy employed by the device (Limb and Roy, 2014), such as using monopolar vs. all-polar stimulation modes (Marozeau and McKay, 2016). Further, listener factors may limit perception. These listener factors include: (a) variable patterns of nerve survival; (b) electrode array position; and (c) residual acoustic hearing (Bierer and Faulkner, 2010; Limb and Roy, 2014; Pfingst et al., 2015). At the central processing level, there may be extensive changes in the brain as a result of auditory deprivation (Stropahl et al., 2017) as well as altered general cognitive abilities (Holden et al., 2013; Kramer et al., 2018). Therefore, even though timbral cues might be preserved by the initial cochlear implant signal processing, the extent to which each CI user can make use of these cues (i.e., perceptual weighting) may be highly variable (Winn et al., 2016).

One possible device issue that may impact the perception of vocal timbre in CI users concerns spectral slope. Some singing voice styles (Sundberg et al., 1993, 1999; Thalén and Sundberg, 2001; Stone et al., 2003; Björkner, 2008; Bourne and Garnier, 2012; Bourne et al., 2016) and singing voice registers (Sundberg and Kullberg, 1999; Sundberg and Högset, 2001; Roubeau et al., 2009) are differentiated primarily or partially by changes in glottal configuration that manifest in changes in spectral slope. Because CIs typically implement various degrees of amplitude compression, it may not be possible to detect some of the distinctions between voice styles and/or voice production types.

Given the device- and patient-related factors associated with CI use, another approach to improving music perception may be through auditory training. Several studies have shown that following training, CI users have improved their ability to discriminate musical pitch, identify melodic contours, recognize and identify familiar melodies, and identify the timbre of musical instruments (Driscoll, 2012; Galvin et al., 2012; Petersen et al., 2012; Gfeller et al., 2015; Fuller et al., 2018).



Strengths of the Study

One strength of the study is that every participant completed all 6 MDS conditions. Thus, individual differences in the use of the scroll bar or other systematic idiosyncratic behaviors would be expected to be similar across all conditions, allowing each participant to serve as their own control. This allows for the visual comparison of MDS results across conditions.

A second strength of the study is that, while the number of stimuli were necessarily small in each condition, excitation source spectral slopes and vocal tract transfer functions spanned the range typically seen in female singers.



Limitations of the Study

Generally, the current study suffers from the same limitations that befall all studies employing a non-experimental modeling procedure such as MDS. While MDS studies can provide useful insight into how listeners’ perceptions are organized, correlating any acoustic parameter to a dimension can be problematic. Thus, while this study found that a linear combination of acoustic variables could predict the MDS dimensions in all conditions very well, this prediction cannot be directly related to human perception, which is a complex phenomenon that likely cannot be reduced to a set of numbers derived from acoustic measurements.

Because each participant completed all conditions, time constraints resulted in several limitations. Each participant by necessity heard all stimulus pairs once only. This required the use of aggregate MDS so that the effect of any errant responses could be minimized. Thus, INDSCAL analyses could not be employed. Additionally, the number of stimuli in each condition had to be restricted to no more than 9, which limits the number of dimensions that can safely be employed in the MDS to two. Finally, additional conditions using a variety of vocoder configurations could not be employed.

The current study utilized 8-channel vocoded stimuli to assess the perceptual dimensionality of singing voice timbre. While vocoders provide a clue as to how the degraded cochlear implant signal might affect the perception of timbral dissimilarity, it cannot be assumed that these results will directly translate to the perception of timbre in cochlear implant populations for reasons highlighted in the previous section.



Future Research


The Role of Context in CI Listener Timbre Perception

While the current study manipulated glottal excitation source slope and vocal tract transfer function, the purpose of the study was to test overall vocal timbre perception. In such studies of vocal timbre, variations in vowel must be kept to a minimum. Even when perceptual studies have been specifically designed to experimentally test a parameter such as voice category perception, researchers have (a) limited the stimuli to just one vowel (Cleveland, 1977; Berndtsson and Sundberg, 1995; Erickson, 2004) or (b) performed a long-time-average spectra (LTAS) over a part or the entirety of a song (Johnson and Kempster, 2011). Future research should examine vocal timbre perception and voice category perception using a variety of vowels and in a variety of contexts.



The Role of Vibrato in the Timbre Perception of CI Listeners

In addition to perceptual information provided by glottal excitation spectral slope and vocal tract transfer function, vibrato may play a role in the ability to hear timbral differences between voices. Vibrato emerges in a Western classical singing voice first as a coherent frequency modulated (FM) voice source which when filtered by the vocal tract produces spectral fluctuations and a secondary amplitude modulation (AM) as harmonics move into and out of vocal tract resonances. Thus, classical vibrato singing is characterized by both FM (also termed frequency vibrato) and AM (also termed amplitude vibrato).

The possible role of vibrato as a timbre cue available to CI listeners has not been well researched. While CI listeners may not be able to hear the fine structure needed to perceive frequency vibrato, the spectral fluctuations associated with vibrato across frequency bands may provide a better representation of timbre than may be available from a non-modulated vocal stimulus (McAdams and Rodet, 1988). These spectral fluctuations may also give rise to the perception of vibrato rate and/or extent, an element of timbre that may assist in the discrimination of voices. Additionally, both the frequency and extent of secondary amplitude modulations could provide salient timbral cues. Future research should examine the role that vibrato may play in timbre discrimination in both NH listeners presented with vocoded stimuli and CI listeners by Migirov et al. (2009) utilizing synthetic stimuli that vary in vibrato rate or (Limb and Roy, 2014) utilizing real singing voices. Given that training has been shown to improve music perception in CI users, the knowledge gained from such studies could be used to develop and test training strategies.



SUMMARY AND CONCLUSION

Vocal tract resonance frequencies have been shown to be a cue to the perception of voice categories such as baritone, tenor, mezzo-soprano, and soprano, while changes in glottal source spectral slope are believed to be related to perception of vocal quality dimensions such as fluty vs. brassy and are associated with the production of various singing styles and singing registers. For the simulated mezzo-soprano, intermediate, and coloratura soprano voices used in this study, MDS solutions grouped stimuli according to voice category and excitation source spectral slope in all conditions. However, while stimuli tended to be grouped by voice category, such grouping did not always correlate with an MDS dimension. Excitation source spectral slope was generally represented as increasing along dimension 2; however, at the pitch F5 where widely spaced harmonics would not likely line up with vocal tract resonances well, thus obscuring some elements of excitation source spectral slope, this organization did not always hold. While it is unclear how well these timbre percepts would emerge as MDS dimensions for CI listeners, in general, these results suggest that perhaps some aspects of vocal timbre may remain and combined with other information such as vibrato rate, may provide some cues to singer identity.
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A cochlear implant (CI) is a surgically implanted electronic device that partially restores hearing to people suffering from profound hearing loss. Although CI users, in general, obtain a very good reception of continuous speech in the absence of background noise, they face severe limitations in the context of music perception and appreciation. The main reasons for these limitations are related to channel interactions created by the broad spread of electrical fields in the cochlea and to the low number of electrodes that stimulate it. Moreover, CIs have severe limitations when it comes to transmitting the temporal fine structure of acoustic signals, and hence, these devices elicit poor pitch and timber perception. For these reasons, several signal processing algorithms have been proposed to make music more accessible for CI users, trying to reduce the complexity of music signals or remixing them to enhance certain components, such as the lead singing voice. In this work, a deep neural network that performs real-time audio source separation to remix music for CI users is presented. The implementation is based on multi-layer perception (MLP) and has been evaluated using objective instrumental measurements to ensure clean source estimation. Furthermore, experiments in 10 normal hearing (NH) and 13 CI users to investigate how the vocals to instruments ratio (VIR) set by the tested listeners were affected in realistic environments with and without visual information. The objective instrumental results fulfill the benchmark reported in previous studies by introducing distortions that are shown to not be perceived by CI users. Moreover, the implemented model was optimized to perform real-time source separation. The experimental results show that CI users prefer vocals 8 dB enhanced with the respect to the instruments independent of acoustic sound scenarios and visual information. In contrast, NH listeners did not prefer a VIR different than zero dB.

Keywords: music source separation, deep learning, neural networks, multi-layer perception, real-time, cochlear implant


1. INTRODUCTION

A cochlear implant (CI) is a medical electronic device that is surgically implanted in the inner ear and can provide hearing sensations to people suffering from profound hearing loss. CIs allow the patients to understand speech in quiet and even in a noisy background. However, music appreciation is still challenging for CI users, as it requires a good pitch perception and melody recognition (McDermott, 2004; Limb and Roy, 2013). CI devices typically transmit 12–22 spectral channels, each modulated slowly in time. This representation provides enough information for speech understanding in quiet conditions and rhythmic perception of music. However, this representation is not enough to support speech understanding in noise or melody recognition, as melody recognition requires complex pitch perception, which in turn depends strongly on access to spectral and temporal fine structure cues (McDermott, 2004; Macherey et al., 2011). This work investigates the use of a real-time algorithm to make music more accessible for CI users.

Previous research in the area of music enhancement for CI users has focused on reducing music complexity (Nagathil et al., 2017) or on amplifying vocals relative to the background instruments (Buyens et al., 2014; Pons et al., 2016; Gajȩcki and Nogueira, 2018). Spectral complexity reduction of music was investigated based on dimensionality reduction techniques, such as principal component analysis and a partial-least squares analysis. Enhancement of singing voice has been investigated based on the finding that CI users prefer singing music remixed such that the vocals are boosted by 6 dB with respect to the background instruments (Buyens et al., 2014). In this context several source separation algorithms have been proposed to separate the vocals from the instruments and remix these components accordingly. Previous approaches used a harmonic/percussive sound separation (HPSS; Buyens et al., 2014) algorithm, non-negative matrix factorization (NMF), multi-layer perceptrons (MLP), deep recurrent neural networks (DRNN), and convolutional autoencoders (DCAE) in order to separate different sources within an audio mixture (Pons et al., 2016; Gajȩcki and Nogueira, 2018). However, all these algorithms were implemented in non-real-time fashion to perform source separation.

A key factor in the design of source separation methods for music enhancement is the distortions that these algorithms introduce in the processed signals. These distortions are typically quantified through objective instrumental measures, such as the signal-to-distortion ratio (SDR), the signal-to-artifacts ratio (SAR), and the signal-to-interference ratio (SIR) (Vincent et al., 2010). Gajȩcki and Nogueira (2018) investigated the maximum levels of artifacts and distortions accepted by CI users to remix music with enhanced vocals. They demonstrated that source separation algorithms with an SDR > 0.69 dB and an SAR > 4.42 dB were suitable for remixing singing pop music for CI users.

In order for the source separation algorithm to operate in real-time, algorithmic complexity and latency need to be minimized. Regarding latency, even delays in the order of tens of milliseconds can cause a de-synchronization between the visual and the acoustic information provided by the CI. Stone and Moore (2003) measured maximum non-noticeable latency for hearing aid devices of around 15–20 ms for speech signals. The international telecommunication union (ITU) performed several subjective evaluations (ITU, 2008) and reported the acceptable and the detectable lip synchronization error. This error was assessed by means of the time delay between the visual feedback and acoustic information provided by a person speaking. Their results revealed that the measured time delay detectability was 125 ms and the threshold of acceptability was 185 ms, respectively, with respect to perfect lip synchronization when audio lagging behind the video. Furthermore, Hay-McCutcheon et al. (2009), in a similar study, investigated the audiovisual asynchrony for CI users. In this study, the measured minimum noticeable audiovisual asynchrony was around 200 ms, when the video was leading the audio. These values could be taken as an upper boundary for the design of a real time source separation algorithm.

Previous source separation algorithms to remix music for CIs have been evaluated under laboratory settings using clean digital recordings. It remains a question whether these algorithms are usable in real music events in which reverberation influences the acoustics. Moreover, these source separation algorithms were evaluated only using pre-processed sounds. It is therefore interesting to investigate whether these algorithms are usable in real-time giving the users the possibility to continuously modify the level difference between the singing voice and the instruments to reach a final decision on their preference.

Although music experiments are typically investigated only through sound, it is very important to consider that CI users have access to both hearing and visual cues. It has been shown that when congruent visual and auditory cues are processed together, perceptual accuracy is enhanced in both normal hearing (NH) and in hearing-impaired listeners (Perrott et al., 1990; Ross et al., 2007; Landry et al., 2012). The importance of vision in lip reading the singing voice, which helps in understanding the lyrics, the fact that CI users can see the instruments being played, as well as the information provided by the performance can significantly enhance their perception (Plant, 2015). It therefore remains a question of whether source separation algorithms used to enhance the vocals are necessary if visual information is available.

In this work, we implement and evaluate a deep neural network (DNN) to perform real-time music source separation to improve music appreciation of CI users in realistic acoustic scenarios. The model is based on an MLP and is trained to automatically identify the lead singing voice contained in western pop music to remix it accordingly to the subjects' preference. Prior to assessing individual balance preferences, objective instrumental measures will be used to make sure that the source separation algorithm fulfills the benchmark proposed by Gajȩcki and Nogueira (2018). Finally, the balance between music and singing voice will be assessed by means of experimental tests were subjects will indicate their preferred vocals-to-instruments-ratio (VIR), which is defined as the ratio between the power of the vocal signal and the instruments signal in dB, with and without visual cues. As the experiments were meant to be as realistic as possible, 360° video and 3D audio were provided to the listeners. In this context, the subjects should be able to move their heads toward the singer or to the background instruments and therefore they should be provided with consistent acoustic and visual cues.



2. METHODS AND MATERIALS


2.1. Music Source Separation and Remix Algorithm

Figure 1 shows a block diagram representing the data-flow of the used music source separation and remixing framework. The input signal x(t) consists of the original mixture, of vocals and instruments and the output signal m(t) is a remixed version of the input signal that is delivered to the CI speech processor at discrete time t. The desired VIR is applied to the estimated signals to be then remixed and delivered to the CI listener.


[image: Figure 1]
FIGURE 1. Block diagram of the source separation algorithm.


The music source separation process starts by feeding the magnitude spectrogram of the input mixture to the source separation algorithm. For a vocal signal y1(t) and an instruments signal y2(t) we construct a corresponding mixture signal x(t) = y1(t)+y2(t). We compute the short-time Fourier transform of length 1024 samples to obtain the spectrums Y1(k), Y2(k), X(k) for frame k. Since the time-domain audio signals are real, we used half of the spectral length, as dropping the negative frequencies does not lead to any information loss, which leads to a spectral size of 513 bins. For inverting the spectrum of Y1(k) and Y2(k), back into the time domain, we used the phase of the mixture spectrum and applied the inverse STFT with overlap-add to synthesize the music signal, for both the vocals and instruments components. Figure 1 illustrates the block diagram of the algorithm. The ability that MLPs have to approximate any input/output map made them one of the most popular network architectures (Panchal et al., 2011). Furthermore, as MLPs require relatively low computation complexity, they became the first choice of this study to perform music source separation. The number of input and output units is directly related to the size of the analysis window. We used an STFT with a window length of 1,024 samples, an overlap of 75%, and a Hamming window to transform, which leads to a spectrum with a dimension of 513 bins. In order to exploit the temporal dependency in the music signals, three consecutive frames with two frames overlap were used as input to the network resulting in an input size of 513*3. During the source separation process, we specify multiple parameters, that have a direct effect on separation quality and are linked to the network's structure. The depth of the MLP was set to one hidden layer with 1,024-units and a rectified linear unit (ReLU) activation function, which resulted in a three layer network with an input size of 513*3 units and output layer of 1,026 (2*513) units which corresponds to the two spectrums of vocal and instruments signal. After selecting the number of hidden layers and units in each layer, a proper training algorithm was used to minimize the algorithm error by fitting the model to the training data. During training, the fixed parameters were: the batch size which was set to 128 and the initial learning rate which was set to 0.005. The adaptive moment estimation algorithm (Adam) (Kingma and Ba, 2014) was used as the optimization algorithm. A hundred epochs were used to train the network, where after each epoch, the learning rate was decreased by 0.9 and the training data were shuffled. To avoid over-fitting, a dropout layer with a probability of 80% was applied. Three consecutive frames were used as input to exploit the temporal context in the audio signals. However, introducing more frames to the network did not improve the objective instrumental measurement values.



2.2. Audio Material Used to Train the Neural Network

In this work, we use three audio data sets to perform the objective and experimental evaluations in NH and CI users of the investigated audio source separation algorithms. The data sets will be described in the following lines.

• iKala Data Set: The first data set introduced by Chan et al. (2015) namely iKala contains 252 30-s tracks of vocal and backing track music with a sample rate of 44,100 Hz. Each music track is a stereo recording, with one channel for the singing voice and the other for background music. All music tracks have been performed by professional musicians and six singers, of which three were female and three males. The iKala data set contains non-vocal time passages where the source separation algorithm assumes the presence of vocals and having non-vocal time passages in the data set may challenge the algorithm. The presence of vocals in the instruments signal and long non-vocals regions were the reasons that in experimental settings 30 music tracks of data set have been excluded, making the total number of music tracks in the iKala data set equal to 222.

• The MUSDB Data Set: MUSDB data set was the second data set with 150 professionally mixed songs from different genres, each including four stereo sources (bass, drums, vocals and a group of other instruments) used in this work. The data set was divided into the training and the testing data set with 100 and 50 songs, respectively.

• Buyens Shared Data Set: As the third data set, six popular music pieces (Buyens et al., 2014) that have been used in previous CI studies to create and report a benchmark (Pons et al., 2016; Gajȩcki and Nogueira, 2018) have been also used in this study.

• Custom Data Set with Virtual Acoustics: All the previous data sets were studio recordings with no spatial characteristics. In order to have a DNN which can be used in a realistic sound scenario, it was necessary to train the model with a data set that included spatial characteristics. To create a music data set with such characteristics, TASCAR was used to simulate realistic sound scenarios (Grimm et al., 2015). TASCAR is a toolbox to create virtual acoustics in real-time. TASCAR toolbox is based on an image source model that simulated localized sources, reflections and a diffuse sound model for adding background recordings and reverberation. The image source model rendered an image source for each combination of the primary sound source and a reflecting surface, provided that the primary source was not behind the surface. To playback the content of a virtual scene created by TASCAR on an arbitrary playback device, Ambisonics decoding must be performed to get the signals for the channels of the playback system. The acoustic scene was rendered and played through an array of 16 loudspeakers. In order to assess the effect of different sound scenarios on the performance of the DNN model, two rooms with different dimensions and acoustic characteristics were rendered through the 16 loudspeaker setup and the TASCAR toolbox. A reverberant room with a T20 = 0.24 s and T60 = 0.65 s and a smaller and less reverberant room with a T20 = 0.18 s and T60 = 0.5 s were used in the experiments.

In each sound scenario a virtual receiver with an omnidirectional characteristic is defined which captures the sound in that space. The real receiver (CI user or dummy head) was placed in the center of the loudspeaker layout in the lab and received the sound corresponding with the position of the virtual receiver in each defined sound scenario. The virtual environment consisted of two loudspeakers reproducing stereo mixes aiming at resembling a music concert amplified with a public address system (PA system). The room impulse response was modeled by the toolbox using the reflection coefficient and a damping factor shown in Table 1. Figure 2 shows a visualization of the created sound scenarios.

A Nucleus speech processor (Cochlear, Sydney, Australia), mounted on a dummy head at the height of 1.4 m was placed in the center of loudspeaker layout to record the custom data set. While TASCAR was running on a Linux operating system, another PC, which was connected to the Nucleus speech processor through a sound card, was recording the simulated sound field. The custom data set was exclusively used to train, validate and, test the MLP using objective instrumental measures.


Table 1. Details about created sound scenarios.
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FIGURE 2. Visualization of the created sounds scenarios. (Left) Sound scenario 1 consisting of large reverberant room (T20 = 0.24 s, T60 = 0.65 s); (Right) Sound scenario 2 consisting of a smaller and less reverberant room (T20 = 0.18 s, T60 = 0.5 s).



2.2.1. Training, Validation, and Testing Data Set

To have a uniform data set, the signals contained in the MUSDB set, which had different lengths, were chopped in 30 s long samples and were mixed with the iKala data set. Finally, we distributed the iKala and MUSDB data sets into the training, validation and testing sets. During this study, 60% of the iKala and MUSDB data sets were used as the training data set, 20% as the validation data set and 20% as testing data set. Moreover, the music signals shared by Buynes were added to the testing data set.




2.3. Experiments in Normal Hearing Listeners and Cochlear Implant Users

This study consisted of two experiments. In the first one, the effect of having different sound scenarios on VIR preferences was investigated. In the second one, the effect of having visual cues on VIR preferences was investigated.


2.3.1. Subjects

Thirteen bilateral CI users with different musical backgrounds and 10 NH subjects participated in the study. The demographic information of the tested CI subjects is presented in Table 2. From the 13 CI users only 10 CI subjects participated in each experiment as indicated in the same table. All subjects gave informed consent to the project as approved by the Medical University Hannover Institutional Review Board. The subjects were asked to turn off any program on the speech processor and use the audio cable as input. None of the subjects had residual hearing except for Subject S07, who had bilateral residual hearing up to 250 Hz. This particular subject was also asked to wear soft foam earplugs to minimize acoustic leakage. In the first perceptual experiment, ten NH subjects participated in the study as a control group.


Table 2. Information of the CI subjects, who took part in the experiments.
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2.3.2. Test Setup Used in Listening Experiments

The experiments were conducted monaurally using the better performing side of each subject. Sound material was presented in a double-walled sound-treated room using 16 active (self-amplified) loudspeakers (Genelec 8030B, Helsinki, Finland), which were organized in a circle with a radius of 1.25 m and were driven by an A16 MKII digital to analog converter connected to a PC with Ubuntu Xenial 14.04 operating system. Subjects were seated in the center of the loudspeaker array and the audio material was always presented at a level corresponding to 65 dB SPL at the position of the participant's head.

The microphone of a Nucleus speech processor (Cochlear, Sydney, Australia) was used to capture the presented audio signals during all subjective tests. The microphone had an omnidirectional characteristic and no beamforming was used during the tests. The captured signals were then processed through the algorithm and presented to the subject's speech processor. A preamplifier was used to amplify the captured signal which was routed to the subject's own processor, in direct-in mode, through a 3.5 mm audio cable. During the tests, the microphone on the subject's CI was disabled.

The subjects were asked to adjust a slider that controlled the VIR using the left and right arrow keys on a keyboard while listening to the music. The slider had 24 steps each corresponding to 1 dB on a logarithmic scale from −12 to +12 dB VIR. In order to prevent any bias, initial VIR for each song presentation was randomly chosen and the subjects were kept blinded to the initial VIR. Afterward, the subjects adjusted the VIR to their preferred setting.

For NH subjects, instead of a CI, a headphone (DT 770, Beyerdynamic, Heilbronn, Germany) was used to present the music tracks. The music tracks presented to the NH subjects were captured with the same microphone on the Nucleus speech processor. The headphone was calibrated to present each music piece at 65 dB SPL using only one side, at the self-reported preferred ear.



2.3.3. Music Material Used in Listening Experiments

Music tracks shown in Tables 3, 4 have been used in experiment 1 and 2, respectively. The music excerpts used in experiment 1 had a duration of 5 s, whereas the ones used in experiment 2 were 45 s in duration. The pieces selected for experiment 2 had clear vocals with simple music accompaniment (electronic in “Cassiopeia” and a flute and a tuba in “der König in Thule”) and in that sense were similar to the pieces used in experiment 1.


Table 3. Music tracks used in experiment 1.
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Table 4. Music tracks used in experiment 2.
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2.3.3.1. Virtual test scenarios in experiment 1

The TASCAR library was used in experiment 1 to add spatial characteristics to the studio-quality music tracks. In this experiment the two sound scenarios presented in Figure 2 were used to assess the VIR preferences of NH listerners and CI users.



2.3.3.2. Virtual test scenarios in experiment 2

Six music excerpts from live recordings in a concert was used in the experiment 2 (Nogueira, 2019). In comparison to the before-mentioned data sets, which were recorded with studio quality and had no spatial characteristics, these music excerpts were spatially recorded using the Eigenmic 32 microphone (Summit, New Jersey, USA). These music tracks already contained the spatial characteristics of a concert hall.




2.3.4. Experiment 1: Online Vocals to Instruments Ratio Adjustment

In the first experiment, 5-s excerpts of ten signals from three data sets were used (Table 3). Each excerpt was calibrated at 65 dB SPL and was played in a loop until the subject adjusted the VIR slider in their favored position. Subjects had no time limits to adjust the VIR for each music track and were allowed to have a break whenever they desired. After the test, subjects were asked to fill in a questionnaire providing their musical background experiences or knowledge and music genre preference. This procedure including the stimulus length was chosen based on previous studies (Pons et al., 2016; Gajȩcki and Nogueira, 2018). This experiment was divided into two parts. In the first part of the experiment, NH listeners and CI users were asked to adjust the VIR for a test data set. In this part, the VIR was modified keeping the level of the instruments fixed while modifying the level of the vocals. In the second part of the experiment, the VIR was altered by modifying the level of the vocals and the instruments in opposite directions to keep the overall presentation level constant at 65 dB SPL. The second part of this experiment was included to exclude potential effects due to variations in loudness.



2.3.5. Experiment 2: Effect of Visual Information on VIR Preferences

The goal of this experiment was to examine whether visual feedback affects the VIR preferences of the CI recipients. This experiment was divided into two parts. The music pieces 4 of a concert were presented to the subjects, once without visual information, and once with visual information through a set of Oculus Rift (Facebook, Irvine, California, USA) virtual reality (VR) headset. Each music excerpt was repeated until the subjects adjusted the VIR at their favored value. As mentioned in section 2.3.3, the music pieces were recorded with an Eigenmic 32 microphone array that has 32 microphones, capable of providing 4-th order Ambisonics. Reaper (Cockos, New York, USA) on an Ubuntu PC was used as a digital workstation to process the audio material. The audio signals were captured by an Eigenmic 32 microphone array and during the tests they were first encoded to 4-th order Ambisonics and then decoded to the layout used in the testing lab. GoPro player (GoPro, San Mateo, California, USA) on a Windows (Microsoft, Redmond, Washington, USA) PC was deployed to present the visual materials of the concert. As the digital workstation and the GoPro player use different synchronization protocols, a third party application, which was able to send and receive OSC and UDP messages, was used to synchronize both audio and video. For this experiment, the VIR was applied in the same way as in the second part of the previous experiment; i. e. by modifying the level of the vocals and the instruments in opposite directions to keep the overall presentation level constant at 65 dB SPL. During the second part of the test, the Nucleus speech processor was fixed on the Oculus Rift VR headset. It is worth mentioning that five subjects wore eyeglasses, which they took off during this experiment.





3. RESULTS


3.1. Objective Instrumental Measures

Figure 3 shows the objective results for music tracks used in the first perceptual experiments. Mean SDR and SAR of the music tracks in sound scenario 1, which was a larger room with more diffusive and reverberant characteristics, with 5.5 dB is around 0.3 dB worse than the mean SDR obtained in the second room. However, the SAR values obtained in the first sound scenario (8.8 dB) were slightly better than in the second sound scenario (8.7 dB). Both sound scenarios fulfill the benchmark reported by Gajȩcki and Nogueira (2018), where the lower bounds for SDR and SAR were reported with 0.69 and 4.42 dB, respectively. It is worth mentioning that the room characteristics cause changes in the music tracks, which leads to different objective results after source separation, which can be seen in Figure 3.


[image: Figure 3]
FIGURE 3. Results of the objective instrumental measurements based on the signal-to-distortion-ratio (SDR) and the signal-to-artifacts-ratio (SAR) in decibels (dB) for two sound scenarios across music tracks.




3.2. Experiment 1: Online Vocals to Instruments Ratio Adjustment

Figure 4 presents the individual and group VIR preferences of the first part of experiment 1 for CI users (top panels) and NH listeners (bottom panel) for two virtual sound scenarios. The line and the circle in the boxes represent the median and the mean, respectively. On average, the VIR mean across CI users was 8.2 and 8.5 dB and across NH listeners was −2 and −1.7 dB for sound scenarios 1 and 2, respectively. Note that for CI users S1, S6, and S7 no box can be seen in specific sound scenarios as the plots for these subjects collapsed to a single line due to small variance in their results. These subjects adjusted the VIR in more than 75 % of the cases to the same value. R Studio (Boston, Massachusetts, USA) software was used to conduct the statistical analysis. First, the VIR preferences of CI users and NHs were tested against the null hypothesis that the preferred VIR was equal to zero dB. This was done for the two parts of the experiment for each tested sound scenario by means of two-tailed t-tests.


[image: Figure 4]
FIGURE 4. VIR values from part one of experiment 1: Changing VIR by applying gain on vocals. (Top left) VIR preferences of CI users, (Top right) mean VIR of CI users, (Bottom left) VIR preferences of NH subjects, (Bottom right) mean VIR of NH subjects.


For the first part of the experiment, where the VIR was set by modifying the vocals with respect to the instruments, the CI group showed a preference for positive VIRs for the first (Mean = 8.5 dB, SD = 2.4 dB, p < 0.001) and second sound scenarios (Mean = 8.2 dB, SD = 2.5 dB, p < 0.001). The NH group, on the other hand, did not show any evidence of preferring a balance different from the original mix (VIR=0 dB) for the first sound scenario (Mean = −2 dB, SD = 3.2 dB, p < 0.086) nor for the second sound scenario (Mean = −1.75 dB, SD = 2.8 dB, p < 0.082). Finally, none of the tested groups' preferred VIR depended on the sound scenario (p = 0.297 for the CI users and p = 0.7 for the NH group).

Figure 5 presents the individual and group VIR preferences of the second part of experiment 1 for CI users (top panels) and NH listeners (bottom panel) for two virtual sound scenarios. Note that for CI users S1, S6, and S7 no box-plot could be created as they adjusted the VIR in more than 75 % of the cases to the same value. In the second part of experiment 1 subject S5 with around 11 dB and subject S1 with −4 dB had the highest and lowest mean VIR preferences. Subject S1 was the only CI user with a negative mean VIR preferences in all experiments.


[image: Figure 5]
FIGURE 5. VIR values from part two of experiment 1: Changing VIR by Applying Half VIR on Vocals and Half VIR on Instruments. (Top left) VIR preferences of CI users, (Top right) mean VIR of CI users, (Bottom left) VIR preferences of NH subjects, (Bottom right) mean VIR of NH subjects.


For this part of the experiment, where the VIR was set by altering the singing voice and the background instruments level simultaneously in opposite directions. The CI group showed also a preference for positive VIRs for the first (Mean = 4.6 dB, SD = 2.7 dB, p < 0.001) and second sound scenarios (Mean = 5.3 dB, SD = 5.1 dB, p = 0.0093). The NH group, again, did not show any evidence of preferring a balance different from the original mix (VIR = 0 dB) for the first sound scenario (Mean = −1.6 dB, SD = 2 dB, p = 0.0194) nor for the second sound scenario (Mean = −1.7 dB, SD = 1.9 dB, p = 0.0194). For this part of the experiment, again, non of the tested groups' preferred VIR depended on the sound scenario (p = 0.024 for the CI users and p = 0.027 for the NH group).

To conclude the statistical analysis for this first experiment, a final t-test analysis was performed to assess if the measured VIRs depended on the VIR adjustment method (i.e., balancing the vocals alone or adjusting both signals in opposite directions), two-tailed t-tests were performed comparing the VIRs measured between the VIR adjustment methods for each group. The t-tests revealed that the measured VIRs did not depend on the VIR adjustment method for none of the tested groups p < 0.001.



3.3. Experiment 2: Effect of Visual Information on VIR Preferences

The individual VIR preferences set by the CI group in the second experiment are presented in Figure 6 (left). Figure 6 (right) shows the mean VIR across subjects and music excerpts for both conditions. The line and the circle in the boxes represent the median and the mean, respectively. As shown in Figure 6, the individual results for the condition without visual information show a larger variance in comparison to the condition with visual information. Similarly to experiment 1 the results from subjects S1, S5, S7, S9, and S10 in some specific sound scenarios are collapsed into a line due to very small variance in their responses.


[image: Figure 6]
FIGURE 6. (Left) VIR values from 10 CI users in Experiment 2. (Right) Mean VIR across subjects and music tracks for Experiment 2.


The results of both conditions (i.e., with and without visual information) were statistically significant with respect to the original mix (VIR = 0 dB), as revealed by a two-tailed t-test (p < 0.005). When comparing the mean VIR between both conditions, however, no significant differences were found (p = 0.024).




4. DISCUSSION

In this work, a real-time source separation algorithm based on a DNN has been designed to enhance the singing voice in pop western music for CI users. The real-time implementation allowed the investigation of remixing music for CI users under realistic acoustic environments and with the presence of additional visual information. Moreover, for the first time, the subjects were able to modify the amount of vocal enhancement online in contrast to previous studies that only used pre-processed sounds. The results of the current study confirm that CI users prefer the vocals enhanced with respect to the instruments even if the music contains reverberation and visual information is available.

The proposed algorithm to remix music for CI users is based on an MLP with an input layer with 513 × 3 units, one hidden layer and an output layer with dimension 1,026. Based on the proposed benchmark by Gajȩcki and Nogueira (2018), CI users should not be able to notice the degradation in sound quality caused by the source separation algorithm when the SDR and SAR are larger 0.69 and 4.42 dB, respectively. The proposed algorithm obtained an SDR of 8 dB using the iKala test data set and an SDR of 5.5 and 3 dB for the MUSDB and the Buyens data sets, respectively. Moreover, the source separation algorithm could be implemented in the front end of a sound coding strategy as its algorithmic latency is determined by the hop size of the used STFT. In our implementation, we used a hop size equal to 25% of the STFT's window length resulting in 6 ms algorithmic latency. The algorithm was implemented in MATLAB and run at 44,100 Hz sample rate in a 64 bit Windows 10 PC with an Intel (Santa Clara, California, USA) Core i7 4.3 GHz CPU and 16 GB RAM resulting in a computation time of 2 ms for each audio frame, well below the algorithmic latency to ensure real time processing. Hay-McCutcheon et al. (2009) measured and reported the minimum noticeable audiovisual asynchrony for CI users. The outcomes of that research revealed that CI users were insensitive to an asynchrony of up to 200 ms when the video was leading the audio. Considering that result and the latency caused by our system (around 100 ms), we assume that the audiovisual asynchrony of our system was not noticeable for the tested CI subjects. Moreover, it is worth mentioning that during listening experiments, none of the subjects expressed any reaction regarding the audiovisual asynchrony caused by the latency.

Ten bilateral CI users participated in two perceptual experiments. The first experiment showed that even if reverberation is added to the music scene, CI users prefer the vocals enhanced with respect to the background instruments. Two methods were used to alter the VIR, in the first method the instruments were kept constant while the singing voice was modified. Under this condition, CI users set the VIR to 8.2 and 8.5 dB for a low and a high reverberant room, respectively. Note that, as one of the subjects (S7) had bilateral residual hearing in the low frequencies, earplugs were used to attenuate the sounds transmitted through his/her acoustic hearing. Still, the attenuation was probably not enough to completely attenuate the low-frequency acoustic sounds causing the subject to set the VIR to high values to be able to perceive the voice enhancement more clearly.

In this same condition, NH listeners set the VIR to −2 and −1.7 dB for the low and the high reverberant room, respectively. The main limitation of this method to alter the VIR is that the presentation level increased with increasing VIR and therefore, presentation level was a confounding factor. For this reason, the experiment was repeated modifying the VIR by altering the singing voice and the background instruments level simultaneously but in opposite directions to keep the music presentation level constant. In this second condition, CI users preferred a VIR of 5.3 and 4.6 dB in the low and the high reverberant sound scenario, respectively. In contrast, NH listeners did not prefer the vocals to be enhanced. Previous studies (Buyens et al., 2014; Pons et al., 2016) showed that CI users find music more enjoyable when the vocals are enhanced by 6 dB on average. The larger vocal enhancement observed in the current study may be explained by the introduced reverberation which causes more difficulties in perceiving the singing voice and in turn results in CI users requiring an even further enhancement of the singing voice.

In the second experiment, the impact of visual information was examined by comparing the VIR preferences of CI users with and without using VR headset. The results of the experiment show no significant difference between the measured VIR with and without visual information. These results indicate that the use of source separation to remix music in CI listeners to enhance the singing voice may be applicable also for music listening in live concerts, performances, theaters, religious ceremonies or any other social event related to music that contains visual information.

It is important to mention that each subject had distinct VIR preferences and that the preferred VIR even varied from music track to music track. These results indicate that each CI recipient needs a subject-specific remixed music track for a better music appreciation. For this reason, it is important to expose the VIR parameter of the source separation algorithm such that the CI listener can adjust it to its own needs. Here one can foresee that the wireless communication to smartphones or the use of remote controls with such a parameter exposed could be very beneficial to make music more accessible for CI users (Nogueira et al., 2019).



5. CONCLUSION

This work introduced a real-time music source separation algorithm using a multilayer perceptron (MLP) to separate the singing voice from the background elements in music for CI users in realistic sound scenarios. Objective results show that the implemented neural network fulfills the benchmark reported by Gajȩcki and Nogueira (2018) and therefore, we assume that the degradation caused by this algorithm is not noticeable by CI recipients. Results from the experimental measures in CI users show that neither the presence of visual information nor different sound scenarios have an impact on VIR adjustment by CI recipients. Our experiments confirm that CI recipients find music more enjoyable when the vocals are enhanced with respect to the instruments and that this can be achieved by real-time audio source separation based on a neural network.
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4 930.5 1425.8 495.3 7.39
5 1425.8 21491 723.3 7.10
6 21491 3205.3 1056.2 6.92
7 3205.3 4747.7 1642.4 6.80
8 47477 7000 20523 6.72
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Question Australia Finland UK

NH HL NH HL NH HL

B5 51(1.3) 53(096) 54(0.95 54(1.2) 49015 4.6(1.6
=48 (1=21) (=242 (n=21) ( 300 (=10

B6 5.7 (0.57) 5.6(0.59 56(0.66) 5.5(0.51) (1.1)  Was not

=48 (1=21) (1=242) (n=21) (n 30) asked

6 = Daily, 5 = 2-6 times a week, 4 = Once a week, 3 = 2-3 times a month, 2 = once
a month, 1 = Less than once a month, O = Don’t know.
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Response Australia Finland UK All countries
NH HL NH HL NH HL NH HL

n (%) n (%) n (%) n (%) n (%) n (%) n (%) n (%)
0 1(2.1) 0 0 0 0 0 1(0.3) 0 (0)
1 0 0 4(1.7) 0 2 (6.7) 1(10.0) 6 (1.9 1(1.9)
2 2 (4.2) 1(4.8) 0 2(9.5) 2 (6.7) 0 4(1.3) 3 (5.8)
3 2 (4.2) 0 9(3.7) 0 0 1(10.0) 11 (3.4 1(1.9)
4 2 (4.2) 1(4.8) 12 (56.0) 0 4(18.3) 2 (20.0) 18 (6.6) 3 (56.8)
5 20 (41.7) 9 (42.9) 76 (31.4) 5(23.8) 7(23.3) 2 (20.0) 103 (32.2) 16 (30.8)
6 21 (43.8) 10 (47.6) 141 (568.3) 14 (66.7) 15 (560.0) 4 (40.0) 177 (65.3) 28 (53.8)
6 = Daily, 5 = 2-6 times a week, 4 = Once a week, 3 = 2-3 times a month, 2 = once a month, 1 = Less than once a month, O = Don’t know. n, number of responses.
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Mean (SD) Australia Finland UK

NH HL NH HL NH HL
n=387) (n=16) (n=219) (n=19) (n=30) (n=10)

OMPFS (/6) 2.4(0.63) 2.1(0.63) 2.4(0.83) 2.7 (0.84) 2.3(0.74) 1.8(0.82)
OMES (/10) 8.8(0.91) 8.8(1.17) 8.8(0.95) 8.7 (1.08) 9.2(1.21) 9.2 (1.25)

OMPEFS: 6 = Dalily, 5 = 2-6 times a week, 4 = Once a week, 3 = 2-3 times a month,
2 = once a month, 1 = Less than once a month, 0 = Don’t know. n = number
of responses. OMES: Scale from 1 to 10 (1 = “did not enjoy,” and 10 = *very
much enjoyed”).
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Question Australia Finland
NH HL NH HL NH HL
Music is important in our family’s life 8.3 (1.54) 7.5 (2.28) 7.4 (1.63) 7.3(1.41) 8.9 (1.47) 7.9 (3.09)
n=40 n=16 n=184 n=19 n==25 n=8
Music is important in the child’s life 8.5 (1.60) 8.4 (2.02) 7.7 (1.46) 7.7 (1.563) 9.1 (1.26) 7.9(2.71)
n=39 =16 n=183 n=19 n=26 n=g
Music is important in our other children’s lives (if applicable) 6.7 (3.59) 4.6 (3.89) 8.0 (2.16) 8.1(1.64) 9.2 (1.39) 6.2 (2.79)
n=239 n=16 n=126 n=11 n=17 =
My child loves music 9.0 (1.45) 8.6 (1.86) 8.7 (1.45) 8.7 (1.45) 9.4 (1.01) 9.0(1.73)
n=2387 r= 16 n=180 n=19 n=22 =
My child is good at music 6.4 (2.04) 6.0 (2.00) 8.2 (1.68) 7.4 (1.61) 7.8 (1.80) 6.8 (3.31)
n=37 =18 n=180 n=19 n=19 =6
| think my child will be actively participating in music for the next 5 years 8.2 (1.67) 8.9 (1.34) 8.4 (1.96) 8.1(1.91) 8.7 (1.40) 9.1 (1.46)
n="27 n=16 n=180 fi=19 n=23 n=8
| think my child with be actively participating in music in high school 7.2(2.19) 7.1 (2.54) 7.3 (2.23) 6.2 (2.24) 7.9 (1.76) 8.1 (2.48)
n=37 n=16 n=180 n=19 n==28 n=8
If music was optional at school, do you think your child would do it? 7.8(1.91) 7.8 (2.30) 7:5(2.01) 5.6 (1.57) 8.3 (2.05) 9.0 (1.92)
n=37 =16 n=180 n=19 n=24 n=T

Mean (SD) are provided, with the 'n’ being the number of families who responded to that question. All scores are from 1-10; 1 being the poorest/lowest.





OPS/images/fnins-13-01002/fnins-13-01002-t006.jpg
Hours Australia Finland UK

NH HL NH HL NH HL
(n=28) (n=12) (n=118) (n=11) (@ =17) (n=4)

Mean (SD) 7.0(7.6) 9.7(124) 48(5.4) 4538 94(8.6) 58(4.2
Median 4.0 5.0 3.0 3.0 7.0 6.5
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Question NH HI
OMPFS OMES OMPFS OMES

How important is music p=0.454 p=0.444 Not Not
in your family’s life? (p < 0.001) (p <0.001) significant significant
How important is music p=0.504 p=0.512 p=0.459 Not
in your child’s life? (o <0.001) (o <0.001) (o =0.002) significant
‘My child loves music’ p=0.459 p =0.587 p=0.468 p =0.543

(p <0.001) (o <0.001) (p=0.002) (p<0.001)
‘My child is good at p =0.400 p=0.399 p=0.418 p=0.423
music’ (0 <0.001) (o <0.001) (o=0.007) (o=0.006)
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Question Activity Classification

B7 Music Lessons (formal lessons — instrument or Formal
voice) activities
B8 Singing Groups (e.g., choir)
B9 Instrumental Groups (e.g., orchestra or band)
B10 Special children’s music programs (e.g.,
Kindermusik, Yamaha, Suzuki music groups)
B11 Dance classes (formal lessons — e.g., ballet,
tap, jazz)
B12 Other music programs or activities (e.g., those

organized and run by the school, community,
religious organizations etc.)

B13 Music classes (at
preschool/kindergarten/childcare)
B15 Listening to music informally (e.g., in the car, Informal
bedtime, playtime etc.) activities
B16 Social music activities (informal, not organized
activities — e.g., playing with friends)
B17 Musical videos (TV, online, Youtube etc.)
B18 Family music activities
B19 Online music training or music games
B20 Independent music exploration (e.g., playing
homemade music instruments etc.)
B21 Creating/making up songs or music
performances for play or fun
B22 Dancing informally
B23 Live music concerts (e.g., children’s music

bands, Hi-5, The Wiggles, etc.)

B14 asked parents, if their child was not typically involved with music, to select the
applicable reasons.
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Songid Data set

iKala
iKala
iKala
iKala
MUSDB
MUSDB
MUSDB

Popular music. Hey Jude (The Beatles) (excerpt A)
Popular music. Hey Jude (The Beatles) (excerpt B)
Popular musicDock of the Bay (Otis Redding)

Song name

21058_chorus
31104_verse
31118_chorus
54286_chorus
Secretariat—Over The Top
Georgia Wonder—Siren

The Long Wait—Dark Horses

Genre

Pop
Pop

Pop

Pop

Pop rock

Folk rock

Folk

Pop, country music
Pop, country music
Pop, classic soul
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Subject Age
id

S01%6  65-70
$023°  80-85
S03%°  55-60

S04%°  60-65
S05%>  70-75

S06*  65-70
S07¢  65-70
S08%°  20-25
S09*  60-65
S10*®  20-25
s11®  70-75
S12°  65-70
S13°  20-25

Cause of
deafness

Unknown
Genetic

Sudden
deafness

Unknown

Sudden
deafness

Unknown
Unknown
Otitis media
Unknown
Unknown
Unknown
CRS
Meningitis

Duration of Implant

deafness

)4
am
2M

6y
28M

3.58Y
aM
a4y
5Y
oM
ay
31y
aMm

experience
on tested
side

21y

w

a

13M
3y

8Y
12y
20Y
a
18M
ay
Y
18Y

Time data are expressed in years (¥) or in months (V).
#Participated in the first part of experiment 1 ® Participated in the second part of experiment
1. CRS, congenital rubella syndrome.

Sound Brand
processor

Opus2 MEDEL
Opus2  MEDEL
Naida AB

CP910 Cochlear
CP910 Cochlear

Harmony  AB
cPO10 AB

CPO10  Gochlear
CP910 Cochlear
Neida ~ AB

CPO10  Cochlear
CPO10  Cochlear
CP910  Cochlear
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Subject E1 E6

SINE NBN PSHC SINE NBN PSHC
S01 240.5 408.3 417.9 1233.2 — 3639.4
S02 200.0 257.6 246.1 399.1 935.5 2349.8*
S03 331.9 302.7 427.6 1124.7 1663.5 1663.5
S04 647.2 2046.6 1702.3 935.5 3027.1* 2296.3
S05 339.6 538.3 709.6 853.2 4688.5* 2958.2*
S06 363.9 155.2 186.7 502.4 709.6 1415.9
S07 339.6 576.8 427.6 1049.6 161 7.2 1205.1
S08 200.0 381.1 632.5 1824.0 - -
S09 324.4 3724.2* 1049.6 381.1 — 1910.0
S10 257.6 1482.6 853.2 760.4 — 3243.6*
S11 195.4 2761 347.6 13562.2 2958.2* 2094.3
S12 662.3 576.8 490.9 2296.3 1663.5 1625.7
S13 246.1 295.8 381.1 1702.3 10741 1866.5
Mean 308.7 537.4 509.5 967.5 1711.0 2078.2

*, up to 2 matches were capped by maximum frequency at 4 kHz; —, excluded conditions because all matches were capped; MLE, maximum-likelihood estimated.
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Subject Implanted Ear  Age at Implantation [years] Duration of Cl use [years] Age at Onset of Hearing Loss [years] Etiology

SO1 R 49 6 45 Sudden hearing loss
S02+ L 68 4 58 Sudden hearing loss
S03 R 70 5 66 Sudden hearing loss
S04+ L 53 5 40 Progressive hearing loss
S05+ R 45 5 43 Sudden hearing loss
S06 R 67 | 59 Toxic oftitis

S07+ L 47 4 41 Sudden hearing loss
S08* L 62 2 40 Head trauma

S09 R 69 7 65 Sudden hearing loss
S10* L 37 1 36 Meningitis

S11+ L 60 3 57 Sudden hearing loss
S12+ R 53 <1 51 Sudden hearing loss
S13* L 68 6 64 Sudden hearing loss

L, left; R, right. *Two most basal electrodes were turned off. T Tinnitus was reported in the implanted ear.
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Songid

CasA
CasB
CasC
KonigA
KonigB
KonigC

Song name

Cassiopeia (excerpt 1)
Cassiopeia (excerpt 2)
Cassiopeia (excerpt 3)
Der Kénig in Thule (excerpt 1)
Der Kénig in Thule (excerpt 2)
Der Kénig in Thule (excerpt 3)

Genre

Electronic
Electronic
Electronic
Sung poetry
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Subject fmin/Hz fmax/Hz fe1/Hz fe2/Hz fea/Hz

PO1 126 7.326 179 305 481
P02 120 7,410 . - =
PO3 149 7,412 179 305 481
P04 333 6,665 - - -
P05 333 6,665 = = =
P06 154 7.328 402 563 823
PO7 357 4,741 - - -
P08 164 7.328 - - -
P09 120 7,410 174 299 473
P10 149 7412 420 604 849

The frequencies fc1, fcz, and fos refer to the fist, second and third electrodes,
respectively. The electrode positions are derived from the cochlear duct length measured
from GT scan images. For subjects P02, P04, P05, P07, and 08 the required CT scans
were not available or only in a quality insufficient for cochlear duct length measurements.
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80/85

Cl experience
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5
43
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14
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241
15
05
241
20

Sound processor and implant

Sonnet, Sonata Standard ()
Opus 2, Sonata Standard ()
Sonnet, Sonata Standard (r)
Naida Q9, HR 90K Mid Scale (1)

Naida Q7, HR 90 K Mid Scala (1)
Sonnet, Sonata Flex 28 (1)

Opus 2, Combi 40+ (1)

Sonnet, Synchrony Standard ()
Sonnet, Sonata Standard ()
Rondo, Sonata Flex 28 ()

Coding strategy

FSP, FS4
Fs4
Fs4
HiRes Optima-S

HiRes Optima-S
FSP
cis
Fs4
FSP
FSP
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(years)

ciot
cio2
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cio4
cios
cios
o7
cios
cio9
cio

cit
iz

156
168

156
156
137
159
189
135
178
76

85
132

Age atfirst
fitting (yvears)

16
21

18
18
20
23
18
30
23
16

18
10

Hearing age
(years)

140
147

138
138
17
136
172
105
15.4
60

68
122

Type of CI

Combid0-+
Combid04®
unilateral
Combid0-+
Combid04®
PULSAR®
Combid0+®
C12am®
PULSAR 1000*
C124RE
HiRes90K Helix®

C124RE
Cl2am®

I sound
processor

opUs2
opus2

oPUs2
opus2
opus2
oPus2
cP810
oPUS2
cP910
Harmony.

©P910
cPo10

Cl sound Active
processing channels.
strategy Right/Loft
Fs4 1212
HDCIS /-
Fs4 1212
Fs4 12/12
Fsp 12/12
Fsp 1212
oS 12112
FsP 12/10
ACE 1818
HiRes- 16/16
SwiFidelity120
ACE 2/22
ACE 22122
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frequency in
Hz

100
200

100
100
100
100
200
100
188
333

188
188

Upper cut-off
frequency in
Hz
8500
7000

8500
8500
8500
8500
7146
8000
6813
6665

6938
7938

The lower and upper cut-off frequencies are the same for both ears in al liteners except CI02 who is implanted uniateraly. Footnotes in column “Type of I indicate manufacturers: MED-EL (a), Cochlear (b),

Advanced Bionics (c).
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Tune Key FO of root note

Guten Abend, gut’ Nacht (Brahms’ Lullaby) D major 148 Hz
Schneeflockehen, WeiBrockchen E b major 157 Hz
Spannenlanger Hansel E major 166 Hz
Sandmann, lieber Sandmann F major 176 Hz
Fuchs, Du hast die Gans gestohlen F # major 187 Hz
In der Weihnachtsbéackerei G major 198 Hz
Happy Birthday A b major 210 Hz
Grin, grin, grin, sind alle meine Kleider A major 222 Hz
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Problem solving
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Problem solving
orientation

Music, Music and
Speech

Social context
Auditory profile

Transfer of past
knowledge

Change over time

Domain specific
knowledge

Environment

Frequency of items % of 329 total codes
(+ or - if applicable*)

115 35%
107 (86+, 21-) 32.5%
67 20%
54 (324, 22-) 16.4%
52 16.5%

49 (424, 7-) 15%
34 10.3%

22 6.6%

1 3.0%

*+ refers to positive or helpful factors; — refers to factors that impair music listening.
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Repeated measures
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Factor

Procedure
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Procedure
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Procedure
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F-value
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Ranking Discrimination

Subject Tone type Note pair Score % P Score % P
S2 H4 5DG 3/16 19 0.011* 2/16 12 0.94
S3 H4 5 DG 1/8 12 0.035* 2/8 25 0.63
S3 H4 7 DA 1/8 12 0.035* 5/8 62 0.027*
S4 H4 5 DG 0/16 0 1.5e-05** 9/16 56 0.0075**
S6 H4 2 GA 3/16 19 0.011*  8/16 50 0.027*

Scores are given as “number of correct responses/number of trials,” and also as
percent correct (%). For ranking, p is the probability of obtaining a score as low
or lower if the null hypothesis of no perceived pitch difference (pg = 0.5) was true.
Conversely, p for discrimination is the probability of obtaining a score as high or
higher if the null hypothesis of no perceived pitch difference (pg = 0.25) was true.
An asterisk denotes p < 0.05 and two asterisks denote p < 0.01.
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Comparison Procedure
P5 - H3 Discrimination
Ranking

Modified melodies

H4 - H3 Discrimination

Ranking

Modified melodies
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Group
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Mean difference (%)

16.7
21
6.2
2.1

-241
5.0
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5.2
5.2

10.4

241
6.0
—9.4

11.9

2.3
-0.8
-241

2.0

5.2
—9.4

—-15.6
0.0
—-12.5
—6.5
—9.4
—25.0
—-156.6
4.2
—-17.7
—-12.7
—14.1
—40.6
—56.2
—-10.9
-2.3
—-19.6

p-value

2e-03**
0.68
0.12
0.84
0.77
0.02*
1e-02**
0.13
0.20
0.11
0.72
2e-03**
0.30
9e-03**
0.60
0.91
0.71
0.33
0.43
0.12
7e-03**
1.00
0.045*
0.013*
0.13
7e-05%*
6e-03**
0.61
8e-04**
5e-06**
0.12
1e-05**
3e-07**
0.015*
0.72
2e-06**

The fourth column shows the mean difference between percent-correct scores,
and the fifth column shows whether this difference was significant (under a two-
sided test), with an asterisk denoting p < 0.05 and two asterisks denoting p < 0.01.
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EfoctonMMNamplitude  df  dfemor b

Level 3 69 2133 <1070 048
Group 12 148 0244 006
Level x Group 3 69 227 0088 009
Level x Group x Featue 9 207 194 0048 008
Effect on MMN latency df  dferor F P 1
Level 3 69 271 oos2 01
Group () 125 0276 005
Level x Group 3 69 084 0476 004
Lovel x Group x Featwe 9 207 098 0481 004
Effect on behavioral hit rates

o n I »
Lovel 3 25 des <100

o n u »
Group 125 8450 0015"

First s shown the efects of Love, Group, Group by Feature, and Group by Foaturo
by Level on MMN ampitude and latency (ested with mixed-efects ANOVA)
Fial, the efects of Level (tesed with Frisciman’s ANOVA) and Group (imvest-
gated with the Mam-Whiney Uest) on behavioral hit rates are reported. *
indicates signficant diferences; * marks trnds at p < 0.05 without correcton for
multiple comparisons.
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Timbre

Rhythm

Level

XL

z

XL

L
XL
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M
L
XL

Latency in ms (SD)

161 (50)
175 (47)
169 (39)
173(62)
154 (32)
171 41)
182 (47)
151 (17)
158 (41)
174 (40)
175 (39)
145 31)
161(42)
143(32)
150 (39)
149 (48)

NH Controls

Amplitude in .V (SD)

~0.63(0:34)
~0.72(0.44)
-0.89(055)
~1.11(049)
~1.33(069)
~1.12(065)
-1.18(0.72)
-1.83(087)
~1.04(054)
-082(0.47)
~146(0.70)
~147(072)
~0.84(036)
~134(064)
~155(081)
~1.65(088)

t

—6.94
~6.00
-6.03
-9.25
-7.16
-6.48
-6.10
~7.90
-7.21
-6.49
-774
-761
-8.59
-7.76
-7.18
-7.05

Latency in ms (SD)

151 (24)
164 (53)
162 (35)
150 (30)
181 (32)
176 (40)
173 (62
174 (36)
148 (12)
192 (40)
165 (28)
167 (36)
203 30)
164 (41)
166 (46)
151 (45)

Clusers

Amplitude in kV (SD) t p
~0.87(057) -5.12
-0.84(053) -5.31
~1.03(054) -635
~1.38(0.70) -654
~0.98(0.46) -7.12
-090(031) -964
-0.91(0.69) -439
-0.92(047) -651
~1.43(035) -1367
~0.50(0.41) -4.05
~124(0.60) -6.88
~157(078) -672
-0.63(053) -393
~0.84(054) -510
-1.48(0.82) -599
~0.95(0.65) -483

Results of one-sample t-tests comparing MMN amplitudes against the signl level at baseline 0wV at the Fz electrode. Showing mean peak latencies and mean amplitudes
with standard deviations (SD). Degrees of freedom (df for the NH controls = 13; df for Clusers = 10. Cases where MMN ampltude diverged significantlyfrom the baseline
after Bonferroni-correction (p < 0.003) are marked with *
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GroupID  Ageatproject  Duration of deafness  Clexperience  Number of

e ofimplant  Hearingaid  Telephone ability

start (years) prior to Cl (years) (vears) implants used for tests
ciot 65-70 32 7 1 L x x
cio2 4550 36 10 1 L - x
ci3 50-55 20 5 1 R - x
clo4 55-60 17 9 2 R - x
cios 60-65 56 4 1 L - x
clos 60-65 10 14 2 L - x
clo7 45-50 17 7 1 R x x
cio8 65-70 55 8 1 R - -
clog 75-80 8 4 1 L - -
cio 35-40 9 1 1 R x x
ci 35-40 o 8 1 L x x
Mean 56 24 7

Hearing aid: the participant wears a hearing aid on the ear contralateral to the implanted ear. Telephone abilty: the participant reports abilty to communicate via telephone
via Clor Cl + HA.





OPS/images/fnins-14-00002/fnins-14-00002-i000.jpg
M





OPS/images/fnins-14-00002/fnins-14-00002-g005.jpg
R RRLLERE}

IEEERRLERRR]]





OPS/images/fnins-14-00002/fnins-14-00002-g004.jpg
.............

.............

.............

...............





OPS/images/fnins-14-00002/fnins-14-00002-g003.jpg
Intensity Pitch Timbre Rhythm

NH

Clusers, Fz





OPS/images/fnins-14-00002/fnins-14-00002-g002.jpg
NH controls, Fz






OPS/images/fnins-14-00002/fnins-14-00002-g001.jpg
CI MuMuFe no standards MMN paradigm
w. 4 deviants @ 4 levels

J=146 § M T XL
Intensity % 2 - r — — — — p—
deviants s 7 — o - — - - — e P —
- mp(-3dB) * p(6dB) * PP (9dB) PP (-12dB)
Pitch ié 2 — — — — — —
deviants - o o o o o o
- Pe - L - ve - he
- 1 semitone - 2 semitones -3 semitones _8 semitones
Timbre 2 —_ = — — —— —
deviants o P— T T o o o o
- Bright - Blues - Trumpet l Electric
piano piano guitar
Rhythm @ ‘= =
deviants L i - o L o o
E ~ - ~ E '\_/' E .v'

64th note antic. =-26 ms  32nd note antic. =-52ms  16th note antic. = - 103 ms 16th+32nd note antic






OPS/images/fnins-13-00987/fnins-13-00987-g002.gif





OPS/images/fnins-13-00987/fnins-13-00987-g003.gif





OPS/images/fnins-13-00987/fnins-13-00987-g004.gif





OPS/images/fnins-13-00987/fnins-13-00987-g005.gif





OPS/images/fpsyg-10-01990/fpsyg-10-01990-i006.jpg





OPS/images/fpsyg-10-01990/fpsyg-10-01990-t001.jpg
c Gender  Age Hearing Loss. Implanted  Duration Contralateral Implant Speech Strategy  Stimulation

Participant (vears) Ear Cluse hearing Aid processor Rate

Onset Age at Duration (years)

Time. Deafness. before

implanta-
tion
(years)

6t F &8 Progressive 20 30 L 1 W CI4RE  FreedomSP  ACE10max 1200z
di2 F 6 Progressive 2 15 R 1 ¥ CI4RE  FreedomSP  ACE12max 1200z
63 F a7 Congenital 10 ] R 9 ) CI4RE  FreedomSP  ACE12max 1200z

and

progressive
cid M a2 Early 56 20 R 2 i CI4RE  FreedomSP  ACE10max  1200Hz
o5 F %2 Early 6 2 L 1 N CIRE  FreedomSP  ACE 10 max 900Hz
ci6 F % Progressive 25 1 L 1 Y Ci2am Esprit3G cis 12 900 Hz

channels

67 F 3 Progressive 2 21 L 1 ¥ CI4RE  FreedomSP  ACE10max 1200z

Onset time refers to the onset time of profound deafhess (early: deafness begun in chihood, but after the development of spoken language (thus postingualy); congenital and progressive: the subject had a hearing
foss at birth, but was hearing-aid fitted when 10-years old as the hearing-loss worsened).
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Group

Subtest comparisons by group
NH_Steel

NH_Polonenko
NH_Hopyan
BCI_Steel

BCI_Polonenko

BM_Polonenko
UCI_Hopyan

Group comparisons

Subtest comparisons

Scale
Scale
Scale
Scale
Scale
Scale
Scale
Contour
Contour
Scale
Scale
Contour
Interval
Rhythm
Scale
Scale
Scale
Contour
Interval
Interval
Rhythm

Subtest comparisons across implant groups

BCI_Steel vs. other Cl groups

BCI_Polonenko vs. other groups

BM_Polonenko vs. other groups

Significance codes: ***’ < 0.001, **’

Memory
Memory
Scale
Interval
Memory

Scale
Scale
Memory

Subtest

<001, * <0.05.

Contour
Interval

Rhythm
Contour
Memory
Rhythm
Memory
Rhythm
Memory
Rhythm
Memory
Rhythm
Rhythm
Memory
Memory
Rhythm
Memory
Rhythm
Rhythm
Memory
Memory

Memory:BCI_Polonenko
Memory:UCI_Hopyan
Scale:UCI_Hopyan
Interval: UCI_Hopyan
Memory:UCI_Hopyan

Scale:UCI_Hopyan
Scale:UCI_Hopyan
Memory:UCI_Hopyan

df

504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504
504

df

300
300
300
300
300

300
300
300

t-Value

—0.42
—2.39
—2.98
—-0.18
-1.82
—2.14
—5.06
—0.84
—3.76
—0.60
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-3.12
—0.09
—1.59
0.77
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—-2.90
—5.30
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-0.73
12.96
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—0.076
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18.95
17.29
22.57

24.70
24.70
24.45

p-Value

0.034
0.004
0.002
0.043
0.007
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0.026
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Group Study Child MBEA Devices N Age at test Age at CI-1 Inter-implant Time in sound
(years) (vears) delay (years) (years)

Cl Users BCI_Steel Steel Modified Bilateral 14 11.7 £ 3.9 3.4+33 26 4.1 8.9+ 3.0
BCI_Polonenko  Polonenko Original Bilateral 26 106+ 1.7 1.7 +£1.2 25+ 28 88+19
BM_Polonenko  Polonenko Original Bimodal 8 11.0+23 7.3+44 n/a 92418
UCI_Hopyan Hopyan Original Unilateral 23 125+ 3.9 50+29 n/a 9.1+39

Normal hearing NH_Steel Steel Modified 23 11.9+£ 3.2 n/a n/a 119+ 8.2
NH_Polonenko  Polonenko Original 16 11.8+3.0 n/a n/a 11.8+ 3.0
NH_Hopyan Hopyan Original 23 11.7 £29 n/a n/a 11.7+29

Unilateral cochlear implant (UCI), bilateral cochlear implant (BCl), bimodal (BM), normal hearing (NH).
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Child Etiology (e }] Cl2 Inter-implant Age at test Bilateral Cl experience

delay (years) (years) (years)
Age (years) Ear Device Age (years) Device
Cl2 Unknown 1.21 R 24CA 8.49 24RE 7.29 13.99 5.39
CI3 Connexin26 2.27 L 24CA 5.58 24RE 3.31 12.14 6.48
Cl4 Usher 1,12 L 24CS 4.90 24RE 3.77 11.63 6.67
Cl5 Usher 0.73 R 24RE 1.62 24RE 0.90 8.91 722
Cle Unknown 4.96 L. 24CS 16.40 24RE 10.44 17.95 2.50
Cl8 Unknown 2.92 R 24RE 14.15 24RE 11.23 17.97 3.76
Cl5 Connexin26 1.73 Bilateral 24RE 1.73 24RE 0 8.21 6.38
cls Unknown 1.28 Bilateral 24RE 1.28 24RE 0 8.20 6.82
Cl20 Unknown 4.54 Bilateral 24RE 4.54 24RE 0 9.84 5.19
Cl22 Ototoxicity 12.15 Bilateral 24RE 12.15 24RE 0 16.97 4.76
Cl23 Connexin26 0.79 Bilateral 24RE 0.79 24RE 0 5.95 5.08
Cl24 Unknown 4.51 Bilateral 24RE 4.51 24RE 0 8.62 4.04
Cl25 Connexin26 0.95 Bilateral 24CA 0.95 24CA 0 9.45 8.40
Cl29 Unknown 8.44 Bilateral 24RE 8.44 24RE 0 13.83 5.27

Demographic data for 14 bilateral cochlear implant (Cl) users who completed the modified cMBEA (group: BCI_Steel).
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Problem solving orientation

Problems as an opportunity, a chalienge

Cognitve refrarming

Music as a passion and motivation o strive

Social component

Positive expectancies

Frequency of codes.

44

14

Examples of codes

Enjoying a challenge, seeing problems as opportunities to leam more, seeing
every music experience as a chance o lear more, hard work can be fun, ffe
fong learning, energy is important

Being able to find the postive in a stuation, such as reaiizing everyone hears
ifferently, being realisic: no one can do everything, focusing on what | can do,
Gl experiences resulting in an interesting lfe

Love of music, sense of dentity, keeps one working, love of sound

There is a social component to striving; connecting with others at conferences,
partcipating in research, networking with others, helping others.

Belif things will come together over time, improvement with speech gave hope
for improvement with music.
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Theme: skill or strategy

Use of al senses
Top down processing
Selecting most accessible sounds

Focus and energy
Music theory types of exercises

Extensive and focused listening to
music
Extensive making of music

Postimplant music lessons
Sociallearning

Speech training exercises, istening to
speech

Singing
Technology

Frequency

23
14
12

1
1

10

Examples

Visual, tactile, muscle memory, proprioception, movement
Using memory of musical sounds, imagination, nternal sense of pitch

Latching on to most accessible sounds (e.g., best pitch range, best quality
sound) as strategy for satistaction or as jumping off point to extend skils

It takes focus and energy to listen to music and improve; hard to do when tired
Many hours doing ear training exercises similr to what one leams in theory,
such as interval training, using a fixed pitch, istening to sequences, listening for
suble pitches, applying pitches onto prior knowledge of songs

Taking many opportunities o fisten to CDs, music on line, repeated listening for
various layers of music

Practice a lot, playing i rehearsals, making music offers foundation for learning
‘about music

Benefitted from guidance, motivation, specific exercises from theory or studio.
teachers

Importance of input from other Ci sers at conferences, support groups, on
line. More important than input from hearing professionals

‘Carry over of speech training to music, listening to diferent dialects, accents

Singing heips with intonation
Use of headphones, tuning apps, synergy of Cl with HA
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Within- Interval: Minor Major Minor Major 4th Tritone 5th Minor Major Minor Major Octave
octave 2nd 2nd 3rd 3rd 6th 6th Tth 7th
Semitones: 1 2 3 4 5 6 7 8 9 10 11 12
F3  Note: F3 + F#3 G3 G#3 A3 A#3 B3 C4 Ci#t4 D4 D#4 E4 F4
MIDI note: 53 + 54 55 56 57 58 59 60 61 62 63 64 65
Frequency: 175 Hz + 185 196 208 220 233 247 262 277 294 311 330 349
C4  Note: C4 + C#4 D4 D#4 E4 F4 F#4 G4 G#4 A4 A4 B4 C5
MIDI note: 60 + 61 62 63 64 65 66 67 68 69 70 71 72
Frequency: 262 Hz + 277 294 311 330 349 370 392 415 440 466 494 523
Across- Interval: Minor Major Minor Major 11th Diminished 12th Minor Major Minor Major Double
octave 9th 9th 10th 10th 12th 13th 13th 14th 14th Octave
Semitones: 13 14 15 16 17 18 19 20 21 22 23 24
F3  Note: F3 + F#4 G4 G#4 A4 A#4 B4 C5 C#b D5 D#5 E5 E5
MIDI note: 53 + 66 67 68 69 70 71 72 73 74 75 76 7
Frequency: 175 Hz + 370 392 415 440 466 494 523 554 587 622 659 698
C4  Note: C4 + C#5 D5 D#5 E5 F5 F#5 G5 G#5 A5 A#5 B5 C6
MIDI note: 60 + 73 74 75 76 7 78 79 80 81 82 83 84
Frequency: 262 Hz + 554 587 622 659 698 740 784 831 880 932 988 1047

The top section shows within-octave intervals (1-12 semitones) and the bottom section shows across-octave intervals (13-24 semitones). Two root notes (F3 and C4)
were tested for each interval; the different rows show the notes in terms of musical notation, MIDI notation, and frequency. The columns show the name, symbol, and
semitone distance from the root note.
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NH-only Cl-only NH + CI

Subject Slope r P Slope r P Slope r P

C1 0.98 0.99 <0.001* 1.71  0.93 <0.001* 0.96 0.99 <0.001*
M2 0.01 0.05 0899 036 0.16 0.708 0.04 0.42 0.303
M3 0.81 0.95 <0.001* =~ 0.15 057 0.137 0.62 0.97 <0.001*
M4 0.70 0.84 0.008* -0.02 0.07 0.864 1.03 0.97 <0.001*

M5 1.02 096 <0.001* -0.09 022 0.595 0.90 0.83 0.011*
N6 0.97 0.98 <0.001* 0.97 0.99 <0.001* 1.05 0.99 <0.001*
N7 0.10 0.77 0.025* 0.57 081 0.014* 029 0.92 0.001*
N8 0.86 0.99 <0.001* 0.71 0.84 0.010* 0.92 0.99 <0.001*
N9 0.97 092 0.001* 056 0.88 0.004* 1.37 0.85 0.007*

N10 0.95 0.99 <0.001* 0.56 0.86 0.006* 0.99 0.99 <0.001*
N11 0.85 0.99 <0.001* 0.38 0.91 0.002* 0.86 0.98 <0.001*

Pleasantness ratings for the four lowest rated and four highest rated stimuli (across
root notes and interval spans) in Exp. 1 were re-measured in Exp. 2. Linear regres-
sions were fit to these data for each participant. The asterisks indicate significant
correlations between Exp. 1 and Exp. 2 data. The shaded cells indicate instances
where participants were unable to replicate the data from Exp. 1.
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24
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52
17.43

0 N o o~ WN =

wn ©

5
©
5

Gender

i e e & B & e o B & - |

Manufacturer

Cochlear
AB
AB
Cochlear
AB
MED-EL
Cochlear
AB
AB

Internal

CI24RE (CA)
MidScala
MidScala
CI24RE (CA)
MidScala
Standard
CI532
MidScala
MidScala

Implant ear

T B I W IVD

Etiology

Unknown
Meniere’s Disease
Unknown
Unknown
Unknown
Unknown
Unknown
Unknown
Unknown

Duration of deafness

Longstanding, progressive
Longstanding, progressive
Longstanding, progressive
Unknown

Longstanding

Unknown

Unknown

Unknown

Unknown

Strategy

ACE
Optima-S
Optima-S
ACE
Optima-S
FS4-p
ACE
Optima-S
Optima-S

*Participant was not part of Experiment 1 dataset.
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NH Bimodal

Q1o Tip shift (Hz) Q1o Tip shift (Hz)

Mean 2.44 7.07 1.50 29.25
SD 0.33 11.72 0.55 31.69
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NH Bimodal

Q1o Tip shift (Hz) Q1o Tip shift (Hz)

Mean 2.16 10.46 1.61 9.77
SD 0.19 7.09 0.68 11.43





OPS/images/fnins-13-00922/fnins-13-00922-g003.jpg
Cl pleasantness

Cl pleasantness

F3 Within-octave

r=0.81, p<0.001

NH pleasantness

0 2 4 6 10
NH pleasantness
F3 Across-octave
12
61110 4
2
1
r=0.75, p=0.003
0 2 4 6 10

Cl pleasantness

Cl pleasantness

C4 Within-octave

B2
8
11§90 i
3 4
1
r=0.77, p=0.003
0 2 4 6 8 10

NH pleasantness

C4 Across-octave

r=0.64, p=0.02

0 2 4 6 8 10

NH pleasantness





OPS/images/fnins-14-00307/fnins-14-00307-g005.jpg
B4 VVocoded

B4 Not Vocoded

o

o
N

(gp) spnjdwy

4000 6000 8000 O 2000 4000 6000 8000

2000

Frequency (Hz)





OPS/images/fnins-13-00922/fnins-13-00922-g004.jpg
Pleasantness (z-score)

Pleasantness (z-score)

—@— NH ear SSD-CI

—(O— NH controls (Cousineau et al.)

1 2 3 4 5 6 7 8 9 10 11
Interval (semitones)

—@- NH ear SSD-CI
2 1 =¥ Clear SSD-CI
1.
0-
-1 -
-2 -

1 2 3 4 5 6 7 8 9 10 11

Interval (semitones)

Pleasantness (z-score)

Pleasantness (z-score)

—W— ClearSSD-CI
_v_

Amusics (Cousineau et al.)

Interval (semitones)

9

10

11

—
1

o
s

1
—
1

-2 4

—X%/— NH controls (Cousineau et al.)
—5/— Amusics (Cousineau et al.)
/V
PN 3’
A4 /!

1 2 3 4 5 6 7 8

Interval (semitones)

9

10

11






OPS/images/fnins-14-00307/fnins-14-00307-g004.jpg
C4 Vocoded

C4 Not Vocoded

8000

6000

4000

2000

6000 8000 6
Frequency (Hz)

4000

2000

© o
§ v

(gp) spnidwy

2





OPS/images/fnins-13-00922/fnins-13-00922-g005.jpg
minor 2nd minor 9th

16 16
o o —
E % 18 g § 18
E_ 3(—_)' i b J ...,%—-—-—.,.._
(6]
E ﬁ 20 |u E ﬁ 20 M.
oo [AMMARMARA. 22 M.
0 0.5 1 0 0.5 1
Time (s) Time (s)
2] 4 %] 4
i 2 5 C#5
3 3
o A 1o|| AN | ] S 9
o -40 () 1I.iiillrllllli']lllll it o -40 e
% g | I ® g
é -60 i 16 IIIII IIIJI Ilﬂlllml I |Illllﬂ g -60 i}
g =
E i muienn ll [ | E
< -80 25 ‘m | uunn o nlnmuum i < -80 ;
05 1 15 2 0 05 1 05 1 15 2
Frequency (kHz) Time (s) Frequency (kHz)
4th 11th
16 1 16 |-
% 018 o 018 L.
=} ke ° O
L= o 2, S |,
o = = £
£ 3 2 3
< £20 E i 20
P 20 I“_
0 0.5 1
Time (s) Time (s)
0
C4
%) 17} 4
= o 20 F5
S g 1 S T
2 ° ° o 10 I
o 40 % o 40 -8 g |
(6] o) =1
o £ o ® I
%— -60 w %_ -60 L 16 [[Sse—
IS 11l
< -80 E -80 2 W T mmﬁ&iﬁ-ﬂ.
05 1 15 2 0 0.5 1 05 1 15 2 0 0.5 1

Frequency (kHz) Time (s) Frequency (kHz) Time (s)





OPS/images/fnins-13-00922/fnins-13-00922-t001.jpg
Participant Lab code Dur deaf Cl exp Etiology Device Strategy Cl Non-Clear ClearCNC

(yrs) (yrs) ear PTA(dABHL) % correct
C1 SSD-C1 2.6 3.01 Idiopathic SSHL AB HiRes90k Mid Scala  HiRes Optima-P R 8.3 30
M2 SSD-M1 0.3 1 Cochlear MED-EL Synchrony Flex 28 FS4-P R 25.0 4
Schwannoma/NF2
M3 SSD-M2 1.3 0.31 Idiopathic progressive ~ MED-EL Synchrony Flex 28 FS4-P L i 30
M4 SSD-M3 08 2.45 Idiopathic SSHL MED-EL Synchrony Flex 28 FS4-P L 26.7 44
M5 SSD-M4 6.6 1.07 Idiopathic SSHL MED-EL Synchrony Flex 28 FS4-P L 5.0 DNT
N6 SSD-N1 4.2 8.26 Idiopathic SSHL Cochlear N512 CI512 ACE R 43.3 70
N7 SSD-N6 2.4 3.3 |diopathic SSHL Cochlear Profile CI512 ACE R 3.3 84
N8 SSD-N7 0.4 4.21 |diopathic SSHL Cochlear Profile CI512 ACE R 15.0 48
N9 SSD-N8 1.1 1.56 Genetic Cochlear Profile CI532 ACE L 8.3 92
N10 SSD-N9 9 0.79 Temporal bone fracture Cochlear Profile CI512 ACE L 16.7 66
N11 SSD-N10 3.2 1.95 Idiopathic SSHL Cochlear Profile CI532 ACE R 26.7 70

For simplicity, subjects are referred to in this manuscript by subject code (i.e., C1-N11). The letter before the number refers to the manufacturer of the device (“C”:
Advanced Bionics; “M”: MED-EL, and “N”: Cochlear). The internal lab code for each subject is also provided for comparison purposes to other publications. Dur
deaf = duration of deafness. Cl exp = cochlear implant experience. AB = Advanced Bionics. ACE = Advanced Combination Encoder. PTA = pure-tone average thresholds
across 500, 1000, and 2000 Hz. DNT = did not test. For all subjects except for C1, M3, and M5, CNC scores with the Cl-only were obtained after 1 year of Cl experience.
For C1 and M3, scores were obtained after 3 months of Cl experience; no scores were available for M5.
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Participant  Age (years) ~ Gender ~ Manufacturer Internal Implantear  Etiology Duration of deafness Strategy

1 72 M AB MidScala R Unknown Longstanding, progressive  Optima-S
2 58 F Cochlear ci522 L Unknown Unknown ACE

3 24 F Cochlear CI24RE (CA) R Unknown Longstanding, progressive  ACE

4 64 M AB MidScala R Meniere’s Disease  Longstanding, progressive  Optima-S
5 36 F AB MidScala R Unknown Longstanding. progressive  Optima-S
6 35 F AB MidScala L Unknown Longstanding Optima-S
7 79 M Cochlear CI24RE (CA) L Unknown Unknown ACE

8 70 F AB MidScala R Unknown Longstanding Optima-8
9 56 F AB MidScala L Unknown Longstanding, progressive  Optima-S
10 54 F MED-EL Standard L Unknown Unknown FS4-p

11 52 M AB MidScala L Sudden SNHL Longstanding Optima-s
12 40 F Cochlear cis32 L Unknown Unknown ACE

13 69 M AB MidScala R Unknown Longstanding, progressive  Optima-S
14 79 M Cochlear cis12 L Sudden SNHL 5 months ACE

15 46 F AB MidScala R Unknown Unknown Optima-S
Mean 56

SD 16.87
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