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Theories of associative learning have a long 
history in advancing the psychological 
account of behavior via cognitive 
representation. There are many components 
and variations of associative theory but at 
the core is the idea that links or connections 
between stimuli or responses describe 
important aspects of our psychological 
experience. This Frontiers Topic considers 
how variations in association formation can 
be used to account for differences between 
people, elaborating the differences between 
males and females, differences over the life 

span, understanding of psychopathologies or even across cultural contexts. A recent volume 
on the application of learning theory to clinical psychology is one example of this emerging 
application (e.g., Hazelgrove & Hogarth, 2012). 

The task for students of learning has been the development, often with mathematically 
defined explanations, of the parameters and operators that determine the formation and 
strengths of associations. The ultimate goal is to explain how the acquired representations 
influence future behavior. 

This approach has recently been influential in the field of neuroscience where one such 
learning operator, the error correction principle, has unified the understanding of the 
conditions which facilitate neuron activation with the computational goals of the brain with 
properties of learning algorithms (e.g., Rescorla & Wagner, 1972). 

In this Frontiers Research Topic, we are interested in a similar but currently developing aspect 
to learning theory, which is the application of the associative model to our understanding 
of individual differences, including psychopathology. In general, learning theories are 
monolithic, the same theory applies to the rat and the human, and within people the same 
algorithm is applied to all individuals. If so this might be thought to suggest that there 
is little that learning theory can tell us about the how males and females differ, how we 
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change over time or why someone develops schizophrenia for instance. However, these 
theories have wide scope for developing our understanding of when learning occurs and 
when it is interfered with, along with a variety of methods of predicting these differences. 
We received contributions from researchers studying individual differences, including sex 
differences, age related changes and those using analog or clinical samples of personality and 
psychopathological disorders where the outcomes of the research bear directly on theories of 
associative learning. 

This Research Topic brings together researchers studying basic learning and conditioning 
processes but in which the basic emotional, attentional, pathological or more general 
physiological differences between groups of people are modeled using associative theory. This 
work involves varying stimulus properties and temporal relations or modeling the differences 
between groups.
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This ebook represents the scientific contribution of over 30
individuals working in laboratories in 5 countries (Belgium,
Netherlands, Spain, the United Kingdom and the United States),
unified by the study of associative learning and individual differ-
ences. Individual differences have a central place in the study of
psychology both historically and in the present day. It was frus-
trating then that when we conceived the idea of developing this
Frontiers Topic, we knew personally that there was considerable
work being conducted in various labs that could be character-
ized as the “associative learning of individual differences” but we
were also confounded by the observation that there was no natu-
ral scholarly home for this work to be published. By its very nature
this type of interdisciplinary work is at the frontiers and the bor-
ders between disciplines. The Frontiers publishing model offered
us an excellent opportunity to bring this work together. By doing
so we now have a current impression of the work and ideas being
grappled with in 2014. As a representative sample of this work, we
think this volume makes a bold statement and would function as
a useful primer for the subject.

The study of individual differences was part of the nucleus
of activity for the original pioneers who settled psychology
and the malthusian growth and divergence that followed dur-
ing psychology’s development. The polymath Sir Francis Galton
(1822–1911), for instance, a true psychological inventor, devel-
oped early psychometrics as well as the use of quantitative and
statistical methods (such as the correlation coefficient and the
normal distribution) for evaluating and understanding individual
variation. He was well placed to make use of differences as a key
psychological concept. He was a relative of Darwin and as such
had a sympathetic perspective on the role that variation might
play in psychological development. Despite his involvement in a
range of related activities, as well as ideas that today are some-
what anti-ethical to scientific objectivity (e.g., ideas on eugenics
for instance), his impact on current psychological thinking can-
not be overestimated. He stood to understand psychological and
individual personality variables and their relation to behavior and
cognition.

This ebook owes much to Galton’s quantitative approach, both
in relation to the focus on differences but also on the idea that
mathematical and computational principles might provide a sci-
entific tool for understanding these differences. For Galton his
quantitative tools were used for sorting or separating the per-
ceived groups of individuals and understanding how they might
relate, for instance with the use of concept of regression toward

the mean. For associative learning, and its cousin connectionist
modeling, the computational principles that have developed (for
instance the Least Means Square method) provide parameters
and principles for understanding the psychological differences.
Models that have been developed to account for associative learn-
ing (e.g., Rescorla and Wagner, 1972; Sutton and Barto, 1981)
provide explanations and descriptions for the development of
acquired associations and as such these models make concrete the
parameters upon which individuals might vary. Variation con-
ceived here might be at the level of behavior as described in the
papers of this volume, but the models are also used to identify
neural circuits and substrates which must be the bases for the
differences described.

The first three papers in this volume outline approaches to
the computational analysis of individuals and provides a power-
ful case for how and why individual differences should be studied
(Sauce and Matzel, 2013), and how the acquisition of a response
or association might vary within an individual across a partic-
ular training experience (Glautier, 2013) or between individuals
across the same experience (Byrom, 2013). These three contribu-
tions describe some of the elements underlying the complexity
in thinking and quantitative modeling of the computational
approach.

The remaining contributions highlight the variation in
approaches and topics of inquiry that are amenable to this analy-
sis. In the first, we read how differences in association and learn-
ing might be supported by memory processes and linked with
differences in rumination (Joos et al., 2013) and then how differ-
ences in learning are expressed differentially over the life course
(Robinson and Owens, 2013). The next set of papers describe
work from the field of Computational Psychopathology asking
diverse questions but with a related analytic framework. We
consider the field of computational psychopathology as an impor-
tant and viable method for understanding a range of human
pathology. These topics are quite diverse, the study of human
anxiety (Arnaudova et al., 2013) compulsive gambling (Orgaz
et al., 2013), drug dependency (Torres et al., 2013) and neu-
roticism and personality (He et al., 2013) as well as attempts to
address the physical and psychological effects and origins of nau-
sea induced by chemotherapy treatment (Rodríguez, 2013). In
all, this provides only a sample of the possible areas of human
experience to which this analysis might be brought to bear
and provides the reader (we hope) with a primer to excite the
possibilities.

www.frontiersin.org May 2014 | Volume 5 | Article 466 | 5

http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/Psychology
http://www.frontiersin.org/journal/10.3389/fpsyg.2014.00466/full
http://community.frontiersin.org/people/u/21017
http://community.frontiersin.org/people/u/46413
mailto:robin.murphy@psy.ox.ac.uk
http://www.frontiersin.org
http://www.frontiersin.org/Personality_and_Social_Psychology/archive


Murphy and Msetfi Individual differences in associative learning

ACKNOWLEDGMENT
This work was supported by the Economic and Social Research
Council (UK).

REFERENCES
Arnaudova, I., Krypotos, A.-M., Effting, M., Boddez, Y., Kindt, M.,

and Beckers, T. (2013). Individual differences in discriminatory fear
learning under conditions of ambiguity: a vulnerability factor for
anxiety disorders? Front. Psychol. 4:298. doi: 10.3389/fpsyg.2013.
00298

Byrom, N. C. (2013). Accounting for individual differences in human associative
learning. Front. Psychol. 4:588. doi: 10.3389/fpsyg.2013.00588

Glautier, S. (2013). Revisiting the learning curve (once again). Front. Psychol. 4:982.
doi: 10.3389/fpsyg.2013.00982

He, Z., Cassaday, H. J., Bonardi, C., and Bibby, P. A. (2013). Do personality
traits predict individual differences in excitatory and inhibitory learning? Front.
Psychol. 4:245. doi: 10.3389/fpsyg.2013.00245

Joos, E., Vansteenwegen, D., Vervliet, B., and Hermans, D. (2013). Repeated
activation of a CS-US-contingency memory results in sustained con-
ditioned responding. Front. Psychol. 4:305. doi: 10.3389/fpsyg.2013.
00305

Orgaz, C., Estévez, A., and Matute, H. (2013). Pathological gamblers are more vul-
nerable to the illusion of control in a standard associative learning task. Front.
Psychol. 4:306. doi: 10.3389/fpsyg.2013.00306

Rescorla, R. A., and Wagner, A. R. (1972). “A theory of pavlovian condi-
tioning: variations in the effectiveness of reinforcement and nonreinforce-
ment,” in Classical Conditioning II: Current Research and Theory, eds A.
H. Black and W. F. Prokasy (New York, NY: Appleton-Century-Crofts),
64–99.

Robinson, J., and Owens, E. (2013). Diminished acquired equivalence yet good
discrimination performance in older participants. Front. Psychol. 4:726. doi:
10.3389/fpsyg.2013.00726

Rodríguez, M. (2013). Individual differences in chemotherapy-induced anticipa-
tory nausea. Front. Psychol. 4:502. doi: 10.3389/fpsyg.2013.00502

Sauce, B., and Matzel, L. D. (2013). The causes of variation in learning and behav-
ior: why individual differences matter. Front. Psychol. 4:395. doi: 10.3389/fpsyg.
2013.00395

Sutton, R., and Barto, A. (1981). An adaptive network that constructs and uses an
internal model of its world. Cogn. Brain Theory 4, 217–246.

Torres, A., Catena, A., Cándido, A., Maldonado, A., Megías, A., and Perales, J. C.
(2013). Cocaine dependent individuals and gamblers present different associa-
tive learning anomalies in feedback-driven decision making: a behavioral and
ERP study. Front. Psychol. 4:122. doi: 10.3389/fpsyg.2013.00122

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 08 April 2014; accepted: 30 April 2014; published online: 20 May 2014.
Citation: Murphy RA and Msetfi RM (2014) Individual differences in associative
learning. Front. Psychol. 5:466. doi: 10.3389/fpsyg.2014.00466
This article was submitted to Personality and Social Psychology, a section of the journal
Frontiers in Psychology.
Copyright © 2014 Murphy and Msetfi. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use, dis-
tribution or reproduction in other forums is permitted, provided the original author(s)
or licensor are credited and that the original publication in this journal is cited, in
accordance with accepted academic practice. No use, distribution or reproduction is
permitted which does not comply with these terms.

Frontiers in Psychology | Personality and Social Psychology May 2014 | Volume 5 | Article 466 | 6

http://dx.doi.org/10.3389/fpsyg.2014.00466
http://dx.doi.org/10.3389/fpsyg.2014.00466
http://dx.doi.org/10.3389/fpsyg.2014.00466
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Personality_and_Social_Psychology
http://www.frontiersin.org/Personality_and_Social_Psychology
http://www.frontiersin.org/Personality_and_Social_Psychology/archive


“fpsyg-04-00395” — 2013/7/2 — 21:19 — page 1 — #1

REVIEW ARTICLE
published: 04 July 2013

doi: 10.3389/fpsyg.2013.00395

The causes of variation in learning and behavior: why
individual differences matter
Bruno Sauce and Louis D. Matzel*
Department of Psychology, Rutgers University, Piscataway, NJ, USA

Edited by:
Robin A. Murphy, University of
Oxford, United Kingdom

Reviewed by:
Robin A. Murphy, University of
Oxford, United Kingdom
Nicola C. Byrom, University of Oxford,
United Kingdom

*Correspondence:
Louis D. Matzel, Department of
Psychology, Rutgers University,
152 Frelinghuysen Road, Piscataway,
NJ 08854, USA
e-mail: matzel@rci.rutgers.edu

In a seminal paper written five decades ago, Cronbach discussed the two highly distinct
approaches to scientific psychology: experimental and correlational. Today, although these
two approaches are fruitfully implemented and embraced across some fields of psychology,
this synergy is largely absent from other areas, such as in the study of learning and
behavior. Both Tolman and Hull, in a rare case of agreement, stated that the correlational
approach held little promise for the understanding of behavior. Interestingly, this dismissal
of the study of individual differences was absent in the biologically oriented branches of
behavior analysis, namely, behavioral genetics and ethology. Here we propose that the
distinction between “causation” and “causes of variation” (with its origins in the field of
genetics) reveals the potential value of the correlational approach in understanding the full
complexity of learning and behavior. Although the experimental approach can illuminate
the causal variables that modulate learning, the analysis of individual differences can
elucidate how much and in which way variables interact to support variations in learning
in complex natural environments. For example, understanding that a past experience
with a stimulus influences its “associability” provides little insight into how individual
predispositions interact to modulate this influence on associability. In this “new” light,
we discuss examples from studies of individual differences in animals’ performance in the
Morris water maze and from our own work on individual differences in general intelligence
in mice. These studies illustrate that, opposed to what Underwood famously suggested,
studies of individual differences can do much more to psychology than merely providing
preliminary indications of cause-effect relationships.

Keywords: correlational studies, learning, behaviorism, causes of variation, spatial learning, associative learning,

general intelligence

In a widely influential paper, Cronbach (1957) discussed the two
highly distinct approaches to scientific psychology: experimen-
tal and correlational. According to Cronbach, the experimental
approach attempts to understand reality by manipulating (under
simplified conditions) variables between groups/treatments. In
contrast, the correlational approach attempts to understand reality
by estimating the influence of variables under complex con-
ditions between individuals. Individual differences, critical for
correlational analyses, are troublesome noise for the experimental
psychologist, while differences between treatments, critical to the
experimental approach, are avoided among correlational psychol-
ogists. Hence, although both approaches are complementary and,
as Cronbach argued, equally important to psychology, they are
typically employed separately; mitigating their true explanatory
potential.

As the discipline of psychology gravitated toward a more
scientific framework, so too did its reliance on experimental
methodologies (Ebbinghaus, 1913; Osgood, 1953). Already ubiq-
uitous in the older sciences of physics, chemistry, and biology,
the design and philosophy of controlled experiments also became
part of psychologists’ mindset. Due to this wide adoption (and
the advances it has prompted), the experimental approach needs
little theoretical defense. If its use is still scarce in some fields

of psychology, we believe it is not due to rejection, but rather,
because experimental control is often difficult to implement when
studying some complex variables. However, even in very complex
fields such as social psychology, the explosion of research in behav-
ioral economics (Kahneman, 2003) illustrates the vast application
(and popularity) of the experimental approach. The correlational
approach, on the other hand, is not so widely embraced, and, as
we will argue, needs to be better understood and more commonly
implemented.

Correlational psychology has been productive for decades in
fields like personality psychology, social psychology, psychomet-
rics, clinical psychology, and developmental psychology. Although
these fields focus on very distinct topics, they all try to understand
what makes individuals vary according to their personality, cul-
tural background, cognitive abilities, extreme disorders, and age.
[It is worth noting that “aging” is never induced (i.e., experimen-
tally manipulated). Although a comparison of two ages under
controlled laboratory conditions is often described as an “experi-
ment,” in fact, the comparison of the performance of two groups of
different ages is a very narrow correlational analysis.] Acclaimed
ideas like the self-determination theory (Ryan and Deci, 2000),
general intelligence (Jensen, 1998), and Piaget’s theory of cogni-
tive development (Piaget and Inhelder, 1973) are all children of the
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correlational approach, and their broad impact and explanatory
value is undeniable.

Even with its relative success within psychology, the correla-
tional approach appears to provoke a disproportional distrust
among psychologists. Remarkably, among those studying learn-
ing and behavior (our focus here), the correlational approach
was never fully appreciated. (Even in the sub-disciplines where
this approach is widely employed, it is still often admonished as
being “only correlational.”) Due at least in part to the influence
of behaviorism, the dominance of the experimental approach in
studies of learning overwhelmed the contributions of studies of
individual differences (an observation that is also true of tra-
ditional fields within behavioral neuroscience). Almost none of
the principles that guide contemporary theory on learning were
derived from correlational analyses. Since its origins a century ago,
the behaviorists’ obsession with experimental analyses was prob-
ably a reaction to an unscientific and speculative psychology that
dominated the early discipline. John Watson, the father of Behav-
iorism, announced in a highly influential writing (Watson, 1913)
that “psychology as the behaviorist views it is a purely objective
experimental branch of natural science,” and claimed that tightly
controlled conditions were the answer to elucidating the basis of
any behavior, from understanding his “Tortuga’s birds” to under-
standing the “educated European.” Later, both Tolman (1924) and
Hull (1951), in a rare case of agreement, stated that correlational
methods held little promise for the understanding of behavior. Tol-
man assumed that “individual difference variables [were] average
standard values,” and that “rat-workers have always done this, per-
haps unconsciously.” According to Tolman “we have tried to keep
heredity normal by using large groups, age normal by using rats
between 90 and 120 days old, previous training normal by using
fresh rats in each new experiment, and endocrine and nutritional
conditions normal by avoiding special dosages and also again by
using large groups.” Tolman was, in sum, distrustful of the correla-
tional approach, and stated that factor analyses (which epitomize
the correlational method) “do not seem to suggest any simple or
agreed-upon results [and, for instance, in the case of intelligence
research], the controversy rages from Spearman’s one or two fac-
tors through Kelley’s and Thurstone’s three to nine factors.” Even
during the revolution in learning theory in the 1960s, all criti-
cal empirical data was derived exclusively from the experimental
approach (for a review of this era of rapid change, see Rescorla,
1988).

Aside from the historical reaction to non-scientific psychology,
we might wonder what else led the study of behavior to become
so ingrained in experiments and resistant to individual variations.
The reasons for this might be the biases of psychology in relation
to the role of animals. Seen sometimes as lesser organisms at a
lower stage of an imaginary human scale, individual differences in
animals were probably considered too simplistic in their causes to
be informative (a concern that has been reinforced by the increas-
ingly wide adoption of genetically homogeneous, inbred animals).
In addition, it was easy to assume that experimental studies might
elucidate an invariant framework of learning processes, mitigating
any interest in individual differences. Regardless of the genesis of
this bias, we believe that the correlational approach can provide
an understanding of learning and behavior that is not attainable

through experimental studies alone, as it has done so successfully
in other disciplines.

Interestingly, the waning interest in individual differences and
the dismissal of the correlational approach did not occur in bio-
logical branches of behavior analysis, such as behavioral genetics
and ethology. Why might these closely related fields in psychology
and biology have evolved so differently? To be fair, we scientists fre-
quently have good intuitions on how to apply the scientific method
in our fields of study. However, maybe just as frequently, we fail
to appreciate the full utility of those methods, and their broader
implications toward our understanding of reality. For this reason,
it is dangerous to simply rely on precedence and intuition to inform
our methodologies. In this article, we first argue that philosoph-
ical concerns in the fields of evolution and genetics demonstrate
why individual differences were so powerful in biological branches
of behavior, and why we can (and should!) incorporate the same
lessons in the psychological branches of behavior. It is from the
distinction between “causation” and “causes of variation” (with its
origins in quantitative genetics) that springs the potentially huge
contribution of the correlational approach. We then use results
from animal learning to illustrate how studying causes of vari-
ation can answer unique questions about the complex role that
multiple psychological factors play in the expression of learning.

THREE LESSONS FROM BIOLOGY: CAUSES OF VARIATION AS
THE CLUES FOR UNDERSTANDING “HOW MUCH” AND “IN
WHICH WAY” PHENOTYPES EMERGE
The relevance of individual differences to scientific inquiry only
became obvious after the work of Charles Darwin on evolution
by natural selection (Gould, 2002). Before this, the study of life
followed the same platonic idealism common in physics and chem-
istry. Any molecule of water, anywhere, has the same proprieties
of an ideal molecule of water. Hence, the same was considered
to be true for life. Any individual should contain more or less
the same characteristics as the stereotypical (ideal) individual of
that species (Bernier, 1984). And this reasoning also applied for
organs, tissues, and cells. Variations, therefore, were considered
imperfections around the ideal (or “true”) substrates of a system.
In their early traditions, the fields of physiology and biochem-
istry were trying to identify the pieces that constituted a perfect
engine. For digestion to occur, an organism needs the mechanisms
of peristaltic movements and chloride acid in a specific order, and
with a specific duration, for any given type of food. In contrast,
Darwin did not focus on the ideal (or average) of a piece, but on
the variation between those pieces (Gould, 2002). He was looking
to what made individuals differ, and why we encounter various
degrees of differences in nature. In so doing, Darwin was able to
understand/discover/deduce one of the major forces of evolution
(Dennett, 1995), and in fact, to grasp the adaptation of species.
This was no small accomplishment, and, throughout decades of
work, Darwin’s approach was primarily correlational (although
he did conduct an occasional experiment, most remarkably with
birds as subjects).

Almost concomitant with Darwin’s work, the focus on indi-
vidual differences was critical to the discoveries of Mendel on the
laws of inheritance. Although Mendel’s work was also experimen-
tal due to the manipulation of his pea plants’ attributes, this was
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an “indirect” manipulation mainly intended to make the determi-
nants of heredity (genes, chromosomes, meiotic division) simpler
to observe (Griffiths et al., 2007). He did not directly manipulate
the process of heredity itself, and thus could not deduce a specific
cause regarding why a purple plant generates a purple daughter
(something that can be accomplished today using transgenic tech-
niques). What Mendel did deduce was a cause for the differences in
peas (what we now know as “particular segregation”) by looking
at the relevant individual differences (i.e., the ratios from breed-
ing). Obviously, this discovery was far more important than any
that could have emerged from the isolated results of experimental
manipulations. This reasoning of discovering the causes under-
lying a system by looking at phenotypic differences gave origin
to the classical approach in genetics, that later became known as
“forward genetics” (Nagy et al., 2003).

The pioneering work of Darwin and Mendel reveals a very
important lesson. Previously, biology mainly followed the pattern
from causes (test conditions) to effects, with the attendant wor-
ries about ruling out false positives and false negatives by use of
repetition and control groups. By focusing on individual differ-
ences, Darwin and Mendel made popular the opposite pattern:
going from effects (the clues found in individual differences) to
their causes. Now for this approach, concomitant worries arise
about ruling out alternative explanations (for an in depth discus-
sion about a similar division in scientific methods, see Cleland,
2002). The reasoning of going from causes to effects is what
defines most of the experimental approach, and the reasoning
behind going from effects to causes is what defines most of the
correlational approach. In other words, the experimenter has to
be a master puppeteer; creatively applying different treatments
and proper control groups (i.e., pulling the right strings). The
correlator, in turn, has to be an expert detective; creatively con-
sidering the relevant observations and variables (i.e., finding the
right clues) from already existing differences in individuals (By
analogy, we would rarely criticize a police investigator’s work as
“only correlational.”) Absent proper control and adequate consid-
eration, neither approach is capable of unequivocal conclusions,
nor should either approach be condemned for this. This lesson,
that important and historically verified conclusions have emerged
from correlational research, is called here Lesson #1.

Now let us step back to think about what we can learn from
analyzing the causes that underlie the emergence of individual
differences. In a simple example, consider the process of combus-
tion. We know that for combustion to occur, we need the causal
factors of an oxidant (e.g., oxygen), a fuel (e.g., wood), and an
external source of ignition (e.g., the strike of a match). However,
oxygen (as well as fuel) is usually present in most practical sit-
uations. Thus an investigator searching for the cause of a fire in
a building will most likely look for the source of external igni-
tion (like a short-circuit of cables, an overheating of a machine,
or a carelessly disposed match). On the other hand, since many
other non-necessary factors could increase or reduce the intensity
of a fire, a city administrator looking to reduce the incidence of
fires could start reducing the most common “causes” (risk factors)
for differences in fires in the past, e.g., storage of paper docu-
ments, overloaded electrical systems, and portable heat sources.
Likewise, city administrators could promote those non-necessary

factors known to mitigate the damage (i.e., variation) associated
with fires, e.g., fire alarms and fire sprinklers. So, although fire is
caused minimally/necessarily by three factors (that have the same
importance for a single fire), they can have different importance
and interact with many other non-necessary factors to create dif-
ferent incidences of fires across buildings and cities (as well as
many different responses to fire or the threat of fire). The same
reasoning applies to the expression of a phenotype of a living
organism. Phenotypes emerge from the interaction of genetic and
environmental necessary factors. All of them are the true (and
complete) causation of an individual’s phenotype, and it is mean-
ingless to try to separate genotype and environment as distinct
necessary causes for the individual’s phenotype (as oxygen, wood,
and strike of a match are also inseparable as causes for lighting a
fire). All of the causes are of the same critical importance! On the
other hand, in a population, we can look for the distinct impor-
tance of (both necessary and non-necessary) causes of phenotypic
variation among individuals rather than the causation of any sin-
gle individual’s phenotype (Templeton, 2006). This is analogous
to finding that, among all fires in a humid city, portable heat-
ing sources “caused” more fire than the storage of paper (due to
the dryness created inside a room). In other words, “causation”
is the inseparable causes of an idealized system, while “causes of
variation” are the separated causes for differences in a system.

The distinction between causation and causes of variation
in biology was insightfully discussed by Templeton (2006). The
diseases phenylketonuria (PKU) and scurvy have closely related
causes. In the case of PKU, an accumulation of phenylalanine in
early life leads to mental retardation. At least two main causal fac-
tors are needed for accumulation of phenylalanine: a mutation that
disrupts genes for enzymes that metabolize phenylalanine [like in
the phenylalanine hydroxylase (PAH) gene], and the consumption
of phenylalanine (commonly present in human diets). In scurvy,
lack of vitamin C in an individual disrupts the synthesis of col-
lagen, leading to, among other effects, open wounds and loss of
teeth. Again, at least two main causal factors are needed for lack of
vitamin C: the absence of vitamin C in a diet, and the incapacity to
biosynthesize vitamin C (most mammals can synthesize vitamin C
from simple glucose, but humans have a mutation in the gene for
the L-gulonolactone oxidase (GULO) enzyme, which is required
in the last step of vitamin C’s synthesis). Hence, both scurvy and
PKU are (necessarily) caused by a mutant gene that leads to loss
of function and by a specific diet. Yet, PKU is typically said to
have a “genetic” basis, whereas scurvy is said to have an “envi-
ronmental” basis. PKU is considered a genetic disease because the
environmental component of the causation (i.e., phenylalanine in
the diet) is nearly universal whereas the PAH mutation is rare. As
a consequence, when PKU occurs in a human population, it is
because the person has the mutation since virtually all of us have a
diet that would promote the PKU response (given that mutation).
Therefore, the phenotype of PKU is strongly associated with the
PAH mutation in human populations. Scurvy is also the result of
the interplay between genes and environment, but in this case the
genetic component of the causation is universal in humans. How-
ever, the environmental component of the interaction of having
a diet without sufficient amounts of vitamin C is rare. There-
fore, the phenotype of scurvy is associated with a diet deficient in
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vitamin C in human populations. In sum, while mutations and
dietary habits are what cause both PKU and scurvy, genetic muta-
tion is what causes some people to express PKU and others to not,
while dietary habits cause some people to express scurvy and oth-
ers to not. Different phenotypes can have the same causation, but
different causes of variation!

As the above example illustrates, studying causes of variation
reveals how much each cause influences the differences between
individuals in a population. This is Lesson #2 to glean from biol-
ogy. In an analogy with physiology, understanding the causational
role of cholesterol in the blockage of arteries, although important
to understand how the circulatory system works, provides little
insight into how big the risks are of cholesterol to heart disease, or
how big the role of exercise is as a mitigating factor. In other words,
it tells us little about how much each cause can contribute to “real-
world” variation. In this sense, the experimental analysis of the
causal role of cholesterol in the blockage of arteries with no appre-
ciation of individual differences in the causes of variations would
be misleading. This quest for understanding the relative impor-
tance (i.e., “how much”) of distinct variables in the establishment
of a phenotype led to a boom of new methods from founding-
giants like Galton, Pearson, Wright, Fisher, and Spearman. It is
not a coincidence that the complexity in trying to organize the
clues that nature left in individual differences led to whole new
branches of statistics, such as analysis of variance, correlations,
regressions, factor analyses, and path analyses.

While the study of causes of variation is powerful, it surely has
its limits, and has often been abused by scientists that treated corre-
lations as evidence of causal relationships (for a highly critical view,
see Lewontin, 2006). Maybe the best example of the confusion of
this distinction between causation and causes of variation lies in
the widespread misunderstanding of heritability. Like in any corre-
lational approach, heritability estimates the causes of variation for
a specific trait. Specifically, heritability measures how important
the difference in genes are for the individual differences in a phe-
notype in a specific population and environment (Griffiths et al.,
2007). A heritability of 0%, however, does not mean that genes
have zero influence in the determination of the phenotype (as a
matter of fact, all phenotypes have genes as causal factors); it only
means that genes are not influencing the existing individual differ-
ences in that phenotype in that population and that environment
(Visscher et al., 2008). Scurvy, as we have seen, has a heritability
of 0% since all humans share the same deleterious mutation for
the GULO enzyme (that synthetizes vitamin C), but that mutation
certainly plays a causal role in the disease! Following the same rea-
soning, a heritability of 100% does not mean that genes are the sole
determinants of a phenotype. Even more problematic, heritability
for a specific phenotype can change drastically depending on the
environment and the frequency of genes in the population (Bai-
ley, 1997). This ephemeral and fragile aspect of heritability reveals
that, although useful, it is only a gross estimation of what is an
underlying complex and integrated network of causes of variation
(Rockman, 2008).

Living organisms are not only complex (i.e., representing
the expression of many independent factors), but are made up
of many interacting (necessary and non-necessary) factors that
are often shaped by selection to function as integrated units

(Pigliucci, 2003). For some complex phenotypes (like behaviors),
vast networks/architectures integrate genetic, biochemical, phys-
iological, and environmental factors across other phenotypes
(Oyama, 2000). This high amount of integration of different levels
makes the causes of a phenotype not only additive/subtractive, but
also multiplicative, divisive, and non-linear (Templeton, 2006).
Hence, experimentally modifying one component in isolation
gives unpredictable, uninterpretable, or unreplicable results, and
we should study multiple components simultaneously (Rockman,
2008). With the advance of genetics, the approach of forward
genetics (that follow the detective’s tradition of going from indi-
vidual difference to causes) is now able to reveal the details that
heritability cannot (Mackay et al., 2009). Methods like quantita-
tive trait loci (QTL) analysis and genome-wide association study
(GWAS) can reveal gene effects and interactions of genes in the
same locus (dominance), in different loci (epistasis) and in other
phenotypes (pleiotropy; Erickson, 2005).

As seen above, the network of interacting causes in a living sys-
tem is much more than the sum of the causes of its parts. This
leads us to Lesson #3: studying causes of variation shows in which
way the complicated and integrated network of causes interact.
This integration of complex phenotypes is probably the main rea-
son for the boom in the correlational approach in genetics, with
remarkable advances particularly in behavioral genetics (Boake
et al., 2002; and for examples of the correlational approach elu-
cidating genetic networks in behaviors, see Rüppell et al., 2004;
Edwards and Mackay, 2009; Sauce et al., 2012).

LESSONS APPLIED TO STUDIES OF LEARNING AND
BEHAVIOR: THE CASE FOR GREATER FOCUS ON CAUSES OF
VARIATION (AND MORE CORRELATIONAL METHODS)
It is now useful to summarize the three lessons described above
in relation to Cronbach’s division of psychology according to
experimental and correlational methods. While with the exper-
imental approach we can easily determine what causal variables
underlie learning (“causation of a behavior”), the correlational
approach is better suited to determine how much and in which
way variables interact in a population to produce differences in a
behavior (“causes of variation of a behavior”). The difficulty inher-
ent to correlational psychology is finding the relevant behaviors
and measurements (“clues”), and discriminating between differ-
ent possible causes. These difficulties are analogous (and no more
or less problematic) to those encountered by the experimentalist
when deciding upon the appropriate treatment/control groups to
include in an experiment.

In genetics, the correlational approach is widely used to under-
stand how much genes influence the differences in a phenotype,
and in which way those genes interact to create those differences.
In psychology, the same approach can be applied to the study
of interacting psychological factors, like cognitive constructs and
computational networks (Gallistel and Matzel, 2012). In a way, the
study of psychology involves more complex considerations (and
systems) than biology, since behavior is one step removed from
underlying neuronal activity (Jacob, 1977). Thus it is even more
imperative that we attend to causes of variation. As we already
described, much work in Psychology has exploited the individual
differences approach, but the study of learning and its behavioral
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expression is in desperate need for insights provided by correla-
tional methods. In other words, we need to better understand the
causes of variation.

As we described above, behaviorism was by its nature an explic-
itly experimental approach, treating behavior as a compendium of
causations, not of causes of variations. Behaviorism explained how
learning happens (S-S and S-R models), what the critical variables
are (e.g., CS, US, ISI, ITI, contingency, contiguity), what the pro-
prieties are (e.g., extinction, inhibition, facilitation), the rates and
patterns of responding (schedules of reinforcement), and general
predispositions (e.g., belongingness, blocking, overshadowing; for
a guide to these concepts, see Domjan, 2009). Nonetheless, it has
only rarely been asked if individuals would differ in their learning
capacities. For example, the acknowledgment that a simple past
experience with a stimulus influences that stimulus’“associability”
(as during latent inhibition) provides little insight into how other
experiences interact to change it, or the relative importance of each
experience in the ultimate determination of behavior.

The classic learning models of Rescorla and Wagner (1972);
Pearce and Hall (1980), and others that followed were all based on
the results of experimental studies, and have been varyingly suc-
cessful at predicting group average performance (Domjan, 2009).
However, those models are agnostic in relation to individual dif-
ferences. In other words, they are neither informed by, nor inform
about (predict) causes of variation. It is not a coincidence that most
theories of learning emerged directly from the experimental data
that immediately preceded them (i.e., new data often demands
new theoretical frameworks). In integrated and complex networks,
it becomes increasingly difficult to design experiments that pro-
duce novel or surprising results. Experimental psychology, in other
words, is highly focused on observing new effects. In contrast, in
correlational psychology the effects are already there, so it is more
critical to make sense of the effects that have been observed.

In an example from the learning literature, the radial arm maze
is a test originally designed to measure short-term (“working”)
memory in rats (Olton and Samuelson, 1976). During the devel-
opment of the radial arm maze, many experiments were done to
differentiate between variables that were needed/necessary to pro-
mote efficient performance from those that were not. Variables like
algorithmic search (Roberts, 1979), auditory and olfactory guid-
ance (Zoladek and Roberts, 1978), and marking of visited arms
(Maki et al., 1984) were all “excluded” as necessary for the ani-
mals performance in the maze, suggesting that visual navigation
(i.e., “spatial memory”) was sufficient. In the behavioral literature,
this quest for what is “necessary and/or sufficient” in learning is
ubiquitously present, and reveals a mindset of the search for “cau-
sation.” These experiments with the radial arm maze show what
causes-effects can be, and what mice minimally need in order to
find food, but not the relative importance of each variable to find-
ing food under “normal” circumstances (either in a laboratory or
in the wild). For instance, one could easily imagine a circumstance
where, in the presence of degraded visual cues (for instance, in
the dark spaces where rodents typically live), an animal might rely
primarily on olfactory information for guidance. Thus because an
animal can use spatial cues to guide its search, it need not neces-
sarily (or even preferentially) do so. (It is somewhat ironic that in
our quest for precision and isolation of causes, the experimental

psychologist has often lost sight of this caveat. In a recent dis-
cussion of spatial learning in one of our undergraduate classes,
a perceptive student, uninitiated to the dogma of experimental
psychology, asked “but in the real world, would not an animal
use some combination of these strategies?” Thus what might be
obvious to the uninitiated is sometimes lost on the indoctrinated.)
From Lesson 3 above, we know that behaviors, like any phenotype,
are notoriously complex and integrated, affording many different
ways to accomplish the same goal. Therefore, the rats in the radial
arm maze may differ not only in their performance, but also in the
frequency with which particular strategies are recruited (i.e., how
much for smell, visual tracking or algorithm) across individuals. If
some rats tend to rely on one “strategy,” whereas others habitually
rely on alternative strategies, pooling data from both groups may
be uninformative and misleading. A non-obvious cause may not
be revealed if there is considerable variation within the rats in the
tendency or ability to use a particular strategy. In other words,
a Type II error can occur if individual variance is not taken into
account (for examples and a more in depth discussion of this cases,
see Kosslyn et al., 2002).

Granted from Lessons 1, 2, and 3 (above) that correlational psy-
chology and causes of variation are critical for the study of learning
and behavior, how does one proceed in actually collecting com-
prehensive data? As Miller (1959) suggested, multiple response
variables (effects) are a problem that can be addressed with factor
analysis. By substituting formal for intuitive methods, this type of
analysis has been of great help in locating constructs with which
to summarize observations (i.e., to organize the clues). As we have
seen for genetics, individual differences result from a network of
causal factors. A cause can affect multiple phenotypes, and this
“pleiotropy” in genetics is what we call in psychology a “latent
construct,” like the g factor (“general intelligence”) that affects
many different behaviors and cognitive systems. In other situa-
tions, more than one cause is able to affect the same phenotype,
and this “epistasis” in genetics is closely related to what we in psy-
chology express by “convergent validity” (concept first appearing
in Frankmann and Adams, 1962), like emotional arousal that can
be defined/caused by different variables (Russell, 1978). In a factor
analysis, causes that affect multiple phenotypes lead to covariance
structure in a sample of individuals (Houle et al., 2002), i.e., a
“latent construct.” If a pair of causes affect at least one behavior
in common, we see an overlap of factors (Houle et al., 2002), i.e.,
a “convergent validity.” We will now give examples of research
in learning for both cases of “latent construct” and “convergent
validity” that show the importance of causes of variation and the
correlational approach.

SWIMMING NAVIGATION: UNDERSTANDING THE RELATIVE
IMPORTANCE OF MANY VARIABLES TO DIFFERENCES IN THE
EXPRESSION OF ONE
The Morris water maze is a procedure widely used for stud-
ies of spatial learning/memory and navigation (for a review, see
D’Hooge and De Deyn, 2001). In the typical paradigm, a mouse
is placed into a small pool of water which contains an escape
platform hidden below the water’s surface. Visual cues, such as
geometric patterns or colored shapes, are placed around the pool
in plain sight of the animal. The platform remains in the same

www.frontiersin.org July 2013 | Volume 4 | Article 395 | 11

http://www.frontiersin.org/
http://www.frontiersin.org/Personality_Science_and_Individual_Differences/archive


“fpsyg-04-00395” — 2013/7/2 — 21:19 — page 6 — #6

Sauce and Matzel Variation in behavior

position, but, on each trial, the mice are released from different
starting points. Most mice learn the task (i.e., find the escape plat-
form efficiently) surprisingly quickly, often reaching asymptotic
levels of performance after three or four trials. Absent olfactory
(or other) intra-maze cues or a single route that leads to the escape
platform, performance on this task is presumed to strongly depend
on the animal’s reliance on extra-maze visual cues to guide their
navigation to the invisible platform. Learning in this instance is
usually calculated by the length of the path taken by the animals
to find the platform.

Similar to the case of radial arm maze above, there are other
(not-so-obvious) behaviors/causes that can influence the animals’
performance in the Morris water maze. To assess these influences,
Wolfer et al. (1998) looked for causes of variation in swimming
navigation by measuring relevant variables (i.e., the right clues)
inside the Morris water maze. Using a factor analysis, they found
that 81% of all individual differences in performance in the Morris
water maze could be largely described in terms of three statistical
factors, or causes. Factor 1 explained 49% of the variability, and
behaviors that loaded strongly on this factor were correlated with
measures of frequent swimming near the wall, prolonged swim-
ming times, and a low fraction of time spent in the actual target
quadrant (i.e., the quadrant that contained the escape platform).
Because of these clues, the authors interpreted this cause of perfor-
mance as “thigmotactic behavior,” and this factor was asserted to
have a decidedly non-spatial origin (i.e., performance was unre-
lated to the animals having learned a spatial strategy). Factor 2,
interpreted by the authors as “passivity,” explained 19% of the
variability, and correlated with reduced swimming speed and fre-
quent floating. Finally, Factor 3, interpreted by the authors as
“memory,” accounted for 13% of the behavioral variability, and
reflects primarily the search time spent in the former target quad-
rant during a probe trial (in which the escape platform was absent
from the pool). This means that, although memory-guided swim-
ming navigation in the Morris water maze is commonly regarded
as being heavily dependent on spatial memory, other causes can
be even more important as causes of variation in performance. All
of those behaviors/causes are converging on the same behavior,
i.e., “navigation,” despite the relatively low contribution of spatial
learning.

When using the experimental approach, we must assume that
an animal behaves the way it should according to the design
(parameters) of a test. In the Morris water maze, for example, a
preliminary experimental comparison between a group of mutant
mice carrying a disruption in the iPA gene (believed to play a role
in the formation or modification of synaptic connections) and a
group of control mice led to the conclusion that spatial memory
was unaffected by the iPA mutation (Huang et al., 1996). However,
Wolfer et al. (1998) showed that this was because the performance
scores had been biased by the individual variability in the causes
of thigmotaxis and passivity, which masked the subtle genotype
difference in memory. With the factor analysis, the spatial memory
impairments of the mutant mice were revealed.

The example above shows the power of the correlational
approach as an aid in separating causes of variations in behavior,
and in this instance, to help clean the noise from the interesting
causes of variation in swimming navigation (in this case, spatial

memory). In addition, although the authors did not touch on this
topic, the results from their factor analysis also showed how much
each factor contributes to the differences in swimming navigation
of a particular group of mice (which may be an approximation
of what happens in other groups). Hence, these analyses suggest
more fully how mice operate when trying to find their way across
open water. The depth of this analysis could never be achieved
simply through the manipulation of a single variable.

GENERAL LEARNING ABILITY: UNDERSTANDING THE RELATIVE
IMPORTANCE OF ONE VARIABLE TO THE DIFFERENCES IN MANY
OTHERS
In our initial work on this topic, we were looking for a poten-
tial general factor that influenced learning across a variety of
tasks in mice. If mice differ in their learning capacity, is there
a latent factor that can influence causes of variations across dis-
parate learning tasks? To answer this question, we tested mice in a
battery of five common learning tasks (associative fear condition-
ing, passive avoidance, path integration, odor discrimination, and
spatial navigation), each of which made unique sensory, motor,
and information processing demands on the animals (Matzel et al.,
2003). Unlike the more common use of genetically homogeneous
animals (see above), here we used a genetically heterogeneous
strain of mice in order to maximize the variability (i.e., individual
differences) within the group (a useful strategy for correlational
research). In our initial study, we performed a factor analysis of the
performance of 56 animals across all learning tasks, and obtained
a positive correlation across all tasks in which a single latent factor
explained 38% of the differences between animals. In other words,
animals that performed well in one task tended to perform well
in other tasks of the battery. We described that latent factor (or
construct) as “general learning ability” (Matzel et al., 2003).

Since the time of that initial report, similar results have been
obtained with mice tested on as many as nine learning tasks
(Matzel et al., 2008) and in other laboratories (Galsworthy et al.,
2005; Locurto et al., 2006). All of these observations reveal one
cause influencing the variation in many different learning abili-
ties, analogous to the network of the cause of variation in human
intelligence (Jensen, 1998; see Kolata et al., 2008, for a structural
analysis based on observations of 250 + mice). Following this, an
obvious question arose: is the latent factor that underlies perfor-
mance on all tasks in our learning battery limited to an influence
on learning? If, as has been suggested, this factor is analogous
to general intelligence in humans (Blinkhorn, 2003; Kolata et al.,
2008), we would expect this general cause of variation in mouse
learning to interact with (i.e., cause and/or be caused by) other
cognitive abilities. Does it? If yes, by how much and in which way?
Breaking down the cognitive components of a general factor is
similar to the case in behavioral genetics of studying the contribu-
tion of individual genes to the genetic architecture underlying the
causes of variation in a behavior. Since those first observations,
we have been investigating the clues behind mice’s general learn-
ing differences. Among many causes of variation that we assessed,
including animals’ propensity for exploration or novelty seeking,
working memory capacity, and attentional abilities (Matzel et al.,
2006; Matzel and Kolata, 2010; Light et al., 2011), here we describe
our work on reasoning capacity.
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Based on what we know from the causation of learning in
humans (and its analogs in artificial intelligence), we know
that reasoning can create efficient heuristics that can ultimately
improve learning performance. Therefore, we looked at reason-
ing as a potential co-variate of general learning in mice. To assess
reasoning in mice, we devised a novel task based on a “decision”
(or binary) tree maze (for illustration, see Matzel et al., 2011).
Decision trees are commonly used in studies of decision anal-
ysis to identify strategies that are most efficient in reaching a
goal. Unlike learning measures (where rate of acquisition is the
critical metric), to assess reasoning we measured only animals’
asymptotic behavior, which can be expected to reflect the indi-
vidual’s implementation of an established search strategy. This
is important, since we were specifically interested not in learn-
ing ability, but rather the degree to which the animal can apply
learned information in an efficient manner (thus analogous to
reasoning). In this regard, two animals with the same underly-
ing learning ability might express different aggregate scores in
the “learning” battery due to variations in their capacity to act
upon what has already been learned. We first tested the ani-
mals’ rate of acquisition on the five learning tasks that constitute
our standard learning battery, and then assessed their asymp-
totic performance (presumed to reflect a form of reasoning) in
the decision tree. When animals’ reasoning performance was
compared to their factor scores for learning (representing mice’s
general learning ability), we observed a strong correlation of 0.60
between these independent measures (Wass et al., 2012), i.e., aggre-
gate learning abilities were correlated with rudimentary reasoning
abilities.

The above data suggests that animals’ comprehension of the
underlying structure of the decision tree, and their implemen-
tation of an efficient strategy to use this information, co-varies
with their general learning abilities. This correlation is what one
might expect if a latent factor influenced not just learning abil-
ities, but rather, general cognitive performance (i.e., intelligence).
However, performance in the decision tree maze is confounded
by short-term memory duration as well as span (i.e., the animal
must retain a memory of the depleted goal locations in order
to operate efficiently), and so reasoning ability is not the only
potential source of performance variation in this task. Thus we
developed a second reasoning task (“fast mapping”), on which
the animals’ performance was not subject to the same sources
of noise. (Although often misunderstood to mean “replication,”
“converging operations” is the method by which through inde-
pendent manipulations, the effects of which have unique sets of
underlying interpretations, we can “converge” on one common
interpretation; Garner et al., 1956). This exemplifies the investiga-
tive work necessary when using the correlational approach. We
were trying to find the right clues (reasoning instead of short-
term memory) and devise adequate tests to isolate these sources of
variance.

“Fast mapping” describes a process whereby a new concept or
association (such as the meaning of a word) is formed based on a
logical inference derived from a single exposure to limited infor-
mation (Carey and Bartlett, 1978). This “inference by exclusion”
is believed to play a critical role in the extraordinarily rapid and
seemingly effortless acquisition of vocabulary during early human

development, and is often described as a hallmark of human
reasoning. Kaminski et al. (2004), demonstrated that a Border
Collie was able to accurately respond to a command to retrieve
a novel object (identified by a novel term) from among set of over
200 previously learned objects. For our purposes, we designed a
task to assess fast mapping in mice. Animals were familiarized with
a group of objects (small plastic animals), and were then taught to
associate pairs of these objects. This was accomplished by expos-
ing the mice to one object, and then allowing them to retrieve a
piece of food that was hidden under the sample object’s paired-
associate. After learning a series of such object pairs (much like a
word can be associated with its meaning), the animals were trained
to find the relevant paired-associate within a field that contained
several objects, all of which had been previously associated with
different samples. This training continued for several weeks until
all animals exhibited near errorless choice performance (i.e., chose
the correct paired-associate from a field of familiar objects). After
completing this training, animals were presented with a “fast map-
ping” test trial. On these trials, animals were exposed to a novel
sample object, and then allowed to explore the test field which
contained one novel object among a set of familiar objects (ones
that had an established “meaning” based on prior training). The
principle of fast mapping suggests that under these conditions, a
rational animal should conclude that since the sample object was
novel, the food reward should be located under the unfamiliar
object in a field of otherwise familiar objects. More importantly,
performance on this task makes no obvious demands of short-
term memory (or at least a very minimal demand, unlike that
required to perform in the decision tree described above). Hence,
as any good detective would conclude, “fast mapping” allowed a
better isolation of one part of the whole puzzle (analogous to a
“control” in the experimental approach). We found that perfor-
mance on this “cleaner” reasoning task had a correlation of 0.44
with the animals’ aggregate performance in the learning battery
(Wass et al., 2012).

The results above suggest that reasoning is part of the big-
ger network that is also causing differences in the performance of
learning tasks (i.e., the latent construct of general learning abilities,
that we now call general cognitive abilities or GCA). However, it
remains to be determined if reasoning participates in this network
as a prior cause of variation in GCA, as a mediator between GCA
and learning, or is simply another effect of an unspecified common
antecedent. These questions could be addressed in the future with
the correlational approach involving path analysis and other con-
cepts from structural equation modeling (e.g., endogenous and
exogenous variables). It is notable that these statistical techniques,
maybe not coincidently, were co-formulated by a geneticist, Sewall
Wright, and a psychologist, Herbert Simons (for more on these
methods, see Loehlin, 2003).

As seen in Lesson 3 above, studying individual differences
within the context of theories of general mechanisms may pro-
vide insights into one of the knottier problems in psychology:
understanding non-additive effects of different variables (Kosslyn
et al., 2002). That is, not only may the effects of one variable alter
the effects of another, but the precise degree to which the variables
interact may depend on their values. These are the questions that
will guide our future research.
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INSIGHTS FROM CAUSES OF VARIATION: THE CASE FOR
ANIMALS IN STUDYING LEARNING AND BEHAVIOR
A final case must be made from the three lessons described above:
research with non-human animals can be especially powerful
when studying causes of variation. In animal studies, complex-
ity is more limited, so we are likely to find fewer (but more
dominant) causes of variation even with similar levels of inte-
gration. This is because with a bigger number of causes, the
potential interactions (the genetic epistasis and pleiotropy, and
their environmental/psychological equivalent) are much higher.
In a bigger network, the covariance of behaviors and the relative
importance of causes in a species (e.g., the genes, neuronal con-
nections, experiences, nutrition, and psychological constructs)
are very difficult to understand. In other words, differences in
behavior of more complex subjects like humans will reflect more
influence from “other” (less dominant) causes, will be more sen-
sitive to these other causes, and thus more difficult to predict.
These extra (related or unrelated) causes and effects on individual
differences can lead to an under- or over-estimation of the prin-
cipal causes of behavior, and can lead us down the wrong tracks
(i.e., causes for different effects). In this context, one might be
compelled to ask if the intricacies of the human condition (for
instance, in regard to a topic as complex as intelligence) can be
adequately modeled and studied in a non-human animal such as
a mouse. At some levels of analysis, the answer to this question is
“no.” For instance, variations in intelligence among humans can
create effects in academic/professional success, interpersonal rela-
tionships, and even prejudice (Gottfredson, 2008; Engle, 2010).
These outcomes have no approximate analog in laboratory ani-
mals. However, it is exactly for this reason that the vagaries of
intelligence are far simpler in animals that they are in humans. It
is this simplicity along with the potential for control and invasive
interventions that provide opportunities with animals that are not
available to those who study intelligence in humans. Clearly, ani-
mals can never be expected to provide the complete story of any
human behavior. However, much like the synergy between corre-
lational and experimental work, the synergy between human and
animal research can inform us about the human condition in ways
that would be impossible with human research alone (for relevant
data, see Kolata et al., 2010; for discussion and implications, see
Matzel et al., in press).

The problem of complexity might explain, for example, the
problem of the “missing heritability” in human intelligence.
Although intelligence’s heritability is high (around 80%), it has
been notoriously difficult to find its genetic causes of variation
(much less its environmental influences; Deary et al., 2009). As the
human brain became increasingly complex, so did the problems
and tasks that humans are likely to undertake. Thus evolution
probably played a bigger role in shaping human’s intelligence than
it did in other animals. And because the causes of variation in
human intelligence are enormously intertwined, they are necessar-
ily harder to recognize, much less separate. Cognitive, neural, and
genetic causes might be masking and/or confounding the inter-
pretation of each’s contribution to the overall phenotype. The
confusion is sufficiently great that it becomes near impossible to
make sense of which the important strings (or clues) are, and
which string connects to which.

Simplification by using animals is useful for experimental and
correlational approaches in different ways. For experimental stud-
ies, using animals may reduce the number of necessary control
conditions. For example, if Tolman (1924) employed humans as
his subjects instead of rats, he would have needed more experi-
ments to reach the same conclusions. In experimental psychology,
too many extra causes (variables) complicate the experimental
design, leading to many different treatments/controls. On the
other hand, with correlational studies, using animals allows for
more clarity to see the hidden, relevant clues, and to test for their
distinct contributions and relationships (see Kolata et al., 2010, for
the application to the genetics of intelligence in laboratory mice).
These reasons for using animals, of course, are in addition to the
better-known reasons for research with animals: convenience, cost,
and number of techniques available. Of course (as noted above)
animal research alone is limited in its application to the human
condition. Thus both animal and human research is necessary and
complimentary.

As detectives trying to understand a complex crime from pro-
fessor Moriarty (here, the evolutionary process shaping a behavior
across hundreds of generations), it will be extremely useful to
understand smaller parts of the plan first (less complex animals,
even though still considerably complex), and to later use this
foundation to understand bigger parts (more complex animals,
like humans and chimpanzees), and, finally, to put all the pieces
together. Furthermore, many smaller parts are probably unique
(with no counterpart in humans). This would ultimately inform
us about how the causes of variation in other animals differ from
the causes of variation in humans, and possibly provide evolution-
ary clues regarding why these differences exist. It can go beyond
using animals as a generalization to humans. It can become the
critical distinction between understanding human learning from
understanding learning (for a similar defense of this position, see
De Waal, 2009). So, as detectives, we would understand what a
general Moriarty’s crime is (all designs/species for a behavior in
all situations), and be more confident of when and how the next
will occur.

CONCLUSION
As we have seen, biology, genetics in particular, has been extremely
successful in its application of individual differences to our under-
standing of causes of variation. With regard to the application of
correlational methods, some fields in psychology, especially in the
study of learning and behavior, have been reluctant to adopt a
similar strategy.

In a very influential article, Underwood (1975) argued correctly
that the correlational approach can be used as a preliminary test of
theories. However, Underwood argued that the use of correlations
should be limited to only that, claiming that “if the correlation is
substantial, the theory has a go-ahead signal, that and no more.
The usual positive correlations across subjects on various skills and
aptitudes allow no conclusion concerning the validity of the theory
per se; experimental ingenuity is responsible for creating and vali-
dating a theory.” As we have discussed in this article (especially in
Lessons 2 and 3), Underwood made a gross understatement about
the power that comes from the study of individual differences. Cor-
relational psychology can be much more than a mere “method of
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checking viability.” It can show the importance of each cause, and
in which way those variables interact in an integrated network.
Furthermore, as seen in Lesson 1 above, detective/correlational
work can create and validate highly ingenious and unexpected
theories. Darwin and Mendel were well aware of the power of
this approach, and few would dispute the magnitude (or lasting
influence) of their contributions.

For all of its power, beware, though, of the irresponsible
study of individual differences. Describing a multitude of corre-
lations without considering a general mechanism or theoretical
framework can be of little use, and even misleading (Kosslyn
et al., 2002; Pigliucci, 2003). Darwin, one of the first to use the
hypothetic deductive method, knew this rule quite well (Ayala,
2009), and this awareness might be what makes psychologists
so distrustful of correlational methods. In the case of study-
ing behavior and learning, our predecessors have successfully
employed experimental methods to open the horizon for a better-
guided study of causes of variation in learning and behavior.
The future application of correlational methods to the study

of learning will need to use animals to simplify the questions
that need to be asked in order to infer a network of causes
of variation. Also, we will need to know the foundations for
animal learning in order to measure it (look for clues) in a cre-
ative way so each measurement will provide its own meaningful
answers.

As Cronbach (1957) urged five decades ago: “in the search for
interactions we will . . . come to realize that organism and treat-
ment are an inseparable pair and that no psychologist can dismiss
one or the other as error variance.” By studying more causes of
variations on individual differences, we might be able to accom-
plish the fruitful synergy between experimental and correlational
approaches in the study of learning and behavior.
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The vast majority of published work in the field of associative learning seeks to test
the adequacy of various theoretical accounts of the learning process using average
data. Of course, averaging hides important information, but individual departures from
the average are usually designated “error” and largely ignored. However, from the
perspective of an individual differences approach, this error is the data of interest; and
when associative models are applied to individual learning curves the error is substantial.
To some extent individual differences can be reasonably understood in terms of parametric
variations of the underlying model. Unfortunately, in many cases, the data cannot be
accomodated in this way and the applicability of the underlying model can be called
into question. Indeed several authors have proposed alternatives to associative models
because of the poor fits between data and associative model. In the current paper a
novel associative approach to the analysis of individual learning curves is presented.
The Memory Environment Cue Array Model (MECAM) is described and applied to two
human predictive learning datasets. The MECAM is predicated on the assumption that
participants do not parse the trial sequences to which they are exposed into independent
episodes as is often assumed when learning curves are modeled. Instead, the MECAM
assumes that learning and responding on a trial may also be influenced by the events
of the previous trial. Incorporating non-local information the MECAM produced better
approximations to individual learning curves than did the Rescorla–Wagner Model (RWM)
suggesting that further exploration of the approach is warranted.

Keywords: learning curve, averaging, individual differences, mathematical model, environment structure

Objectively, associative learning theory is a thriving enterprize
with a rich tradition of experimental work interpreted through
the lenses of sophisticated mathematical models. However, there
remains a fundamental empirical observation that is still not well
captured by these models. Despite many attempts to provide an
adequate account of the learning curves that are produced, even
in a simple conditioning experiments, there is still considerable
unexplained variation in these curves. For example, many for-
mal models of learning lead us to expect smooth learning curves
but these are seldom observed except at the level of average data.
Small departures from a theoretical curve can be tolerated as mea-
surement error but when this error is large the model must be
called into question and some authors have concluded that asso-
ciative models are fundamentally wrong. An alternative position,
the one adopted in the current paper, is that the associative frame-
work is essentially correct. However, it is argued that much more
accurate modeling of individual learning curves is needed and
can be achieved by using a more detailed representation of the
stimuli provided by the learning environment. In what follows I
will describe the application of a mainstream model of associa-
tive learning, the Rescorla–Wagner Model (RWM, Rescorla and
Wagner, 1972), to individual learning curves. Best fitting RWM
learning curves will be compared to best fitting learning curves
from a modified approach which uses a more detailed repre-
sentation of the stimulus environment. The modified approach,
which I have named the Memory Environment Cue Array Model

(MECAM), works algorithmically in the same way as the RWM
but additionally incorporates memory buffers to hold representa-
tions of the previous trial’s events. These memory representations
are then processed alongside representations of the current trial.
The question addressed in this paper is whether or not we can
improve on the standard RWM to obtain a better model for indi-
vidual learning curves by using the MECAM’s extended descrip-
tion of the stimulus environment. Before describing the details
of the MECA Model, a brief overview of the RWM and learning
curve problems will be presented as a background.

The RWM is widely regarded as a highly successful and rela-
tively simple model of associative learning (c.f. Miller et al., 1995,
for an overview). In the RWM learning is described in terms of the
growth of associative strength between mental representations of
stimulus events. The RWM was originally developed to describe
animal learning experiments, in particular experiments using
Pavlovian conditioning procedures. During Pavlovian learning
the RWM assumes associations are developed between mental
representations of the conditioned stimulus (CS) and the uncon-
ditioned stimulus (US). For example, the experimenter may
present a tone (CS) and a few seconds later an electric shock
(US). After a number of CS–US pairings the experimental ani-
mal exhibits conditioned responses (CRs e.g., freezing) when the
CS is presented and this is said to occur because the associations
between the CS and the US representations allow excitation to
spread from one representation to the other. Thus, presenting the
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CS excites the representation of the US and produces the observed
CRs. Informally, the presence of the CS generates an expectancy of
the US. The RWM principles are sufficiently general to have been
successfully imported into new domains. Since its development
as a model of Pavlovian conditioning in animals the RWM has
been considered a viable candidate model in a variety of human
learning tasks including predictive, causal, and Pavlovian learn-
ing (e.g., Dickinson et al., 1984; Lachnit, 1988; Chapman and
Robbins, 1990).

�V = αβ(λ − �V) (1)

Equation (1) is the fundamental RWM learning equation. In the
equation �V is the change in the associative strength between the
mental representation of a predictive stimulus (such as a tone CS)
and the representation of the outcome (such as a shock US) that
occurs on a single learning trial. �V is a function of two learning
rate parameters, α for the CS and β for the US, and the parenthe-
sized error term. In the error term λ is the value of the US on that
trial (usually 1 or 0 for the occurrence and non-occurrence of the
US, respectively) and �V is the summed associative strength of
all the predictors that are present on the trial. The RWM is said
to be error driven and competitive. It is error drive in the sense
that the amount of learning depends on the difference between
what occurs, λ, and what was expected, �V . It is competitive in
the sense that the updates applied to the associative strength of
a stimulus depend not just on the strength of that stimulus but
also on the strength of all the other stimuli that are present on
the trial—�V is used in the error term rather than V alone. This
competitive error driven formulation is a defining feature of the
RWM and has been adopted in many neural network models of
learning (c.f. Sutton and Barto, 1981).

Historically, analysis of learning curves has been an important
testing ground for theories of learning. Any credible theory of
learning must be able to account for state transitions, as well as
steady state performance. Each theory of learning makes charac-
teristic predictions for the shape of the learning curve, the RWM
is no exception. Referring to Equation (1) we can see that asso-
ciative strength increases as a fixed proportion (αβ) of the differ-
ence between the current associative strength and the asymptote.
From the RWM we therefore expect orderly negatively accelerated
learning curves. Because each theory of learning makes character-
istic learning curve predictions, in principle, analysis of learning
curves should be theoretically decisive. Unfortunately, the utility
of this approach has not been realized because of the empirically
observed heterogeneity in learning curves. Smooth monotonic,
S-shaped, and stepped curves have all been seen at one time or
another leading Mazur and Hastie to comment “In fact, learn-
ing curves of almost every conceivable shape have been found.”
(Mazur and Hastie, 1978, p. 1258). No doubt some of this vari-
ability can be accounted for by the type of task. For example,
many tasks have several components, some of which might be
relatively easy to learn. On this basis a task composed of simple
and difficult components could produce rapid improvements in
performance in the first few trials after which the rate of improve-
ment would decline. On the other hand, a multicomponent task
which involved several equally difficult components could pro-
duce a less variable rate of improvement. Thus, the shape of the

learning curve might be affected by the structure of the task that
is presented and may not be straightforwardly diagnostic of the
underlying process. Nevertheless, despite these interpretational
problems, analyses of learning curves led to a widespread accep-
tance of the principle embodied in Newell and Rosenbloom’s
Power Law of learning (Newell and Rosenbloom, 1981). The
Power Law of learning is based on an equation of the form P
(Correct Response) = 1 − αt−β where t is the trial number in
the series, α and β are parameters of the curve. An equation of
this type generates a curve in which the proportional progress
toward asymptote declines with trials. In contrast, an exponential
function P (Correct Response) = 1 − αe−αt generates a curve in
which the proportional progress toward asymptote remains con-
stant with trials. Although there is now doubt about the status of
the Power Law (Heathcote et al., 2000; Myung et al., 2000), the
point to draw attention to is the critical theoretical position that
has been occupied by learning curve analyses and the fact that
this theoretical promise has not been realized— we cannot con-
fidently rule in or out the RWM on the basis of its characteristic
exponential form.

However, when individual learning curves are considered it
is not surprising that it has proved difficult to clearly determine
whether learning curves are best characterized by power functions
or by exponential functions. These are relatively subtle differences
occurring against a background of great variability from one par-
ticipant to the next. At the level of individual learning curves there
is actually little evidence of smooth learning functions, let alone
clearly distinguishable exponential or power functions. One solu-
tion to this problem has been to average the individual data and
then try to find the function which best describes the average
curve. These average data can be well approximated by exponen-
tial or power functions. Unfortunately, this is not a viable solution
because averaging of the data points generated by a function does
not, in general, equal the application of that function to the aver-
age i.e., Mean(f (i), f (j), . . . f (n)) �= f (Mean(i, j, . . . n)) (Sidman,
1952; Estes, 2002).

Although it has not been possible to adjudicate between expo-
nential and power models of learning, analysis of the learning
curve continues to stimulate important theoretical debates . The
difficulty with trying to represent individual learning curves with
the orderly incremental learning functions used in associative
models of learning such as the RWM has led some authors to
question the applicability of associative models, as a class, and
to propose alternative, non-associative, mechanisms for learn-
ing. Köhler’s (1925) work on insight learning is an early exam-
ple, more recent statements come from Nosofsky et al. (1994)
and Gallistel and Gibbon (2002). Nosofsky et al. described the
Rule-Plus-Exception (RULEX) model of classification learning in
which learning is conceived of as the acquisition of simple rules
for classification e.g., “if feature A is present the item belongs to
category X.” In RULEX simple rules are tried first and, if these
fail, exceptions and more complex rules may then be tried. The
relevance of RULEX in the current context is its supposition that
individual learners will test and adopt rules in idiosyncratic ways
and that acquisition of a successful rule will result in step changes
in learning performance. Therefore individual curves will be char-
acterized by abrupt changes and the location of these changes in
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a sequence of learning will vary randomly from participant to
participant. Gallistel and Gibbon (2002) advocate an information
processing model in which a response is generated when the value
of a decision variable reaches a threshold value. Individuals vary
in terms of the threshold value and in terms of the value of the
decision variable. The result is that learning curves are expected to
contain step changes varying in location from individual to indi-
vidual (Gallistel et al., 2004). Neither of these models anticipate
smooth individual learning curves but in both cases averaging
of the individual curves produced by the models would result in
smoothing. In both cases non-associative cognitive processes are
proposed to explain the patterns observed in the individual data.

It is accepted that the RWM, and other modern associative
models, only provide poor approximations to individual learn-
ing curves. Individual curves are highly variable from participant
to participant. For example, looking ahead to the dataset to be
described in more detail below, it can be seen that some partic-
ipants learn quickly, apparently hitting upon a solution straight
away (e.g., Figure 7 middle panel, square symbols). Some learn
quickly but might take several trials to find the solution (e.g.,
Figure 7 left middle panel, square symbols). Others learn slowly
with responses gradually approaching an asymptote as might be
expected from the RWM (e.g., Figure 4 left middle panel, square
symbols). Furthermore, responses are often unstable showing
trial-to-trial fluctuations (e.g., Figure 2 left top panel, square
symbols). Instability can occur even if an asymptote appears
to have been reached (e.g., Figure 5 right middle panel, square
symbols). In these respects this human predictive learning data
contains the same features described by Gallistel et al. (2004) in a
variety of animal learning tasks including autoshaped pigeon key
presses and eye-blink conditioning in rabbits.

The main purpose of the current paper is to explore a devel-
opment in the application of the RWM with the aim of try-
ing to obtain a better approximation to individual acquisition
data within a simple associative framework. Readers familiar
with associative approaches related to Stimulus Sampling Theory
(Estes, 1950; Atkinson and Estes, 1963) may question the appro-
priateness of the RWM as the origin for this endeavor when
two basic principles of Stimulus Sampling Theory appear to pro-
vide an initial step in the right direction. These principles are
those of probabilistic environmental sampling and all-or-none
learning (see also original paper and recent review of all-or-
none learning debate Rock, 1957; Roediger and Arnold, 2012).
In Stimulus Sampling Theory it is assumed that each learning
trial involves a probabilistically obtained sample of stimulus ele-
ments. Given that the sampled elements may be connected to
different responses there is a built in mechanism that can produce
trial-by-trial response variability. Furthermore, because associa-
tions are assumed to be made in an all-or-none fashion when
reinforcement occurs step-wise changes in behavior are expected.
However, although Stimulus Sampling Theory is prima-facia a
strong candidate with which to tackle the characterization of indi-
vidual learning curves the RWM was chosen as a basis because
of its competitive error driven formulation which has proven
to be extremely useful (but not universally successful c.f. Miller
et al., 1995) in accounting for a wide variety of other learning
phenomena.

In developing the framework provided by the RWM the start-
ing point was to question the assumption that participants in a
learning experiment base their expectations and learning for the
current trial just on the stimuli present on that trial. Actually, the
learning trial is an artificial structuring of events created largely
for the convenience of the experiment and there is no good rea-
son to believe that participants actually parse their experience in
this way. In fact most learning experiments have short inter-trial-
intervals of just a few seconds (e.g., in Thorwart et al., 2010, ITIs
of 4 s and 6 s were used in two different experiments) so that
participants will still have fresh in their minds a memory of the
previous trial. Evidence from several sources confirms that par-
ticipants do remember previous trials and these memories can
influence behavior on the current trial. For example participants
remember when they have had a series of reinforced or non-
reinforced trials and this affects what they expect to happen on
the current trial (Perruchet et al., 2006). In the Perruchet task
a long sequence of non-reinforced trials leads to an expectation
that the next trial will be reinforced and vice-versa. Participants
also respond to trial sequence information so that reaction time
is reduced if the sequence is predictive of the response require-
ment, and this can occur without the participants developing a
conscious expectancy for the outcome (e.g., Jones and McLaren,
2009).

In the MECA Model it is proposed that remembered stim-
ulus elements from the previous trial are processed along with
current elements and can therefore acquire associations with the
outcome and contribute to the control of expectations in the
same way as current elements. The MECAM works by utilizing
three memory buffers in which representations of the current
trial are stored alongside representations of the previous trial. The
MECAM encodes the stimuli of the current trial in the primary
buffer. Experimenter defined stimulus elements serving the CS
roles are encoded along with unique configural cues (Rescorla,
1973) representing pairwise interactions between experimenter
defined stimulus elements. The secondary buffer is a copy of the
primary buffer from the previous trial plus a representation of
the outcome event that served as the US on the previous trial.
The interaction buffer contains pairwise configural cue represen-
tations for the elements from the current and previous trial. The
MECAM contains and parameter ω which weights the secondary
and interaction buffers. Setting these weighting parameters to
zero reduces the MECAM to the RWM. The Appendix contains
a detailed description of the implementations of the RWM and
MECAM that were used in the simulations that will be reported
below.

�V = ωαβ(λ − �V) (2)

Equation (2) provides the learning equation used in MECAM.
There is no difference between the RW and MECA models in
the way associative strength updates are made except that in the
MECAM the additional parameter ω is combined multiplicatively
with the learning rate parameters α and β (compare Equation (1)
and Equation (2)). The value of ω is allowed to vary for each
cue according to the buffer in which the cue is defined. Primary
buffer cues have ω = 1 whereas for secondary and interaction
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buffers 0 ≤ ω ≤ 1. Further details are provided in the Appendix
and below there follows a short outline of MECAM’s operation.

Table A2 provides an illustration of the operation of
MECAM’s buffers during three conditioning trials. On the first
trial experimenter defined cues A and B are present along with
the US outcome (an AB+ trial). The cue elements A and B appear
in the primary buffer as does the configural cue ab. Cue ab is a
theoretical entity used to represents the conjunction of the ele-
ments A and B. Because this is the first trial the secondary and
interaction buffers are empty and only the cues A, B, and ab
will have their associative strengths updated. At this point the
RWM and MECAM are entirely equivalent. Differences appear on
the second trial because now MECAM processes memorial rep-
resentations of the events of the first trial alongside the events
that occur on trial two. On trial two, three cues A, B, and C
are present and there is no outcome (an ABC- trial). Configural
cues ab, ac, and bc are used to represent the pairwise conjunc-
tions of the cue elements. Thus, on trial two, there are six stimuli
present in the primary buffer. There is no difference between the
RWM and the MECAM in the processing of primary buffer cues.
However, the MECAM additionally operates on the cue represen-
tations which now occupy the secondary and interaction buffers.
There are two aspects of this operation. First, the existing asso-
ciative strengths of the secondary and interaction buffer cues are
combined with those in the primary buffer to produce �V . In this
way the contents of all three buffers contribute to the outcome
expectation for the trial. Second, the associative strengths of the
cues present in all three buffers are updated. The cues present in
the primary buffer are always just those that occur on the current
trial (including configural components) whereas the secondary
buffer contains a copy of all of the stimuli that occurred on the
previous trial. These remembered stimuli have their own repre-
sentations and associative strength. Thus, stimuli A and At − 1 are
distinct entities, as are ab and at − 1bt − 1. Because the outcome of
the previous trial is just as likely, if not more likely, to be remem-
bered than the cues, the previous trial outcome is also coded as
one of the remembered stimuli in the secondary buffer (Ot − 1).
The interaction buffer encodes a subset of the configural cues that
are processed by MECAM. This subset consists of pairwise config-
urations of the elements of the current trial and the remembered
elements from the previous trial. In the Trial 2 example shown
in Table A2 the elements are A, B, and C from the current trial
and elements At − 1, Bt − 1, and Ot − 1 from the previous trial. This
results in nine configural cues appearing in the interaction buffer.
The use of three buffers allows different ω weights to be used for
different classes of stimulus entity. The third trial illustrated in
Table A2 gives a further example of how the buffer states change
on the next, BC−, trial.

The MECAM is predicated on the assumption that the source
of the behavioral complexity in individual learning curves is to
be found in the environment to which the participants are actu-
ally exposed. A corollary is that even if the RWM is correct
in its basic principles then simulations of individual participant
behavior using the RWM will be inaccurate unless the input
representations for the simulation match those in the individ-
ual’s learning experience. The MECAM hypothesis is that dur-
ing learning some of the influences on participant responding

will be due to learning of associations between trial outcomes
and memories of events occurring on previous trials. If this is
correct then MECAM simulations, which incorporate represen-
tations of the previous trial events as inputs to the learning and
expectations for the current trial, would provide better approx-
imations to individual learning curves than the RWM, which
involves learning and expectations only for current trial events.
The experiments reported below involved participants making
judgements about the likelihood of an outcome in each of a
series of trials. Participant responses were in the form of rat-
ings on an 11-point scale, running from 0—event will not occur,
through 5—event will/will not occur with equal likelihood, to
10—event will occur. However, these judgements are not repre-
sented directly in either the RWM or MECAM. The currency of
these models is the unobserved theoretical quantity of “associative
strength.” Therefore, to model the changes in these judgements
during learning it was necessary to find an appropriate way to
map between the theoretical quantity of associative strength and
observed judgements.

Unfortunately there is little agreement on the specific mapping
between association strength and behavioral response (Rescorla,
2001). This situation may seem to be a fatal flaw in any attempt
to provide a testable associative theory but the problem can be
circumvented in some cases by making the minimal assump-
tion of a monotonic relationship between the strength of the
CRs and association strength. This is reasonable when there are
qualitatively different predictions for the effect of an experi-
mental manipulation for the theories under consideration. For
example, in a feature-negative experiment one stimulus is rein-
forced (A+ trials) but a compound stimulus is non-reinforced
(AB− trials). The effects of adding a common feature to these
trials, to give AC+ and ABC− trials, differs qualitatively for
leading associative models (Thorwart et al., 2010). According to
the RWM the common-cue manipulation should make the dis-
crimination between reinforced and non-reinforced trials easier
whereas according to an alternative associative model the dis-
crimination should become more difficult (Pearce, 1994). Thus,
that comparison (Thorwart et al., 2010) between two asso-
ciative models only required the assumption of a monotonic
mapping between association strength and response strength.
However, in the current work there are no experimental manip-
ulations with qualitatively different predictions for the RWM and
MECAM. Instead, a quantitative comparison of the goodness
of fit between RWM and MECAM predictions and participant
responses was carried out. This needs a mapping between the
model currency of association strength and behavioral response
and a choice of mappings is available. Two mapping functions
were selected and compared. It was assumed that strength of
association could be treated as type of stimulus to which par-
ticipants would respond when asked to make their predictive
judgements so that a psychophysical scaling would be appropri-
ate. Two psychophysical functions have frequently been used to
relate stimulus magnitude to perceived stimulus intensity, one
based on Stevens’ Power Law the other based on Fechner’s Law
(e.g., Krueger, 1989). In the analyses below simulations were car-
ried out using both of these mappings and comparisons between
them were made.
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METHODS
The simulations reported below used data from a series of six
different multi-stage experiments. These experiments all used a
computer-based predictive learning task with a first stage consist-
ing of AX+, AY+, BX−, and BY− trials. Data from these trials
was used in the following analyses. In this notation the letters
indicate which cues are present on a trial, the plus and minus
signs indicate the presence or absence of the outcome. Analysis
1 used data from Experiment 1. The data from experiments 2–
6 were combined and treated as data from a single experiment,
hereinafter referred to as Experiment 2, in Analysis 2.

EXPERIMENTAL METHOD
The computer-based predictive learning task was presented as a
simple card game in which the participants had to learn which
cards would be winning cards. Participants were presented with a
series of trials each beginning with a display of a card. Participants
then used the keyboard cursor keys to adjust an onscreen indi-
cator to indicate their judgement of the likelihood that the card
would win. After the participant made a judgement the trial
ended with feedback on whether the card won or lost. The cards
had distinctive symbols and background colors such that the sym-
bols and colors could be used as cues to distinguish the winning
and losing cards. Experiment 1 and Experiment 2 used different
computer programs for implementation of the task, had differ-
ent numbers of trials in the learning sequence, and used different
participant populations. The five experiments that were com-
bined for Experiment 2 were the same on all of these variables so
they were analyzed together as a single experiment. Replication of
the analyses on the datasets of Experiment 1 and Experiment 2
provided a test of reliability and generality of findings.

Participants
Sixty-one participants took part in Experiment 1. Their aver-
age age was 17 years and they included 18 males. They were
recruited during a site visit to a sixth form (age 16–18) college in
Hampshire, UK. Participation was voluntary. One hundred and
forty-four participants took part in Experiment 2. Their average
age was 22 years and they included 41 males. They were recruited
from the student and staff at the University of Wales Swansea
campus and were paid £3 for participating.

Apparatus
In Experiment 1 participants were tested in groups at three com-
puter workstations housed in a mobile research laboratory set
up in the load compartment of a specially equipped Citroen
Relay van. To minimize interference between participants audi-
tory stimuli were presented over headphones and seating was
arranged so that participants could easily view only their own
computer screen. The screens measured 41 cm × 26 cm (W × H)
and were run in 32 bit color mode with pixel resolutions of 1440 ×
900. The display was controlled by a computer program writ-
ten in Microsoft Visual Studio 2008 C# language and used XNA
Game Studio Version 3.1 for 3D rendering of the experimental
scenario. In Experiment 2 participants were tested individually in
small experimental cubicles with sounds presented over the com-
puter speakers. The screens measured 28 cm × 21 cm (W × H)

and were run in 8 bit color mode with pixel resolutions of 640 ×
480. The display was controlled by a computer program written
in Borland Turbo Pascal.

Design and procedure
In all experiments participants were given a brief verbal descrip-
tion of the procedure before reading and signing a consent form.
Next, a more detailed description of the procedure was presented
on-screen for participants to read. In Experiment 1 the on-screen
information was given along with a voiceover of the text, played
through the headphones. The text from Experiment 1 is repro-
duced in full below. The text used in Experiment 2 had minor
wording differences but conveyed the same information.

Thank you for agreeing to take part in this experiment. During
the experiment you will be shown a series of “playing cards” on
the computer screen. The cards were played in a game at Poker
Faced Joe’s Casino. The experiment is divided into a series of tri-
als, each trial representing one card game. On each trial you have
to rate the likelihood that the cards on the screen will WIN or
LOSE. Make your rating by adjusting the indicator using the UP
and DOWN arrow keys. When you have made your rating press
RETURN. When you press return the cards will be turned over
and you will find out whether they win or lose. Your job is to learn
what outcome to expect. At first you will not know what to expect
so you will have to guess. However, as you learn, you should aim
to make your predictions as accurate as possible, to reflect the true
value of the cards that are in play. Review these instructions on the
screen. When you are sure that you understand what is required,
press the key C to continue. Please note, Poker Faced Joe’s is an
imaginary casino you will not lose or gain any money by the rat-
ing you make. However, please try to make your judgements as
quickly and as accurately as you can. Ask the experimenter if you
have any questions or press the key C to begin.

FIGURE 1 | Ratings for reinforced and non-reinforced trials mean ±
standard error for Experiment 1 and Experiment 2. See Results section
on page 7 for further details.
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After reading the instructions participants initiated the experi-
mental trials with a key press. There then followed a series of
trials. Each trial was one of four types; AX+, AY+, BX−, or BY−.
In Experiment 1 participants had eight of each trial type presented
in a random order, with order randomized for each participant
subject to the constraint that no more than two trials of the same
type could occur in sequence. The symbols and colors serving the
cue functions A, B, X, and Y were selected at random for each
participant from a set of 14 symbols and a set of 13 colors (e.g.,
Wingdings character 94 on a pink background). The background
colors were allocated to role of informative cues (A and B) and
the symbols allocated to the role of redundant cues (X and Y) in
an approximately counterbalanced fashion so that 30 participants
had colors in the A, B roles and foreground symbols in the X,Y
roles; vice-versa for the remaining 31. In Experiment 2 partici-
pants had four trials of each type presented in one of five different
orders, each order randomized subject to the constraint that no
more than three trials of one type could occur in sequence. Four
different symbols and three different colors were used. Allocation
of colors and symbols to the role of informative (A and B) and
redundant (X and Y) cues was approximately counterbalanced
(n = 73 color predictive and n = 71 symbol predictive). In both

experiments trials AX+ and AY+ were reinforced trials and were
followed by the “win” outcome after participants made their
judgements. Trials BX− and BY− were non-reinforced trials, and
were followed by the “lose” outcome after participants made there
judgements. Outcome feedback was in the form of onscreen text
“win” and “lose” accompanied by distinctive auditory signals.

ANALYSES
Analyses 1 used data from the 61 participants who took part in
Experiment 1. Analyses 2 used data from the 144 participants who
took part in Experiment 2. Both analyses each involved running
four simulations. Simulations of the RW and the MECA mod-
els were both run twice against the data from each participant;
once with the Stevens and once with the Fechner response map-
pings. The simulations were carried out in order to select opti-
mized values for model parameters i.e., the simulations involved
tuning the model parameters to produce responses matched as
closely as possible to those actually made by the participant.
The simulations were done using a computer program written
in Java and using the Apache Commons Math implementation
of Hansen’s Covariance Matrix Adaptation Evolution Strategy
(Hansen, 2006, 2012; Commons Math Developers, 2013). The

FIGURE 2 | Ratings and Rescorla–Wagner Model predictions for reinforced and non-reinforced trials using the Fechner Response Model in Experiment 1.

Top row, best fitting model samples. Middle row, intermediate fits. Bottom row, worst fitting model samples. See Results section on page 8 for further details.
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Covariance Matrix Adaptation Evolution Strategy (CMAES) is
a derivative-free multivariate optimization algorithm which was
applied to an objective function that produced the sum of squared
deviations (SSD), summed over all learning trials, between the
participant’s response and the model. The CMAES algorithm
searched for best fitting parameters for the model such that the
value of the objective function was minimized. Thus, the analyses
yielded, for each participant and each model, a set of parameters
and an SSD value as a measure of goodness of fit. The parame-
ters involved included the α and β learning rate parameters for
the RWM and MECAM (Equation A1 and Appendix Equation
A5), the buffer weights for the MECAM (ω values, Appendix
Equation A5), and the parameters used to control the mapping
of association to response strength in the Fechner and Stevens
models (Appendix Equations A3, A4). Further details of the sim-
ulation methods are given in the Appendix. Statistical tests were
performed using the R statistics package (R Core Development
Team, 2012).

RESULTS
The results are presented in four parts. First, the average learn-
ing curves from Experiment 1 and Experiment 2 are presented.

Second, comparisons are made between the models using Stevens
and Fechner response mappings. The Stevens response map-
ping produced better fits and, for brevity, some results are only
presented graphically for the models with Stevens response map-
ping. Third, a comparison of the RW and MECA models is
made. Finally, a comparison of the model parameters between
Experiment 1 and Experiment 2 was made to determine their sta-
bility from one dataset to another. In the results that follow the
SSD values found in the optimizations were converted to Root
Mean Square (RMS) measures of goodness of fit. This was done
to provide comparability between Experiment 1 and Experiment
2. This was necessary because Experiment 1 had 32 learning tri-
als whereas there were only 16 trials in Experiment 2. Thus the
SSD values for Experiment 1 were larger than those in Experiment
2. Because RMS error is the average error over all data points
RMS magnitude is not directly affected by the length of the trial
sequence.

AVERAGE LEARNING CURVES
Figure 1 shows the average learning curves generated in
Experiment 1 and 2. These curves show that learning has taken
place, there are clear differences in responses to reinforced and

FIGURE 3 | Ratings and Rescorla–Wagner Model predictions for reinforced and non-reinforced trials using the Stevens Response Model in Experiment 1.

Top row, best fitting model samples. Middle row, intermediate fits. Bottom row, worst fitting model samples. See Results section on page 8 for further details.
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non-reinforced cards after the second block of trials. However, for
reasons described in the introduction, the learning functions for
individual participants cannot be deduced from these averages.
Furthermore, these average curves hide a great deal of detail at
the level of individual learning curves. In order to address both
of these issues each of the following figures shows an ordered
selection of individual participant data.

COMPARISON OF FECHNER AND STEVENS RESPONSE MAPPING
Figures 2, 3 show individual learning curves for samples of par-
ticipants from Experiment 1 alongside model fits obtained for the
Rescorla–Wagner Model equipped with the Fechner (Figure 2)
and Stevens (Figure 3) response mapping models. Each figure
contains nine graphics, each of which shows data for an individual
participant and the associated best fitting model predictions. The
data in the rows is selected to illustrate the variation in goodness
of fit between model and data. The top rows represent best fits.
They contain samples of participants from the lower tercile of the
RMS error distributions. The middle rows contain samples of par-
ticipants from the middle tercile of the RMS error distributions.
The bottom rows represent worst fits. They contain samples of
participants from the upper tercile of the RMS error distributions.

Figure 2 shows data from Experiment 1 plotted along with best
fits from the Rescorla–Wagner Model using Fechner’s equation
for mapping associative strength to response. All of the partici-
pants featured in this figure have learned to respond appropriately
to the reinforced and non-reinforced cards but in several cases
(e.g., top-left panel) the participants’ responses remain unstable,
varying from trial-to-trial. The best fitting simulation responses
mirror the overall discriminations made by the participants but
do not capture the trial-to-trial variation in responding produced

by the participants, nor the downward trend in response on
the non-reinforced trials. It is notable that the worst model
fits, in the bottom row, occur for participants who had quickly
learned the discriminations. The poor fits occur because par-
ticipant responses reach asymptote within the first few trials
while the model responses slowly approach their asymptotes. This
results in large discrepancies between data and model on the
early trials. In contrast, in the top row, the fits are better because
the participant responses asymptote more slowly. Analysis of
Variance on these data produced a significant 3-way interaction
[F(30, 870) = 2.28, p < 0.001] of Block (1–16) × Reinforcement
(non-reinforced “v” reinforced) × Group (Best, intermediate,
and worst RMS fit) confirming that the development of the dis-
crimination between non-reinforced and reinforced trials differed
according to the model goodness of fit.

Turning to Figure 3, participant data from Experiment 1 is
shown alongside Rescorla–Wagner Model best fits using Stevens’
equation to map associative strength to response strength. All
except one participant (top-right panel) in this sample has
learned to respond appropriately. Once again the fits for the par-
ticipants who learned very quickly are worse (bottom row) than
for those who learned more slowly (top row) with ANOVA show-
ing a significant interaction between Block, Reinforcement, and
Group [F(30, 870) = 2.30, p < 0.001]. In contrast to the Fechner
based model, the model responses on the non-reinforced trials
decline over trial blocks.

Student’s t-tests on the RMS error showed that the mean RMS
fit was significantly better for the Stevens Response Model than
for the Fechner Response Model [t(60) = 10.67, p < 0.001]. The
mean RMS error values are given in Table 1. A very similar pic-
ture was obtained for the analysis of Experiment 2. For brevity a

Table 1 | Parameters values obtained in Analyses 1 and 2 and model goodness of fit values (RMS).

Experiment Model αctx αcue βrt βnrt k a c sbw ibw sv RMS

FECHNER RESPONSE MAPPING

1 RWM 0.03 0.24 0.24 0.20 9.10 – 1.71 – – 0.04 3.24

(0.008) (0.006) (0.005) (0.011) (0.236) – (0.111) – – (0.010) (0.078)

MECAM 0.13 0.24 0.24 0.20 8.52 – 1.11 0.32 0.80 0.05 3.06

(0.013) (0.005) (0.005) (0.012) (0.323) – (0.118) (0.043) (0.039) (0.010) (0.071)

2 RWM 0.04 0.24 0.24 0.22 9.40 – 2.25 – – 0.04 2.91

(0.006) (0.004) (0.002) (0.005) (0.107) – (0.087) – – (0.005) (0.057)

MECAM 0.11 0.24 0.24 0.22 8.67 – 1.44 0.35 0.78 0.04 2.77

(0.009) (0.003) (0.003) (0.005) (0.168) – (0.088) (0.029) (0.024) (0.004) (0.057)

STEVENS RESPONSE MAPPING

1 RWM 0.18 0.23 0.23 0.20 8.91 2.25 – – – 0.12 2.82

(0.013) (0.008) (0.006) (0.012) (0.290) (0.107) – – – (0.007) (0.068)

MECAM 0.11 0.23 0.23 0.20 8.39 1.81 – 0.27 0.67 0.07 2.65

(0.012) (0.006) (0.004) (0.011) (0.322) (0.118) – (0.036) (0.041) (0.009) (0.071)

2 RWM 0.18 0.24 0.24 0.23 9.26 2.53 – – – 0.12 2.60

(0.008) (0.004) (0.002) (0.005) (0.144) (0.067) – – – (0.004) (0.055)

MECAM 0.12 0.24 0.24 0.22 8.61 1.84 – 0.30 0.77 0.06 2.43

(0.008) (0.003) (0.003) (0.006) (0.145) (0.081) – (0.025) (0.022) (0.004) (0.047)

Means (standard error).
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sample of participant and model data is presented for Experiment
2, only for the Stevens model, in Figure 4. ANOVA once again
showed that the fit was related to the rate of discrimination
[F(14, 987) = 3.93, p < 0.001] and the Stevens response model
also produced significantly better fits for the data of Experiment
2 than did the Fechner model [t(143) = 19.63, p < 0.001].

COMPARISON OF RWM AND MECAM
Although the RWM captures the general trends in the data, par-
ticularly when using Stevens response mapping, consideration of
the individual data in Figures 2–4 reveals that the fitted model
does not accurately reproduce the participant responses. The
MECA Model was developed as an alternative application of the
Rescorla–Wagner principles. The aim was to determine whether
or not these shortcomings of the Rescorla–Wagner Model might
be rectified by using a more elaborate model of the stimu-
lus environment. Figures 5, 6 show data from Experiments 1
and 2 together with best fits from the MECA Model using
Stevens Response Model. In comparison with the Rescorla–
Wagner Model fits (compare Figure 3 with 5 and Figure 4 with 6)
the MECA Model produced good fits for the participants who
learn quickly the correct responses, as well as good fits for the

participants who learn more slowly. The three-way interaction
of Block, Reinforcement, and Group was not significant in
Experiment 1 [F(30, 870) = 1.24] nor in Experiment 2 [F(14, 987) =
1.50]. In addition to providing better fits overall the MECA Model
also produced less stable responses from trial-to-trial and it is in
that sense a better approximation to the responses produced by
the participants. In many cases the trial-to-trial variation in the
model predictions does not covary with the participant responses
but in a number of cases there are striking correspondences (e.g.,
Figure 5 middle and middle-right panels). Student’s t-tests on the
RMS error showed that the mean RMS fit was significantly better
for the MECA Model than for the RWM in Experiment 1 and
in Experiment 2 [t(60) = 5.68, p < 0.001 and t(143) = 5.88, p <

0.001, respectively]. The RMS error values are given in Table 1.
For Experiment 1 there was an improvement in the RMS error

value for the MECA Model over the RW Model in 43 out of 61
cases—70% of participants has better fits using the MECAM,
the median improvement value was 0.11. In Experiment 2 the
median improvement value of MECAM over the RWM was also
0.11 with the MECAM producing smaller RMS values in 89 out
of 144 participants—62% had better MECAM fits than RWM fits.
Figure 7, gives direct comparisons of the fits of the MECAM and

FIGURE 4 | Ratings and Rescorla–Wagner Model predictions for reinforced and non-reinforced trials using the Stevens Response Model in Experiment 2.

Top row, best fitting model samples. Middle row, intermediate fits. Bottom row, worst fitting model samples. See Results section on page 9 for further details.
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FIGURE 5 | Ratings and MECA Model predictions for reinforced and non-reinforced trials using the Stevens Response Model in Experiment 1. Top

row, best fitting model samples. Middle row, intermediate fits. Bottom row, worst fitting model samples. See Results section on page 9 for further details.

RWM to a selection of individual participants from Experiment 2.
Each panel shows data from a single participant and the best fit-
ting RWM and MECAM responses to facilitate comparison of the
models. The rows in Figure 7 are arranged to show tercile sam-
ples for participants varying according to the improvement in
fit that the MECAM provided over the RWM. Participants were
ranked according to the difference in RMS values between the
model fits (RWM minus MECAM). A positive value on this dif-
ference score indicates that the MECAM model had a better fit
than the RWM. In Figure 7 the top row provides a sample of par-
ticipants from the upper tercile of the improvement distribution
(most improvement), the middle row a sample from the middle
tercile, and the bottom row a sample from the lower tercile (least
improvement). From left to right the RMS improvements in the
top row were 0.46, 0.76, and 0.74; for the middle row they were
0.28, 0.32, and −0.01; and for the bottom row they were −0.26,
−0.04, and −0.05.

COMPARISON OF PARAMETERS FROM EXPERIMENT 1 AND
EXPERIMENT 2
Multivariate Analysis of Variance (MANOVA) was used to com-
pare Experiment 1 and Experiment 2 to assess whether or not

the fitted model parameters differed for the two datasets. The
parameter values for Experiment 1 and Experiment 2 did not
differ in three out of the four cases. The parameters were the
same in both datasets for the MECA Model with Fechner response
mapping, and for the MECAM and RW Models with Stevens
response mapping [approximate Fs F(9, 195) = 1.61, F(9.195) =
0.84, and F(7, 197) = 1.42, respectively]. MANOVA did show a
difference between experiments when the RWM with Fechner
response mapping was considered [approximate F(7, 197) =
9.38, p < 0.001]. Follow-up t-tests using Welch’s correction pro-
duced significant differences only for the response mapping
parameter c. Lower values of c were found in Experiment 1 than
in Experiment 2 [t(135) = 3.81, p < 0.001].

DISCUSSION
Two principle findings emerged. First, in this model fitting exer-
cise, better results were obtained by using a mapping between
associative strength and response strength based on Stevens’
Power Law than by using a mapping based on Fechner’s Law. The
average model predictions using the RWM and Stevens response
mapping differed from the participant data by 2.82 (Experiment
1) and 2.60 (Experiment 2) units on an 11 point response scale.
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FIGURE 6 | Ratings and MECA Model predictions for reinforced and non-reinforced trials using the Stevens Response Model in Experiment 2. Top

row, best fitting model samples. Middle row, intermediate fits. Bottom row, worst fitting model samples. See Results section on page 9 for further details.

In comparison the same figures for the Fechner response mapping
were 3.24 and 2.91 (see RMS values in Table 1). Second, although
the RWM captured general trends in the individual data, the fits
were poor and significant improvements were obtained using the
MECAM. Using Stevens response mapping the average MECAM
predictions differed by 2.65 and 2.43 units from the participant
data (Experiment 1 and Experiment 2, respectively). This latter
result supports the main hypothesis of this work, that participant
responses on trial n are influenced by the predictive value of the
memorial representations of stimuli from the previous trial. Since
the sequences in these experiments were generated randomly it
is argued that the predictive contributions of trial n − 1 mem-
ory stimuli serve to add noise to the observed responses. Because
these stimuli are unlikely to remain predictive for long sequences
of trials they will tend to lose their influence toward the end of the
trial sequence.

The introduction began with a statement of the theoretical sig-
nificance of the form of the learning curve. Although analysis of
learning curves appeared to offer a route for theory advance, the
promise of ruling in or out one of two major classes of learn-
ing curve (power or exponential) has not been fulfilled. Several

factors have contributed to the difficulties including using multi-
component tasks and problems with averaging (e.g., Mazur and
Hastie, 1978; Heathcote et al., 2000). However, even if it is not
possible to clearly determine whether or not learning curves are
best characterized by power functions or by exponential func-
tions, this does not exhaust the possibilities for theoretical analysis
offered by a study of learning curves. Individual learning curve
data are highly variable and idiosyncratic, and we do not yet have
an accurate theoretical model of this variability. Some have argued
for alternatives to associative models to understand these data
(e.g., Nosofsky et al., 1994; Gallistel et al., 2004). Here it is argued
here that an associative model of individual learning curves is
worthy of further exploration but that such a model will require
a more realistic approach to characterizing the environment of
the learner. The current MECA Model is one example of such a
strategy and one of its core assumptions is that “non-local” fea-
tures play a part in this environment. A second core assumption
in the MECAM is that an adequate description of the stimulus
environment will require recognition of interactions between ele-
mental stimuli. Both of these core assumptions were examined in
the current investigation and will be discussed below.
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FIGURE 7 | Ratings, MECAM, and RWM predictions for reinforced and non-reinforced trials using the Stevens Response Model in Experiment 2. Top

row, greatest MECAM improvement samples. Middle row, intermediate MECAM improvements. Bottom row, least MECAM improvement samples. See
Results section on page 10 for further details.

This is not the first time that it has been suggested that there are
non-local influences on behavior. The Perruchet effect mentioned
in the introduction is another example (Perruchet et al., 2006)
and there have been related suggestions in studies of sequence
learning effects. Theoretical analyses of non-local influences have
been explored previously in the framework of Simple Recurrent
Networks (SRNs) as well as in memory buffer frameworks sim-
ilar to that used in the MECAM. In the original SRN model
(Elman, 1990) a three-layer neural network was used with the
activations of the hidden-layer fed-back to form part of the input
pattern for the current trial. This SRN was introduced as an alter-
native to memory buffer models of sequence learning in which
the inputs of previous trials were simply repeated on the cur-
rent trial. The SRN approach to sequence learning has acquired
prominence but memory buffer models still appear to have some
utility. Kuhn and Dienes found that a memory buffer model of
learning better approximated human learning than did an SRN
model (Kuhn and Dienes, 2008). Of course there are many ways
in which a memory buffer model could operate and the challenge
now is to develop an optimal approach. In their buffer model
Kuhn and Dienes used the previous four trials and did not include

any configural cue representations. The MECA Model presented
here adopted a memory buffer approach using just the previ-
ous trial and included representations of configural cues. The
MECAM’s implementation of both of these ideas requires further
examination and development.

Use of two trials t and tn − 1 is only an approximation to mod-
eling the continuous time-based nature of experience. However,
as argued in the introduction and as demonstrated empirically,
inclusion of trial tn − 1 results in qualitative and quantitative
improvements in modeling of simple learning as compared to
the same model using trial t alone. Further investigation of this
approach could be carried out by using additional buffers to
determine an optimal number but a more principled approach to
further development of the MECAM is preferred. In MECAM the
primary buffer is a focal memory store containing the events of
the current trial and the secondary buffer contains a remembered
version of the previous trial. The interaction buffer is a configu-
ral product of the elements in the primary and secondary buffers.
MECAM currently represents time by trial-based discrete changes
in the contents of these primary and secondary buffers the con-
sequence of which is that only the current and previous trial
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events can be learned about. One way to allow the possibility of
events from trial tn − x to play a part in MECAM’s learning would
be to include a model of decay and movement of the elements
between the primary and secondary buffers. This would allow the
buffers to contain a more heterogeneous representation of previ-
ous trials, for example the bulk of the secondary buffer could be
occupied with memories of trial tn − 1 with progressively smaller
components representing trial tn − 2, tn − 3 etc. Discussion of the
model of buffer behavior is beyond the scope of this article but is
emphasized that even a crude operationalisation of this aspect of
MECAM is an improvement on modeling solely with trial t alone.

The inclusion of configural cues in the MECAM may seem
questionable because there is no requirement that participants
use configural cues to respond appropriately in the tasks used.
Whilst some studies have shown that the weight attached to con-
figural cues can be increased by experience (e.g., Melchers et al.,
2008) there is also data to indicate that configural processes oper-
ate by default, rather than simply coming into play as necessary
(e.g., Shanks et al., 1998). Thus, the simplifying assumption to
exclude configural cues seems no more justified than assuming
participants would only attend to the current trial. Indeed, part
of the rationale for MECAM was to include aspects of the stim-
ulus environment that are, strictly speaking, redundant for the
solution of the problem at hand. The MECAM assumes that par-
ticipants are responding to something when “noisy responses”
occur and takes into account measurable components of envi-
ronmental structure which previous studies have shown, in other
contexts, to be important in controlling responding. It should be
noted here though that the modeling exercise did not include
specific comparisons of the standard RWM with and without
configural cues. The primary focus was on the comparison of
two models, both containing configural cues, with one model
only representing the current trial (the RWM) and the other
model representing the current and previous trial (the MECAM).
Nevertheless we can assert that configural cues are important by
looking at the optimized values of the interaction buffer weight
in Table 1. In all fitted models this weight is substantially greater
than zero and since the interaction buffer contains only con-
figural cues this result supports their inclusion in modeling.
The result for the secondary buffer is not as clear because this
buffer contains a mixture of configural and elemental stimulus
representations.

Thus, the MECAM principle of including an extended descrip-
tion of the stimulus environment, in terms of both trial history
and stimulus interactions, is a reasonable way to reconcile an
associative model such as the RWM with the learning curve data
but the extent to which MECAM can be refined remains to be
determined; MECAM as it stands is far from a complete account.
The current work has provided some proof-of-concept for two
major principles and future work is needed for refinement. A sug-
gestion for a more flexible model of buffer behavior has already
been mentioned and there is also a need to explore of different
types of configural cue model apart from the pairwise stimulus
unique-cue model used in this version of MECAM (e.g., Brandon
et al., 2000).

Further developments of MECAM are justified on the basis
of the statistically significant, and visible improvements, to the

modeling of individual learning curves that were obtained in
the current work. However, one criticism that could be leveled
at the MECAM is that the gains are small and that the model
is excessively complex. Examination of the RMS error values in
Table 1 provides a metric against which to assess the size of the
gains. In Experiment 1, for the Stevens response mapping, the
RMS error for the MECAM was 6% less than for the RWM; in
Experiment 2 the RMS error reduction was 6.5%. In these sim-
ulations MECAM was implemented with nine free parameters, a
considerable increase from the RWM implied by Equation (1),
which appears to include only two free parameters, α and β.
It is true that the RWM is a simple model but in reality most
applications of the model actually use more than these two explic-
itly declared free parameters. It is common practise to allow
different values of α for different cue types (e.g., context cues
and configural cues may have lower values) and different β val-
ues for reinforced and non-reinforced trials (e.g., Mondragon
et al., 2013). If the model is intended to make quantitative rather
than just qualitative predictions then inclusion of a rule to map
associative strength to response strength necessarily introduces
additional parameters. In the current simulations the RWM was
implemented with seven free parameters so the MECAM effec-
tively included two additional free parameters, the weights for
the primary and secondary buffers sbw and ibw. It is well beyond
the scope of the current paper to provide a detailed discussion
of whether or not the observed gains are worth the cost of the
additional parameters but two points are worthy of note. First,
model complexity is not determined solely by the number of free
parameters in the model (Grünwald, 2005). In fact, compared
with some leading learning models (for a recent review see Wills
and Pothos, 2012) the MECAM remains algorithmically simple,
using the standard RWM learning rule. The aim of MECAM
was to retain algorithmic simplicity and find a suitable account
of the observed individual behavioral complexity in terms of
the observable environmental events experienced by individual
participants. Second, the model parameters were stable in two dif-
ferent datasets, this replication gives some assurance of the model
generality.

The current test of MECAM was focussed on its ability to
generate better fits to learning curve data but there are a num-
ber of other model specific predictions that would valuable to
establish the psychological validity of the concepts in MECAM.
For example, because MECAM predicts an influence of the pre-
vious trial on responding to the current trial then it follows
that an alternating sequence of A− and B+ trials would be
learned more quickly than when A− and B+ trials were pre-
sented in a random order. Furthermore MECAM would predict
considerable responding, following the alternating sequence, on
the second trial of a test consisting of the sequence B− fol-
lowed by T, where T is a novel test stimulus. After a randomly
ordered sequence of A− and B+ trials a test consisting of
B− followed by T should elicit relatively little responding. The
MECAM would also give rise to the prediction that participants
with better short-term memories 1 would likely have increased

1I am grateful to a reviewer of this paper for this suggestion.
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salience of events on trial tn − 1 and thus respond differentially
to a manipulation involving trial orderings. This type of test,
involving model specific predictions, will ultimately be required
to justify the additional complexity of the MECAM. It is clear
though that we are currently in a rather uncomfortable position
because models such as the RWM are unable to provide accurate
quantitative approximations to the observed learning curves—a
fact which is a significant shortcoming in the field of learning
research.

In summary, a simple associative model such as the RWM
gives only a poor approximation to individual learning curve
data. It is not appropriate to rely on analysis of average curves
to resolve this problem but a viable theory of learning must still
be able to provide an accurate model of the individual data.
The MECAM is a development of the RWM which attempts to
model the complex responses that make up individual learn-
ing curves. The MECAM assumes that participant responses are
subject to non-local influences (e.g., cues present on previous
trial) and, because these cues are typically not predictive for
long trial sequences, the influence of these cues adds noise to
the observed learning curves. The improvements made by the
MECA Model over the RWM suggests that this assumption is
reasonable and the cue-structures defined in the current inves-
tigation are offered as an initial approximation subject to further
investigation.
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APPENDIX
SIMULATIONS
Details of the simulations of the RWM and the MECAM are
provided below. Table A1 provides a summary of the model
parameters. Table A2 illustrates the operation of the MECAM
memory buffers.

RWM simulations
The RWM simulations used the standard Rescorla–Wagner
equation (Rescorla and Wagner, 1972) for updating associative
strength for each stimulus present on a trial t, namely:

Vi, t + 1 = Vi, t + αiβ(λt −
n∑

i = 1

Vi, t) (A1)

In Equation (A1) the subscript t indexes the trial number and
there are n stimuli present on a trial, indexed by subscript i. The
update on associative strength V , is a product of α, β, and the
parenthesized error term. λ is set to 0 for non-reinforced trials and
1 for reinforced trials. Implementation of Equation (A1) was car-
ried out with the representation of each trial encoded to include
the context, the explicit experimenter defined cues, and configural
cues. For example, on an AX trial, six stimuli would be assumed to
be present—C, A, X, ca, cx, and ax, where C is the experimental
context (which was constant in all trials in the current simula-
tions), A and X are the experimenter provided cues (foreground
symbol and background color of the cards), and ca, cx, and ax
are configural cues arising from pairwise interactions between
stimulus elements C, A, and X.

The CMAES optimizing algorithm adjusted the α and β values
used in Equation (A1). The α values for the configural cues were
set to the average α value of the configuration elements divided by
the number of elements represented (Equation A2). This scaling
was chosen rather than selecting an arbitrary value on the basis
that it provides a link between the salience of the elements and the
configural cues, and reduces the salience of configural cues rela-
tive to element cues. Separate α values for the context and cues
were selected by the optimizer, parameters αctx and αcue. On rein-
forced trials β was set to the parameter βrt and on non-reinforced
trials this was scaled by multiplication with parameter βnrt. The
optimizer also selected the initial associative strength for all cues
at the start of each simulation, parameter sv, and the parame-
ters to control the mapping of associative strength to response
strength. Optimization of sv was provided as an alternative to set-
ting initial strength to zero or to a random value. Two models
were used for response mapping, both of these use two param-
eters. For the mapping based on Stevens’ Power Law the model
response was given by Equation (A3) and for Fechner’s Law the
model response was given by Equation (A4). The optimizations
minimized the sum of squared deviations between the model and
participant responses, summing over all trials. Constraints were
applied to the parameters, for RWM and MECAM simulations, as
shown in Table A1 because simulations became unstable in some
cases without constraints.

�α

n2
(A2)

k

[
n∑

i = 1

Vi, t

]a

(A3)

k ln

[
n∑

i = 1

Vi, t + 1

]
+ c (A4)

MECAM simulations
The MECAM simulations used a modification of Equation (A1):

Vi, t + 1 = Vi,t + ωαiβ

(
λn −

n∑
i = 1

Vi, t

)
(A5)

In Equation (A5) an additional parameter ω is used to adjust
the update to the associative strength of each cue that is present
on a trial. In the MECAM the stimulus environment is assumed
to consist of stimulus representations in three buffers, a pri-
mary buffer, a secondary buffer, and an interaction buffer. The
value of ω is determined for each cue according to the buffer
in which the cue is defined. The primary buffer holds repre-
sentations of the stimuli present on the current trial, as speci-
fied in the implementation of the RWM described above (page
16). ω for primary buffer stimuli is set at 1. The secondary
buffer holds representations of the stimuli that were present on
the previous trial. ω for secondary buffer stimuli was set at
the value adjusted by the optimizer, the parameter secondary
buffer weight (sbw) is shown in Table A1. The primary and
secondary buffers both hold elemental representations of stim-
uli and pairwise configural cue representations of the elemen-
tal cues as shown in Table A2. In Table A2 stimuli from the
previous trial are subscripted t − 1 and configural cues are in
lower case. For example At − 1 and at − 1bt − 1 represent mem-
ories from the previous trial. At − 1 is the memory of element
A and at − 1bt − 1 is the memory of the configural cue for the
co-occurrence of A and B. Note that the configural cues in
the secondary buffer are remembered versions of those were
created from pairwise combinations of the stimuli that were pre-
sented on the previous trial, they have not been created de novo.
The interaction buffer, on the other hand, holds only configu-
ral cue representations. These representations are created from
combinations of the element cues present in the primary and
secondary buffers. For example aat − 1 is the configural cue for the
co-occurrence of element A on the current trial and the mem-
ory of A from the previous trial. Note that no new configural
representations that appear in the interaction buffer are cre-
ated entirely from remembered elements. Thus, in the tabulated
example on trial 2, we obtain configural cues such as aat − 1

because these consist of a current and a remembered element.
However, we do not get cues such as at − 1ot − 1 because this
would involve two remembered elements. Configural cues involv-
ing two remembered elements only occur in the secondary buffer
as remembered versions of configurations from the previous trial
(e.g., at − 1bt − 1).

ω for interaction buffer stimuli was set at the value adjusted
by the optimizer, the parameter interaction buffer weight
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(ibw) is shown in Table A1. For further illustration of how
the stimulus environment is represent in the MECAM refer
to Table A2 which shows the state of the MECA buffers
state in a series of three successive trials. Cues A and B

Table A1 | Parameters used, and optimization boundary values, in

RWM and MECAM simulations.

Parameter Description Lower Upper MECAM RWM

bound bound

αctx α value for context 0.01 0.25 � �
αcue α value for cues 0.01 0.25 � �
βrt β for reinforced trials 0.01 0.25 � �
βnrt β scaling for

non-reinforced trials
0.01 0.25 � �

k Associative strength
to response mapping

0.01 10 � �

a Associative strength
to response mapping

0.01 3 � �

c Associative strength
to response mapping

0.01 5 � �

sbw Weight for
secondary buffer
stimuli

0 1 � ×

ibw Weight for
interaction buffer
stimuli

0 1 � ×

sv Initial associative
strength

0.01 0.25 � �

are present on the first trial, and the outcome occurs; cues
A, B, and C are present on the second, non-reinforced,
trial; cues B and C are present on the third, non-reinforced
trial.

Table A2 | State of buffers on three successive trials; AB+, ABC−, and

BC−.

Trial 1 Trial 2 Trial 3

Element Configural Element Configural Element Configural

cues cues cues cues cues cues

Primary
buffer

A ab A ab B bc

B B ac C

C bc

Secondary
buffer

At − 1 at − 1bt − 1 At − 1 at − 1bt − 1

Bt − 1 Bt − 1 at − 1ct − 1

Ot − 1 Ct − 1 bt − 1ct − 1

Interaction
buffer

aat − 1 bat − 1

abt − 1 bbt − 1

aot − 1 bbt − 1

bat − 1 cat − 1

bbt − 1 cbt − 1

bot − 1 cct − 1

cat − 1

cbt − 1

cot − 1

Element cue Ot − 1 on trial 2 is the memory of the outcome that occurred on trial

1. See text above (page 16).
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Associative learning has provided fundamental insights to understanding psychopathology.
However, psychopathology occurs along a continuum and as such, identification
of disruptions in processes of associative learning associated with aspects of
psychopathology illustrates a general flexibility in human associative learning. A handful
of studies have looked specifically at individual differences in human associative learning,
but while much work has concentrated on accounting for flexibility in learning caused by
external factors, there has been limited work considering how to model the influence of
dispositional factors. This review looks at the range of individual differences in human
associative learning that have been explored and the attempts to account for, and model,
this flexibility. To fully understand human associative learning, further research needs to
attend to the causes of variation in human learning.
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attention

Research into individual differences across the human popu-
lation has contributed to better understanding of everything
from academic achievement to crime and delinquency, from
income and poverty to health (Lubinski, 2000). Studying indi-
vidual difference in human learning has contributed to our
understanding of the mechanisms underlying psychopathology,
particularly because learning identifies a process and therefore
a mechanism by which individuals might differ. As traits of
psychopathology vary across the population, our understand-
ing of the association between psychopathology and disruptions
in processes of association learning, may tell us a considerable
amount about the nature and extent of variation in human asso-
ciative learning. While evidence that people do not all learn
the same way has been used to help us understand aspects
of psychopathology, this exploration of flexibility in human
learning needs to be integrated into our general understanding
of the mechanisms of learning so that models can accommo-
date the factors that produce variance in learning. To exam-
ine individual difference in all aspects of associative learning
would be too board a scope for this review. To provide focus
to analysis of individual differences, this paper addresses vari-
ation in learning about combinations of stimuli. Specifically,
this review presents a range of examples demonstrating indi-
vidual differences in the selectivity of learning and tendency to
learn about individual elements or configurations and consid-
ers how models of associative learning can accommodate this
variation.

Associative learning theorists understand behavior by studying
how associations between stimulus representations are acquired
and used. Much of this work considers which factors influence
learning and how these factors exert influence. The basic model
of error prediction learning, shown in Equation (1) provides
us with an indication of several factors that might influence

learning. This equation was described by Rescorla and Wagner
(1972).

�Vn = αn × β × (λ − �V) (1)

This equation describes change in associative strength of a stim-
ulus (�Vn) as a function of prediction error; that is, the dis-
crepancy between the outcome expected following the given
stimulus and the outcome that actually occurs. Prediction error
is given by the difference between the asymptote of learning
(λ), the total associative strength that the unconditioned stim-
ulus (US) can support, and the current associative strength
of all stimuli present on the trial. Prediction error is mul-
tiplied by the salience or intensity of that stimulus (α) and
the US (β).

To provide some examples, research has considered how
stimulus representations might differ on the basis of intensity
and/or salience (i.e., α) and how such differences influence learn-
ing (Perkins, 1953; Logan, 1954; Redhead and Pearce, 1995).
There has also been much consideration how attention shifts
between different stimuli to influence learning (Mackintosh,
1975; Pearce and Hall, 1980; Le Pelley and McLaren, 2004; de
Wit and Dickinson, 2009; Harris and Livesey, 2010; Lubow, 2010;
McLaren et al., 2010) and how previous experiences can modify
the acquisition of new stimulus representations and their associ-
ations (Kamin, 1968; Seligman, 1972; Lubow et al., 1976). This
review considers whether these factors are constant across the
population, or whether the influence these factors have upon
learning varies between individuals. As much of the research test-
ing individual difference in human associative learning relates
to psychopathology, this review relies heavily upon illustra-
tions from clinically focused research. The studies discussed here
demonstrate substantive individual differences in central aspects
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of associative learning. The review concludes with a brief look at
how models of associative learning can account for the observed
individual differences.

STIMULUS SALIENCE AND SELECTIVE PREDICTION ERROR
Individual difference in terms of what is perceived to be salient
may influence the acquisition of associations. The strength with
which associative learning occurs tends to increase with stimu-
lus salience (Kamin and Brimer, 1963; Kamin and Schaub, 1963).
For instance, if two stimuli of different salience co-occur, stronger
stimulus-outcome associations should be acquired for the more
salient stimulus (Kamin, 1969; Mackintosh, 1971). Similarly, the
strength of associative learning has been related to the strength
of the unconditioned stimulus (US; Pavlov, 1927). For example,
conditioned responding to shock in rabbits was observed to be
directly related to the intensity of the shock, the US (Smith, 1968).
To summarize with a relative simple example; a child playing with
a toy may learn that pressing a lever on the toy causes a light
to turn on. The perceived intensity or salience of the light (the
outcome of the behavior) will influence the associative strength
that can be supported. The perceived kinaesthetic experience of
handling the leaver (the intensity or salience of the stimulus) will
also influence the strength of learning. Variation in terms of what
individuals find salient should have a substantial impact upon the
acquisition of associations and may, for example, contribute to
differences in associative learning in depression and anxiety.

Depression is associated with a tendency to find certain nega-
tive information salient (Matthews et al., 1995; Mogg et al., 1995;
Bradley et al., 1997; Rusting, 1998, 1999; Gotlib et al., 2004; Chan
et al., 2007; Phillips et al., 2010). This should have an impact
upon the associations learned. Learning with salient stimuli will
occur at the expense of less salient stimuli (Mackintosh, 1971). As
such, if individuals with, or at risk of developing, depression find
negative information more salient, they should be more likely to
learn associations with negative stimuli as opposed to positive or
neutral stimuli.

When learning occurs, the strength of learning that can be
supported is dependent upon the strength of the outcome, or
unconditioned stimulus (i.e., Rescorla and Wagner, 1972). As in
the example of the child playing with a toy, the association formed
between pressing the leaver and the occurrence of the outcome,
the light turning on, may be influenced by how bright the light is,
but also by how much lights interest the child. If the child’s inter-
est in lights is minimal, we may suggest that the perceived salience
of the light, for that child, is limited. In which case, the strength
of learning that the light may support should be limited. Applying
this logic to individuals with depression, we may consider that the
tendency to find negative information more salient may increase
the perceived salience of negative outcomes. This should facilitate
negative outcomes to support stronger acquisition of associa-
tive strength. This may, for instance, result in individuals with
depression forming stronger associations between stimuli and
negative outcomes, facilitating subsequent negative expectations.
As such, the tendency to find negative information more salient
may perpetuate expectation of unfavorable outcomes.

Aspects of fear conditioning associated with anxiety may
be characterized by similar differences in stimulus perception.

Enhanced fear conditioning is suggested to play an important role
in anxiety disorders (Craske et al., 2006; Mineka and Zinbarg,
2006). Variation in the perceived intensity of a fearful stimulus is
one factor that may account for differences in the ease with which
fear associations are learned or maintained (Otto et al., 2007).
For instance, participants’ ratings of the aversiveness of a US have
been observed to correlate significantly with ability to learn to dis-
sociate a stimulus (CS) paired with the aversive US from a CS not
paired with the US (Joos et al., 2013).

The salience of a stimulus, however, is not fixed. Stimulus
salience may change with experience (Mackintosh, 1975; Pearce
and Hall, 1980; Le Pelley and McLaren, 2004; Le Pelley et al.,
2010; Pearce and Mackintosh, 2010). Learning arguably occurs
more readily with stimuli that are good predictors of an out-
come while stimuli that are poor predictors of an outcome lose
ability to capture attention (Mackintosh, 1975). Research into
mechanisms of associative learning which may underpin symp-
toms of schizophrenia provide examples of individual difference
in changes of stimulus salience over training.

Normally, repeated presentation of a stimulus uncorrelated
with an outcome retards subsequent ability to learn about that
stimulus (Lubow and Moore, 1959; Lubow et al., 1976; Lubow,
2010). This effect has been termed latent inhibition. One expla-
nation for this effect is that repeated exposure to the stimulus
reduces the salience of the stimulus, specifically affecting the
attentional associability of the stimulus such that the weight of
attention afforded to the stimlus is reduced relative to other
stimuli (Mackintosh, 1975; Le Pelley, 2004). As attentional asso-
ciatibility will determine which stimulus should have access to
learning and which should not (Mackintosh, 1975; Le Pelley,
2004), a reduction in attentional associability should reduce
learning.

This process of latent inhibition is disrupted in schizophre-
nia and this disruption is associated with negative symptoms of
schizophrenia in particular (Lubow et al., 1976; Baruch et al.,
1988; Lubow, 1989, 2010; Gray et al., 1995; Vaitl and Lipp,
1997; Rascle et al., 2001; Gal et al., 2009). In contrast, persis-
tent latent inhibition, that is, abnormally strong processes of
latent inhibition, have been observed in animal models of posi-
tive symptoms of schizophrenia (Weiner, 2003). In contrast to the
wealth of research exploring disrupted latent inhibition in human
partcipants, there has been limited work exploring the effect of
persistent latent inhibition in the human population. Further
research would be beneficial to help understand whether mech-
anisms of associative learning have relevance for understanding
positive symptoms of schizophrenia. The disruption of latent
inhibition assocaited with negative symptoms of schizophrenia,
however, suggests that negative symptoms are associated with a
deficit in selective attention (Solomon et al., 1981; Weiner et al.,
1981, 1984) or selective prediction error (Haselgrove and Evans,
2010).

Haselgrove and Evans (2010) have used the blocking effect
to further explore the relationship between selective prediction
error and schizophrenia. Blocking is thought to be dependent
upon selective prediction error. Kamin (1968, 1969) observed
that prior training with one stimulus interferes with the acqui-
sition of of associative strength with a second stimulus when
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presented in compoud with the initial stimulus. For instance if
a stimulus is paired with an outcome (A+) prior to pairing two
stimuli with the same outcome (AX+), the associative strength
acquired by the second stimulus (X) is reduced compared to a
control. Selective prediction error is argued to underlie this effect
(Haselgrove and Evans, 2010). The Rescorla and Wagner model
of learning, described above in Equation 1, uses a summed error
term and predicts that change in the associative strength of a
stimulus depends upon the difference between the asymptopte of
learning supported by the outcome and the associative strength of
all stimuli present on a trial. For example, on the AX compound
trial, A already predcits the outcome and therefore the prediction
error is minmal, preventing learning with X. A failure to show
blocking may suggest that prediction error is non-selective, that
is, on the AX compound trial the associative strength acquired by
A is not considered when learning with X and hence learning with
X can occur (Haselgrove and Evans, 2010).

Blocking is disrupted in schizophrenia; this disruption is asso-
ciated with the negative and depressive symptoms of schizophre-
nia in particular (Bender et al., 2001; Moran et al., 2008). This
effect has been replicated in a non-clinical sample; individuals
with high levels of introverted anhedonia, the negative symptom
dimension of schizotypy, show disrupted blocking (Haselgrove
and Evans, 2010). Observation of this effect with the dimension of
schizotypy suggests that across the general population individuals
differ considerably in the selectivity of their learning.

ATTENDING TO THE CUES OR THE CONTEXT
In an associative learning paradigm participants are usually given
the opportunity to learn that a stimulus predicts an outcome.
Specificity is a fundamental component of this learning. That is to
say, learning that a specific stimulus, and not the context in which
that stimulus is presented or any other presented stimuli, predicts
that the outcome of interest. To return to the original example of
a child playing with a toy; pressing the leaver causes a light to turn
on. In playing with the toy the child has the opportunity to expe-
rience the contingency of leaver pressing and the occurrence of
the light. Experience of this contingency should facilitate learning
that a specific cue, pressing the leaver, rather than any other cue
in the environment, causes the light to turn on.

One explanation for the relationship between anxiety and high
levels of conditioned fear may be a deficit in specificity of learn-
ing (Baas et al., 2008; Baas, 2013). For example, if an aversive
stimulus (US) is presented in a given context, it is likely that that
context will be associated with that US and thus the context may
begin to evoke a fear response. If the aversive US is always, and
only, presented immediately after a specific cue, the cue can be
used to predict the aversive US. Learning the specific association
between the cue and US should reduce the association between
the context and the aversive US, as the context is a less reliable
predictor of the US than the cue. Failure to learn this specific asso-
ciation may be expected to result in continued general fear of the
context. Studies have identified a relationship between learning a
specific association between a threat cue and an aversive US and
a reduction in general fear to the context in which the cue and
aversive US are presented. Specifically, Baas (2013) observed that
participants who failed to acquire an awareness of the relationship

between a specific threat cue and the aversive US rated the con-
text in which that stimulus was presented as fearful. Fear ratings
for the context were reduced in participants who acquired the spe-
cific CS–US association (Baas, 2013). However, this study did not
observe trait anxiety to be associated with failure to learn the spe-
cific association, though it is possible that such failure to learn the
specific association may relate to characteristics of anxiety such as
attentional control (Derryberry and Reed, 2002; Baas, 2013).

Individual differences in specificity of learning about cues in
a context may be seen in human contingency learning. Learning
contingencies allows people to make judgments about how accu-
rately events and actions predict subsequent outcomes, allowing
behavior to be guided by experience (Baker et al., 2001). While
positive contingencies, where the probability of an outcome
occurring increases in the presence of a stimulus, are regularly
encountered, we also experience zero contingencies where the
outcome is no more likely to occur in the presence than the
absence of a stimulus. Accuracy in identifying zero contingen-
cies is quite poor, especially when people are asked to consider
whether their actions cause an outcome (Alloy and Abramson,
1979; Baker et al., 2010). Alloy and Abramson (1979) gave partic-
ipants the opportunity to press a light switch and asked them to
estimate how much control they had of a light turning on and off.
There was a zero contingency relationship between pressing the
light switch and the light coming on; the light was just as likely to
turn on during trials where the light switch was not pressed as it
was during trials where the light switch was pressed. Alloy and
Abramson (1979) found that depressed participants accurately
judged that they had no control of the light. Non-depressed par-
ticipants incorrectly estimated that they had control of the light.
This effect was termed depressive realism (Alloy and Abramson,
1979). More recent experiments exploring this effect suggest that
depressed participants may be less sensitive to context informa-
tion (Msetfi et al., 2005). In re-running the original Alloy and
Abramson experiment, Msetfi et al. (2005) varied two factors; the
outcome density and the inter-trial interval (ITI). Through this
experimental design the opportunity to press a light switch and
the occurrence, or non-occurrence of the light is split into trials.
The ITI, that is the length of time between each trial, can be var-
ied. Outcome density, that is the proportion of trials on which
outcome occurs, can also be varied while maintaining a zero con-
tingency. For example, in a low outcome density condition the
light might turn on during 25% of the trials where the light switch
is pressed and 25% of the trials where the light switch is not
pressed. In a high outcome density condition the light might turn
on during 75% of the trials where the light switch is pressed and
75% of the trials where the light switch is not pressed.

Varying the ITI and outcome density, Msetfi et al. (2005)
observed that the original Depressive Realism effect was only
present when the ITI was long and the outcome density was
high. At shorter ITIs or when the outcome density was lower,
non-depressed participants did not overestimate their control
of the light. Interestingly, in a long ITI design participants
get more exposure to the context in the absence of the out-
come; that is, more experience of no-action (participants can-
not press the light switch during the ITI) and no-outcome
(the light never turns on during the ITI). Increasing exposure
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to the no-action—no-outcome contingency increases the con-
tingency between action and outcome. As such, under these
conditions, non-depressed participants were actually correct in
estimating that they had control over the outcome. The failure
of the depressed participants to increase their judgments of con-
trol suggests that depressed individuals were insensitive to the
no-action—no-outcome information presented during the ITI
(Msetfi et al., 2005; Baker et al., 2010).

LEARNING ABOUT CONSTITUENT ELEMENTS OR
CONFIGURATIONS
While linear learning refers to the acquisition and use of associa-
tions between separate stimuli and outcomes, non-linear learning
refers to learning about compound stimuli as distinct config-
urations associated with different outcomes from those asso-
ciated with the compound’s constituent stimuli. The Rescorla
and Wagner (1972) model of elemental learning assumes that
each stimulus is processed separately so that it develops its
own associative link with the outcome. When learning about,
and responding to, compound stimuli, this elemental approach
continues to assume that each individual stimulus develops its
own associative link with the outcome. As such, the model pre-
dicts that the associative strength of a compound stimulus (i.e.,
Vab) is the algebraic sum of the associative strength of each
of the stimuli presented (i.e., Vab = Va + Vb). While elemen-
tal theory naturally accounts for situations where the outcome
following the co-occurrence of stimuli is greater than that follow-
ing the separate constituent stimuli, non-linear discrimination
tasks require the opposite relationship to be learnt; where the
outcome following the co-occurrence of stimuli is less than,
or opposite to, that following the separate constituent stimuli.
Humans and animals can successfully solve non-linear discrim-
inations, such as negative patterning (Redhead and Pearce, 1995;
Shanks and Darby, 1998; Deisig et al., 2001; Myers et al., 2001;
Pearce and George, 2002; Grand and Honey, 2008; Harris et al.,
2008). The traditional Rescorla and Wagner (1972) instantia-
tion of the elemental model cannot account for this. By contrast,
configural theory (Pearce, 1987) can account for non-linear dis-
crimination learning. Configural theory (Pearce, 1987) assumes
that associations form between outcomes and unitary or con-
figural representations of the pattern of stimuli present on a
given trial. As such the configuration present on a compound
trial (AB) should enter into an association with an outcome
independent from the associative links formed between the con-
stituent stimuli and outcomes. Though these two classes of
model make contrasting predictions about how the relation-
ship between constituent stimuli and configurations should be
learnt, there is considerable support for both models, reflect-
ing substantial variability in non-linear learning. (Melchers et al.,
2008).

It has been suggested that the perceptual properties of stimuli
influence whether learning will occur with separate constituent
stimuli (elemental) or configurations (configural; Lachnit, 1988;
Kehoe et al., 1994; Rescorla and Coldwell, 1995; Myers et al.,
2001). Others have argued that these are two separate types of
learning, mediated by different neural substrates (Sutherland and
Rudy, 1989; Fanselow, 1999).

Several studies have looked at whether individuals differ in
their tendency to learn about constituent elements or configu-
rations. The negative patterning discrimination (A+, B+, AB−)
provides a useful test of configural learning, as solving the dis-
crimination requires participants to learn that the compound
stimulus is associated with a different outcome to each of its
constituent stimuli. Shanks and Darby (1998) provided a sug-
gestion that human ability to learn non-linear discriminations,
such as negative patterning, might be dependent upon rule use.
Shanks and Darby (1998) demonstrated that ability to learn a
negative patterning discrimination was associated with later use
of rule as opposed to feature based generalization (Shanks and
Darby, 1998). Rule-based generalization depends on the abstrac-
tion of and generalization from a rule. Feature-based generaliza-
tion depends upon the surface similarity between separate stimuli
and compounds. As such, it is assumed that rule-based general-
ization is more complex and might require greater understanding
of the discrimination (Shanks and Darby, 1998) or more working
memory capacity (Wills et al., 2011).

In the Shanks and Darby (1998) experiment participants were
trained on a negative patterning discrimination (i.e., A+, B+,
AB−) intermixed with trials where separate stimuli were paired
with the outcome (i.e., I+, J+) before being asked for a predic-
tion of the outcome following the co-occurrence of the separately
trained stimuli (i.e., IJ?). Some participants expected the out-
come to occur following the IJ compound, showing feature based
generalization. Others demonstrated application of a negative
patterning rule, expecting no outcome to occur following the IJ
compound. Rule-based generalization was associated with strong
initial discrimination learning (Shanks and Darby, 1998). Wills
et al. (2011) found that individuals who completed a concur-
rent task while learning the same initial discrimination were more
likely to show feature-based generalization (Wills et al., 2011).
As such, it may be that greater working memory capacity is
associated with stronger non-linear discrimination learning and
rule-based generalization. Recently, Baker (2013) observed per-
formance on the Raven’s Progressive Matrices (Raven, 2000) to
be associated with ability to learn a negative patterning discrim-
ination. Ravens Matrices are designed to assess reasoning ability,
and as such these results may provide support for the suggestion
that rule use facilitates non-linear discrimination learning, such
as negative patterning.

Negative patterning, however, essentially requires learning
about a configuration (that is the co-occurrence of stimuli) inde-
pendently from learning about the constituent stimuli. We may
thus expect that a tendency to perceive or process groups of
stimuli as a unitary configuration, and not simply a cluster of
co-occurring stimuli, may influence performance. Similar task
requirements have been explored in other areas of psychology. For
instance, face recognition is a task thought to be reliant upon con-
figural processing (Diamond and Carey, 1986; Tanaka and Farah,
1993; Leder and Bruce, 2000; Maurer et al., 2002). Strong face
recognition has been associated with a general advantage in global
processing (Macrae and Lewis, 2002; Perfect, 2003); that is, ten-
dency to process global information prior to, or with a higher
priority than, the specific elements composing the global stimuli
(Navon, 1977).
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As individuals differ in their tendency to show a global or local
processing advantage (Navon, 1977), it is possible that such varia-
tion relates to, or influences, capacity to learn about combinations
of stimuli and thus learn a non-linear discrimination. Using
a similar discrimination task to that developed by Shanks and
Darby (1998), Byrom and Murphy (under review) found global
processing to be associated with stronger ability to learn a non-
linear discrimination; specifically, individuals showing a global
processing advantage were better able to discriminate BC from
ABC in a modified negative patterning task (A+, BC+, ABC−).

MODELING INDIVIDUAL DIFFERENCE IN HUMAN
ASSOCIATIVE LEARNING
Use of associative learning in exploration of clinical phenom-
ena has advanced our understanding of mechanisms underly-
ing cognitive aspects of psychopathology. As psychopathology is
widely accepted to occur along a continuum, the clinical exam-
ples presented here contribute to the demonstration of substantial
individual differences in processes of associative learning. For
instance, though schizophrenia is a serious mental health prob-
lem occurring with a prevalence of around 0.4% (Saha et al.,
2005; McGrath et al., 2008), schizotypy, a dimension reflecting
traits of schizophrenia, varies across the population (Mason et al.,
2005; Mason and Claridge, 2006). Schizotypy is, like schizophre-
nia, associated with disruptions in latent inhibition and blocking
(Moran et al., 2003; Haselgrove and Evans, 2010) as well as
impaired conditional task performance (Haddon et al., 2011) and
impaired visual context processing (Uhlhaas et al., 2004; Uhlhaas
and Silverstein, 2005).

Models of learning may need to account for this flexibility.
If the mechanisms of associative learning vary across the pop-
ulation, focusing on the average performance of a sample when
developing models of learning may result in models which fail to
accurately capture the populations’ performance. Over the years
there have been many modifications to simple models of learning.
While these modifications allow the models to capture a broader
range of experimental findings, many different factors vary dur-
ing learning and as such it may not be reasonable to search for
a single modification to capture all variability in learning. It is
unlikely that all factors contributing to individual differences in
human associative learning could be captured by one parameter.

Individual differences in many of the factors discussed above
can be captured by varying the parameters present in the Rescorla
and Wagner (1972) model of learning, described in Equation
(1). For instance, if individuals differ in their perception of the
salience of the CS or US, modifying α or β could provide flexibil-
ity to account for this variation. Varying λ allows accommodation
of individual difference in the rate of learning. Further, it may
be possible to account for individual difference in selectivity of
learning, as observed by Haselgrove and Evans (2010) by varying
the extent to which a separable (i.e., Bush and Mosteller, 1951)
as opposed to a summed (i.e., Rescorla and Wagner, 1972) error
term is adopted. Variation between and integration of summed
and separable error terms and the relation to processes of atten-
tion have been discussed at length elsewhere (Le Pelley, 2004;
Pearce and Mackintosh, 2010).

Individual difference in ability to solve a negative patterning
discrimination, however, is one example of variation that cannot

be accounted for by varying existing parameters in this model. At
least three different approaches have been proposed to allow for
flexibility between elemental and configural models of learning;
the replacement parameter, the discriminability parameter and
the sampling capacity parameter. Each is discussed below.

The Replaced Elements Model (REM; Brandon et al., 2000;
Wagner, 2003), conceives of stimuli as represented by multiple
features or elements. The model focuses on elements that stimuli
share in common and how these elements interact with elements
unique to a given stimulus. In the representation of a compound
there are assumed to be context independent elements which are
activated whenever the stimulus is presented and context depen-
dent elements which are activated or inhibited depending on the
combinations of stimuli presented (Brandon et al., 2000). For
instance, when stimulus A is presented alone, representations of
the elements A1 and A2 may be activated. When stimulus A is
presented in combination with stimulus B, the element A2 may
be replaced by a new element, A3. The model adopts the stipu-
lation that a compound should have no more capacity to elicit
associative strength than any of its constituent elements. As such,
in adding and inhibiting elements, the change made to the ele-
ments represented is qualitative, with the elements represented
being changed, rather than a quantitative.

The replacement parameter r allows flexibility in the pro-
portion of context dependent elements replaced when stimuli
are presented in compound (Wagner, 2003). When r is 0 no
replacement occurs and as such strong generalization of associa-
tive strength between stimuli and compounds is predicted. When
r is 1 there is considerable replacement of elements and as such the
generalization predicted to occur between compounds and con-
stituent stimuli should be reduced. With maximal replacement of
elements, the representation of the compound should be distinct
from the representation of the separate stimuli.

The discriminability parameter, suggested by Kinder and
Lachnit (2003) introduces flexibility into a model of config-
ural learning (Pearce, 1987), allowing the perceived similarity
between stimuli and compounds to be altered. This also affects the
extent to which generalization of associative strength is predicted.
The modification assumes that as it becomes harder to iden-
tify constituent stimuli within compounds, the discriminability
parameter will decrease, reducing the prediction of perceived sim-
ilarity between compounds and constituent stimuli (Kinder and
Lachnit, 2003).

While the replacement and discriminability parameters were
developed to account for the infleunce of external factors such
as stimulus modality (Kehoe et al., 1994), the sampling capacity
parameter was developed to account for individual difference
observed in human associative learning. Sampling capacity here
refers to the number of stimulus features that can be sam-
pled on a given trial. To learn about and respond to the co-
occurrence of stimuli as a distinct combination, Byrom and
Murphy (under review) suggest that features of each of the co-
occurring stimuli must be sampled simultaneously, such that
in any given sample a configuration is represented. Variation
in sampling capacity should produce variation in the extent
to which the features of co-occurring stimuli can be sampled
and as such result in variation in ability to represent and
learn about the distinct combinations of stimuli, required to
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learn a non-linear discrimination. Byrom and Murphy
(under review) suggest that the impact of varying sampling
capacity may be modeled by incorporating a parameter, f, into a
modification of Pearce’s configural model of associative learning.
This parameter reflects the probability of encoding a configura-
tion, calculated from sampling capacity. For a fixed sample size,
the probability of sampling a configuration of a set number of
features increases as sampling capacity increases.

Pearce’s (1987, 1994) configural model of learning stipulates
that associative strength is acquired by the configurations of
stimuli presented (i.e., A, BC, and ABC). However, if individ-
uals have limited sampling capacity, they may learn about the
separate stimuli and not the configurations. To allow for this
flexibility, Byrom and Murphy (under review) suggest modify-
ing Pearce’s (1987, 1994) configural model of learning such that
two sets of nodes may be activated by input; separate stimuli
(i.e., A, B, and C) and presented configurations (i.e., A, BC, and
ABC). Both sets of nodes can form associations with an uncondi-
tioned stimulus and generalization can occur between all nodes.
This can be achieved by modifying Pearce’s (1987, 1994) con-
figural model of associative learning such that changes in the
excitatory strength of the separate stimuli and the presented con-
figurations is moderated by the parameter, f, reflecting sampling
capacity. At a high sampling capacity, the excitatory strength of
presented configurations changes across learning trials. At a low
sampling capacity, the excitatory strength of the separate stimuli
changes across learning trials. As Pearce’s (1987, 1994) configu-
ral model is highly dependent on the influence of generalization,
modification of this model must consider generalization, which,
like change in excitatory strength, comes to be moderated by
the parameter, f. As such, at a high sampling capacity, general-
ization of associative strength to separate stimuli and between

presented configurations will be high, while at a low sampling
capacity generalization of associative strength to separate stimuli
and between presented configurations will be low, but general-
ization from separate stimuli to presented configurations will be
high.

The extent to which parameters can be used to make predic-
tions about learning and behavior in novel situations is dependent
upon ability to specify the parameter a-priori. Each of these
modifications faces challenges in specifying parameters a-priori.
The replacement parameter depends on the proportion of ele-
ments replaced when a stimulus is presented in compound. The
discriminability parameter depends on ability to discriminate
between stimuli. It is possible that either of these parameters
may be calculated for a specific stimulus set, but many factors
would be expected to interact to influence “element replacement”
and stimulus discriminability, limiting the extent to which these
parameters can, in general, be specified a-priori. Sampling capac-
ity may be calculated from individual difference in tendency to
show local or global processing. To do this it is necessary to have
relevant data, such as participants’ performance on a task such as
the Navon task (Navon, 1977).

CONCLUSIONS
Individual difference in human associative learning appears to
have substantial impact upon learning. To accurately understand
and model human associative learning, this flexibility needs to
be accounted for in terms of specific parameters. Though the
introduction of new parameters to increase the flexibility of mod-
els of learning has limitations, exploring the extent to which
variation in specific parameters can account for specific indi-
vidual difference in human associative learning, should enhance
understanding of mechanism of associative learning.
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Individuals seem to differ in conditionability, i.e., the ease by which the contingent presen-
tation of two stimuli will lead to a conditioned response. In contemporary learning theory,
individual differences in the etiology and maintenance of anxiety disorders are, among oth-
ers, explained by individual differences in temperamental variables (Mineka and Zinbarg,
2006). One such individual difference variable is how people process a learning experience
when the conditioning stimuli are no longer present. Repeatedly thinking about the condi-
tioning experience, as in worry or rumination, might prolong the initial (fear) reactions and
as such, might leave certain individuals more vulnerable to developing an anxiety disorder.
However, in human conditioning research, relatively little attention has been devoted to the
processing of a memory trace after its initial acquisition, despite its potential influences on
subsequent performance. Post-acquisition processing can be induced by mental reitera-
tion of a conditioned stimulus-unconditioned stimulus (CS-US)-contingency. Using a human
conditioned suppression paradigm, we investigated the effect of repeated activations of a
CS-US-contingency memory on the level of conditioned responding at a later test. Results
of three experiments showed more sustained responding to a “rehearsed” CS+ as com-
pared to a “non-rehearsed” CS+. Moreover, the second experiment showed no effect of
rehearsal when only the CS was rehearsed instead of the CS-US-contingency. The third
experiment demonstrated that mental CS-US-rehearsal has the same effect regardless of
whether it was cued by the CS and a verbal reference to the US or by a neutral signal,
making the rehearsal “purely mental.” In sum, it was demonstrated that post-acquisition
activation of a CS-US-contingency memory can impact conditioned responding, underlin-
ing the importance of post-acquisition processes in conditioning. This might indicate that
individuals who are more prone to mentally rehearse information condition more easily.

Keywords: conditioning, human learning, CS-US-contingency, rehearsal, post-acquisition processing, conditioned
suppression

INTRODUCTION
In classical conditioning, a learning experience is often considered
to end when the conditioning stimuli are no longer present. This
is based on the fact that conditioning refers to the contingent pre-
sentation of an originally neutral stimulus (conditioned stimulus,
CS) together with a biologically relevant unconditioned stimulus
(US), resulting in the CS becoming a signal for US-onset and thus
evoking a conditioned response (CR) during subsequent presen-
tations (Bouton, 2007). This CR can be decreased or eliminated
by non-reinforced presentations of the CS, a procedure called
“extinction.” It is generally assumed that conditioning comprises
both learning and memory: the learning of a CS-US-contingency
builds up a memory (“encoding”), which is stored (“consolida-
tion”) and can be reactivated upon future confrontations with
that CS (“retrieval”). The strength of the CR is a function of these
three processes.

Most conditioning research is focused on the encoding phase
(which comprises the actual learning) and much less on consol-
idation and retrieval. However, the latter phases may have major
effects on long-term conditioning. For instance, in the case of

Pavlovian conditioning, human participants may mentally reflect
upon the conditioning experience by repeatedly reactivating either
the CS-representation, the US-representation, or the entire experi-
ence (CS-US-contingency memory). This repeated thinking about
a negative experience might be akin to repetitive thought processes
such as worry and rumination, as will be discussed in more detail
shortly. The current research aimed to investigate the role of indi-
vidual differences in such repetitive thought on the strength of
conditioned responding.

Current evidence suggests that repeated reactivation of the con-
ditioning memory results in higher CRs at a later test compared
to conditions that do not include such active post-acquisition
processing. First, the impact of US-rehearsal has been investi-
gated by Davey and colleagues (Jones and Davey, 1990; Davey and
Matchett, 1994). After conditioning, participants in the experi-
mental group were asked to rehearse the US whenever the word
“think” was presented on the screen, while control participants
rehearsed either a non-aversive event or an unrelated aversive
event. It was demonstrated that participants who rehearsed the
US after acquisition retained a skin conductance response (SCR)
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during subsequent CS-presentations while this was not true for
controls. Arntz et al. (1997) replicated this finding using SCR’s,
but not when relying on anxiety ratings. Arguably, mental repe-
tition of the US leads to stronger conditioned responding upon
subsequent CS-presentations.

A second active post-acquisition procedure that could result in
stronger conditioned responding is mentally reiterating the CS-
US-contingency. As it is well-known that the contingency between
the CS and the US is important in determining a CR, the procedure
of repeated post-acquisition activation of the CS-US-contingency
memory merits investigation as well. A preliminary indication of
this effect can be found in a study by Yaremko and Werner (1974)
who showed that repeatedly imagining a previously presented
tone-shock-contingency elicited more pronounced electrodermal
responses during subsequent extinction than imagining the same
stimuli in an unpaired way. Imagining was cued by auditory pre-
sentations of the words “tone” and “shock.” Although not set
up as a study about post-acquisition processing in conditioning
(thus lacking appropriate control for acquisition strength), this
study at least suggests that repeated mental activation of a CS-US-
contingency impacts subsequent CRs. A second line of studies,
performed in rabbits, provides only indirect support for a role of
rehearsal in conditioning. Wagner and colleagues (e.g., Wagner
et al., 1973; Terry and Wagner, 1975) investigated rehearsal as an
explanatory mechanism for the fact that a US needs to be unex-
pected for CS-US-learning to occur. They suggested that rehearsal
of conditioning events was crucial in conditioning. Furthermore,
given that the rehearsal capacity of an organism is limited, they
predicted (and showed) that a surprising event that would com-
mand rehearsal could interfere with the necessary rehearsal and
thus with the learning of other CS-US-pairings. Based on these
findings, Wagner (1981) developed the model of Standard Oper-
ating Procedures (SOP) which states that conditioned associations
require the joint rehearsal of the representations of the CS and the
US in memory.

It is surprising that these post-acquisition processes have
received only little attention in human conditioning research,
while they play a central role in the memory literature. For
instance, rehearsal, a type of post-acquisition processing defined
as the covert or overt repetition of information (Atkinson and
Shiffrin, 1971) is studied extensively and is implicated as an impor-
tant factor in most models of memory functioning (Anderson,
1999). It is well established that more rehearsal, both in fre-
quency as in length of the rehearsal period, typically results in
enhanced memory for the rehearsed information (Ebbinghaus,
1885/1913; Johnson, 1980). As conditioning relies on both learn-
ing and memory (Bouton and Moody, 2004), it seems obvious
to study post-acquisition rehearsal processes in conditioning. In
a first attempt to address this issue, we (Joos et al., 2012b) inves-
tigated the role of post-acquisition processing in fear learning,
by examining the impact of rehearsing an aversive conditioned
association (CS= picture; US= human scream) on subsequent
fear responding. Fear responding to the picture-CS which was
previously paired with the scream persisted in participants who
rehearsed this contingency, but decreased in participants who had
been asked to rehearse a different contingency. In the current
manuscript, the role of post-acquisition processing is studied in

a conditioned suppression paradigm that allows us to investigate
whether the earlier findings in fear conditioning also apply in a
more neutral contingency learning task. More importantly, giv-
ing it’s less time-consuming nature, this paradigm allows a more
in depth analysis of the influence of rehearsal on conditioned
responding using different rehearsal procedures (see below).

Besides the theoretical relevance of post-acquisition processes
in conditioning, studying these processes is ecologically valid as
well. In general, it is believed that some aspects of anxiety dis-
orders are explained by conditioning processes (Rachman, 1991;
Craske et al., 2006; Field, 2006), i.e., undergoing a conditioning
experience (such as a car accident) can install subsequent fear reac-
tions (such as driving phobia). However, large differences exist in
whether or not an individual develops an anxiety disorder after
such an (aversive) learning experience.

In contemporary learning theory, it is suggested that such
individual differences in the etiology and maintenance of anx-
iety disorders could, among others, be explained by individual
differences in temperamental variables, such as trait anxiety and
behavioral inhibition (Levey and Martin, 1981; Mineka and Zin-
barg, 2006; Mineka and Oehlberg, 2008; Joos et al., under review).
However, we hypothesize that the differential tendency to engage
in repetitive thought, such as worry or rumination, might also be
an important factor in explaining differences in conditionability.
Not only is trait anxiety highly associated with repetitive thought
(e.g., Meyer et al., 1990), but it is also demonstrated that trait
worry predicts the strength of fear acquisition (Otto et al., 2007;
Joos et al., 2012c). Participants scoring higher on the Penn State
Worry Questionnaire (Meyer et al., 1990) demonstrated enhanced
fear learning.

As such, differences in the strength of a CR, could in part
be explained by differences in how people process a learning
experience when the conditioning stimuli are no longer present.
Individuals might repeatedly reflect upon an aversive condition-
ing experience, which might be akin to repetitive thought processes
such as worry and rumination (Watkins, 2008). The potential role
of repetitive thought in anxious responding is supported by the
fact that individual differences in worry and rumination correlate
with anxious symptoms (e.g., Meyer et al., 1990; Segerstrom et al.,
2000; Fresco et al., 2002; Muris et al., 2004; Ehring et al., 2011).
Moreover, repetitive thought (worry and/or rumination) has even
been shown to predict the level of anxiety or anxiety symptoms
in prospective designs (Nolen-Hoeksema, 2000; Segerstrom et al.,
2000; Calmes and Roberts, 2007; Hong, 2007; McLaughlin et al.,
2007; Watkins, 2008). In sum, the more one engages in repeti-
tive thought, the more anxiety symptoms are experienced. Hence,
given the role of conditioning processes in anxiety, we believe
that repeatedly thinking about a conditioning experience, as in
worry or rumination, might prolong the initial (fear) reactions
and as such, might leave certain individuals more vulnerable to
developing an anxiety disorder.

Given these correlational findings, we wanted to investi-
gate experimentally the influence of differential post-acquisition
processing (i.e., mental rehearsal) on subsequent conditioned
responding. To this aim, we modeled differences in repeti-
tive thought by experimentally inducing repeated activation of
a conditioning experience. In the present studies, we targeted
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post-acquisition processing of the CS-US-contingency, rather
than activation of the CS- or the US-representation. In Exper-
iments 1 and 2, participants were primed to rehearse the CS-
US-contingency by presenting the CS and a verbal label referring
to the US, in line with Yaremko and Werner (1974). This proce-
dure allowed us to control the content of participant’s thoughts.
Moreover, this cued rehearsal procedure might resemble repetitive
thought in real-life. A cue activates both the mental representations
of the CS and the US and the association between them, but the
US is never directly experienced. This resembles cued recall of fear
memory by real-life confrontations with the phobic stimulus (e.g.,
driving a car). Given that this rehearsal procedure might entail
additional acquisition trials (due to visual presentation of the CS),
the procedure is contrasted with a purely mental rehearsal proce-
dure, as used by Davey and colleagues (Jones and Davey, 1990).
As repetitive thought is often purely mental as well, this procedure
might more closely resemble ruminative thinking, i.e., repetitive
thought that is cued by intrusions or memories of the condi-
tioning event. In general, we hypothesize that mental reiteration
of a CS-US-contingency, in the absence of real US-presentations,
results in more conditioned responding compared to when no
repeated activation occurs. This repetitive mental evocation of the
CS-US-contingency memory is further referred to as “rehearsal.”

We used a conditioned suppression paradigm, known as the
Martians preparation, which has proven to be sensitive to a wide
range of CS-US-contingency manipulations (for a review, see
Franssen et al., 2010). This preparation was developed by Arce-
diano et al. (1996) to create a human analog for the conditioned
suppression task used in animal conditioning. In such a task,
the amount of suppression of an operant response serves as a
behavioral measure of the strength of Pavlovian conditioning.
As the Martians preparation is developed for use in humans, an
instructed US is employed, rather than a biologically significant
US. The task is set up as a computer game in which participants
utilize their laser-gun (space bar) to shoot Martians. However,
shooting during activation of the anti-laser shield (US) results in
an inescapable invasion of Martians. Space scenes (CSs) predict the
occurrence of the anti-laser shield. Learning is evident when par-
ticipants refrain from bar pressing during a CS+. Using this prepa-
ration it was examined whether rehearsing a CS-US-contingency
results in more conditioned suppression to a rehearsed CS+ than
to a non-rehearsed CS+.

EXPERIMENT 1
MATERIALS AND METHODS
Participants
Participants were 42 volunteers aged between 18 and 53 years
(M = 22.17, SD= 6.01). They participated in partial fulfillment
of course requirements or were paid for their participation. The
study was conducted in accordance with the requirements of the
ethical committee of the faculty. All gave informed consent and
were instructed that they could decline further participation at any
time. They were uninformed about the purpose of the experiment
and had no previous experience with the Martians preparation,
apart from one participant who was excluded specifically for this
reason. Three other participants were excluded due to problems
during the procedure (talking and being distracted during bar

pressing). The results for 38 participants (ages 18–27, M = 21.05,
SD= 2.20; 31 women) were included in the data-analysis.

Stimuli and apparatus
All participants were tested individually. Participants responded
using the space bar of the keyboard. The Martians preparation
was implemented into a flexible Windows95 ™environment by
Baeyens and Clarysse (1998), using Microsoft Visual C++ 5.0 and
was recently adapted into MartiansV2 by Franssen et al. (2010).

Background pictures of four multi-colored space scenes served
as CSs and were counterbalanced across individuals. CS-duration
was 1.5 s, but was extended to 3 s during crucial test trials. The
US consisted of a 0.5 s white flashing screen (5 flashes at a rate of
10 flashes/s; interflash time= 50 ms) accompanied by a metallic
sound played in continuous looping (73 dBa). All sounds were
presented binaurally through headphones (Philips SHP 2000).
The images of the Martians and the explosions that appeared
after “shooting” a Martian were multi-colored stimuli measur-
ing 50× 50 pixels. A screenshot of the Martians preparation is
presented in Figure 1.

Procedure
In the Martians computer game, participants have to shoot incom-
ing Martians by pressing the space bar (operant behavior). A
Pavlovian CS-US-contingency is superimposed on this operant
task. The US is described as an anti-laser shield. Participants have
to refrain from bar pressing during activation of this anti-laser
shield because otherwise, an inescapable invasion of Martians fol-
lows. The Martians procedure typically consists of various phases.
In the two experiments presented here, these were: pre-training
phase, US-only phase, acquisition, and acquisition test phase,
rehearsal phase, and rehearsal test phase.

During the Pre-training phase, participants learned to emit a
regular pattern of operant responding (bar pressing). Martians
landed on the screen in rows from left to right and from top to bot-
tom at a rate of 4/s. A full screen consisted of 7 rows and 10 columns
(inter-row distance= 20 pixels, inter-column distance= 20 pix-
els). If full, the screen rolled up in a continuous fashion to make
room for new Martians. Participants learned to press the space
bar at the same rate as the appearance of Martians (4/s). In that
case, only explosions rather than Martians appeared. However, if
participants barpressed at a higher rate, not all Martians were shot
and explosions appeared occasionally. The task for the participant
was to make as many explosions appear as possible. Neither CSs
nor USs were presented during this phase.

During the entire experiment, instructions were given both
orally and visually on the computer screen (for an overview of
instructions, see Baeyens et al., 2001). Participants could practice
the bar pressing behavior for 25 s (100 Martians) during which the
experimenter gave oral guidance if needed. After this phase (and
after the US-only phase, the acquisition/acquisition test phase and
the post-rehearsal phase) visual feedback was provided in the form
of hit percentage.

The purpose of the next phase, the US-only phase was to intro-
duce the instructed US, represented by the so-called “anti-laser
shield” (combination of a flashing screen and a metallic sound).
During the US, Martians appeared at the same rate as before. In
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FIGURE 1 | Screenshot from the Martians preparation. Depicted are Martians and explosions (when Martian is shot by pressing the space bar) against a
CS-background picture of a space scene.

this phase no CSs were presented. Participants learned to refrain
from bar pressing when the anti-laser shield was activated, since
pressing the space bar during this period evoked an inescapable
invasion of Martians. An invasion lasted for 5 s and consisted of the
landing of “thousands”of Martians (at a rate of 20/s) accompanied
by a new sound played in continuous looping (79 dBa). During this
invasion, bar pressing was ineffective (no explosions appeared con-
tingent upon bar pressing). The US-only phase entailed four trials.
On average, the inter-trial interval lasted for 7.5 s (SD= 2.5 s).
This was the case throughout the whole experiment. The first two
trials were used by the experimenter to explain (a) what an anti-
laser shield looks like and (b) what happens if one presses the
space bar during the anti-laser shield. Throughout the following
two trials, participants could practice avoiding bar presses dur-
ing the US which was virtually impossible as the USs appeared
unannounced.

The Acquisition phase entailed the introduction of Pavlovian
CS-US-contingencies which were superimposed on the operant
baseline task. Participants were instructed that indicators would
appear (background pictures) that might predict the occurrence
of the US. They had to learn to distinguish good (CS+) from bad
(CS−) predictors. In case of a good predictor, participants had
to refrain from bar pressing to avoid pressing during the anti-
laser shield. In case of a bad predictor, this suppression behavior
was undesirable as not pressing the space bar would result in the
successful landing of numerous Martians.

The Acquisition phase included training with two different
CS+s and two different CS−s. A CS+ was immediately followed
by the US. A CS−was never followed by the US. Space scenes were

counterbalanced between participants, serving either as the CS+
that would be rehearsed (CS+R) or that would not be rehearsed
(CS+NR) or as one of both CS−‘s (CS−A or CS−B). This resulted
in 12 counterbalancing conditions. All CSs lasted for 1.5 s and were
presented five times each, generating 20 (randomized) trials. For
the CS+ trials, a 80% reinforcement schedule was used in order to
obtain suboptimal conditioning.

The Acquisition phase was immediately followed by the Acquisi-
tion Test phase. This transition was not noticeable to participants.
The Acquisition Test phase comprised one non-reinforced pre-
sentation of every CS. Trial order was again randomized. During
this test phase, every CS was presented for 3 s instead of 1.5 s to
allow a more accurate measurement of the suppression behavior.
Throughout the Acquisition and the Acquisition Test phase, trials
lasted for 7 s. During the ITI’s, the background screen was black.
The light in the room was dimmed during these phases.

In the Rehearsal phase, the crucial manipulation was imple-
mented. The goal was to prompt participants to mentally rehearse
one of the CS-US-contingencies they had acquired in the pre-
vious phase. The CS+ that was part of the rehearsed CS-US-
contingency is referred to as the rehearsed CS+. The other CS+
is called the non-rehearsed CS+. As a background for this dif-
ferential mental rehearsal participants were asked to engage in
a so-called attention training task that “could affect their future
task performances.” More precisely, they were requested to focus
their attention on one of the background pictures (CS+R) that
was previously presented and to think about this background
and how it co-occurred with the flashing anti-laser shield. When
they noticed being distracted, participants had to gently refocus
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their attention on the background – anti-laser shield-compound.
Participants were prompted to keep refocusing their attention
whenever necessary. The training task was set up as a cover story
to ensure rehearsal of both the CS and the US. The stimuli of the
other CS-US-contingency were never presented during this phase.
The background picture (CS+R) and the word “anti-laser shield”
(in Dutch) were presented six times for 15 s, alternated with a 10-s
black screen. This was done to repeatedly draw the attention of
the participants to the screen. The attention training task lasted
for 2 min 20 s and was conducted twice. After each training, partic-
ipants rated how easy/difficult it was for them to focus (and keep
focused) their attention on the background and the flashing anti-
laser shield on a 21-point scale ranging from−100 (very difficult )
to+100 (very easy) in steps of 10. In between both training tasks,
a filler task consisting of two questionnaires was administered1.

After the Rehearsal phase the effects of mental rehearsal were
monitored. Participants were redirected to the Martians com-
puter task for the Rehearsal Test phase. Once more, the light was
dimmed. Participants were instructed that the task was identical
as before and that they were again expected to shoot Martians
to stop them from invading Earth. They had to avoid bar press-
ing during the anti-laser shield and pay attention to the signals
(CSs) to infer US-occurrence. No further instructions were given.
However, when a participant asked whether the anti-laser shield
would occur again, he/she was told that this possibility existed.
The phase consisted of three blocks of one unreinforced presenta-
tion of the four CSs (CS+R, CS+NR, CS−A, and CS−B) to ensure
a reliable assessment of conditioned responding after rehearsal.
Within each block of four trials, trial order was randomized. Since
testing occurred under extinction, the first test trial was the most
crucial one as non-reinforced presentations might have reduced
conditioned responding in the subsequent test trials. After the test
phase, participants were thanked for their participation.

RESULTS
Manipulation check
After each training task, participants rated the difficulty of focus-
ing their attention on a scale ranging from −100 (very difficult )
to +100 (very easy). If participants reported being distracted
during rehearsal, this might have influenced the quality of CS-
US-rehearsal. The mean attention scores for the first and second
attention training as well as the overall mean score for both tasks
are presented in Table 1. As negative scores indicate difficulties
to focus attention, we excluded for further analyses three partici-
pants who obtained a negative score averaged over both training
tasks.

1In Experiment 1, the Penn State Worry Questionnaire – Past Day (PSWQ-PD;
Joos et al., 2012a) and the Sensitivity for Punishment-Sensitivity for Reward-
questionnaire (SPSRQ; Torrubia et al., 2001) were administered at this stage. In
Experiment 2, the Penn State Worry Questionnaire (PSWQ; Meyer et al., 1990), the
Mindfulness Attention Awareness Scale (MAAS; Brown and Ryan, 2003), and the
Questionnaire upon Mental Imagery (QMI; Sheehan, 1967) were administered. In
Experiment 3, the MAAS and the PSWQ-PD were filled out. There were no signif-
icant associations between the questionnaire scores and the effect of rehearsal on
conditioning performance. These null findings might be attributed to the fact that
the rehearsal manipulation in the current studies overruled the effect of individual
difference variables on the strength of the conditioning response.

Dependent variable
In conditioned suppression tasks like the Martians task, suppres-
sion of the operant response (bar pressing) serves as a measure
of the strength of classical conditioning. Participants’ behavior
is expressed in terms of suppression ratios (SRs) of the form
a/(a+ b), where a is the number of responses during the CS, and b
the number of bar presses in an equal period of time immediately
preceding CS-onset. This implies that a SR equaling 0.5 indicates
no suppression at all, while a SR equaling 0 designates complete
suppression of the operant response.

Acquisition test
Figure 2 displays SRs as a function of Phase and CS-type. Data
from the Acquisition Test phase were analyzed using a repeated
measures ANOVA with CS-type (CS−Average/CS+R/CS+NR) as
within-subjects variable2. The main effect of CS-type was sig-
nificant, F(2, 68)= 23.64, p < 0.0001, MSE= 0.007, η2

p = 0.41,
indicating successful differential acquisition. Planned compar-
isons indicated that the SRs for the CS+R and the CS+NR

were significantly lower than the SR for CS−Average, F CS+R(1,
34)= 22.01, p < 0.0001, MSE= 0.009; F CS+NR(1, 34)= 40.10,
p < 0.0001, MSE= 0.008. Given the interest in a differential effect
between both CS+s after rehearsal, a non-differential level of con-
ditioning for both CS+s is a prerequisite, which was fulfilled, F(1,
34)= 1.89, p= 0.18.

Rehearsal test
Figure 2 suggests that the rehearsal manipulation had an effect on
the level of suppression to the CS+s at test. This was supported by
a 2 (Phase: Acquisition test/Rehearsal test average)× 2 (CS-type:
CS+R/CS+NR)-repeated measures ANOVA, including average SRs
over three test trials (Rehearsal test average), which revealed a
significant Phase×CS-type interaction, F(1, 34)= 5.53, p < 0.05,
MSE= 0.005, η2

p = 0.14. This indicates a different course of sup-
pression over time to the rehearsed than to the non-rehearsed
CS+. Planned comparisons at test demonstrated that the CS+R

evoked a stronger CR than the CS+NR, F(1, 34)= 4.26, p < 0.05,
MSE= 0.005. A decrease in conditioned suppression is present
for both CS+s, but is stronger for the non-rehearsed CS+, F(1,
34)= 32.67, p < 0.0001, MSE= 0.006, than for the rehearsed CS+,
F(1, 34)= 5.63, p < 0.05, MSE= 0.008.

Thus, the hypothesis about the effect of rehearsal on con-
ditioned responding is supported. As the test phase comprised
three trials which were conducted under extinction, the effect
of rehearsal was also investigated for responding on the first
test trial only. Using a 2 (Phase: Acquisition test/Rehearsal test
1)× 2 (CS-type: CS+R/CS+NR)–repeated measures ANOVA, it
was shown that the crucial Phase×CS-type interaction was sig-
nificant, F(1, 34)= 6.77, p < 0.05, MSE= 0.009, η2

p = 0.17.
Again, planned comparisons demonstrated that after rehearsal,
the CS+R evoked a stronger CR than the CS+NR, F(1, 34)= 5.69,
p < 0.05, MSE= 0.01. Moreover, conditioned responding to the

2In all 3 three experiments, data were first analyzed using an ANOVA with CS-type
(CS−-A, CS−-B, CS+R, and CS+NR) as within-subjects variable (and Group as
between-subjects variable in Experiments 2 and 3). Given that in every group of
participants the SR’s did not differ between both CS−‘s, SRs for both stimuli were
always averaged for use in subsequent analyses.
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Table 1 | Mean attention score (and standard deviations) on the first and the second attention training task and average for both tasks, as a

function of experimental group for Experiments 1, 2, and 3.

Attention training 1 Attention training 2 Average

M SD M SD M SD

Experiment 1 58.05 28.77 40.34 37.72 49.20 30.47

Experiment 2 CS-US-rehearsal 56.25 33.73 32.50 39.92 44.38 31.84

CS-rehearsal 66.25 18.61 29.58 40.59 47.92 24.54

Visual rehearsal 46.30 40.11 34.44 35.99 40.37 36.90

Experiment 3 Mental rehearsal 23.08 50.89 21.53 45.67 22.31 45.59

Control 49.60 37.47 27.60 49.69 38.60 41.72

FIGURE 2 | Experiment 1. Mean suppression ratio’s (SR) as a function of phase (acquisition test, rehearsal test 1, rehearsal test 2, and rehearsal test 3) and
CS-type (CS−Average, CS+R, and CS+NR). CS−Average = the average for both CS−‘s. CS+R = rehearsed CS+, CS+NR =non-rehearsed CS+. Error bars denote
standard error.

non-rehearsed CS+ attenuated from acquisition test to rehearsal
test 1, F(1, 34)= 6.03, p < 0.05, MSE= 0.009, while this was not
the case for the rehearsed CS+, F(1, 34)= 1.48, p= 0.23.

DISCUSSION
Experiment 1 was set up to test whether repeated activation of
a previously acquired CS-US-contingency memory impacts con-
ditioning effects to that CS in the long-term. The results clearly
show stronger conditioned responding to the rehearsed CS+ as
compared to the non-rehearsed CS+, indicating that mental reiter-
ation of a CS-US-experience strengthens subsequent conditioned
responding. An important observation is however that, rather than
causing an increment in responding, rehearsal seems to sustain
responding, while the absence of rehearsal results in decreased
CRs. This pattern is further investigated in Experiment 3.

After demonstrating an effect of rehearsal, we wanted to
explore the boundary conditions of this effect. As both CS+s were
paired with the same US, the observed rehearsal effect cannot be

attributed to rehearsal of the US alone. Indeed, US-rehearsal would
elicit the same level of responding to both CS+s at test. However, at
this point it is unclear whether repeated activation of the CS alone
would result in increased conditioned responding as well. Indeed,
it might be the case that the observed effect should be attributed to
CS-rehearsal rather than to rehearsal of the CS-US-contingency.
Experiment 2 was set up to investigate this possibility.

EXPERIMENT 2
In addition to investigating whether the findings of Experiment 1
could be replicated, this experiment was conducted with the aim to
extend these promising findings. More precisely, it was investigated
whether mental reiteration of a CS alone results in increased or
sustained responding as well, in which case the observed rehearsal
effect in Experiment 1 could be attributed to CS-rehearsal.

That CS-rehearsal could increment responding has been shown
in studies regarding sensitization or incubation. First, rehearsal of
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the CS might result in a sensitization of conditioned responding,
i.e., an increase in responsiveness caused by the (covert) repetition
of a stimulus (Groves and Thompson, 1970). As such, this might
underlie a strengthening of the CR after CS-US-rehearsal. Second,
in fear conditioning, it is proposed that short unreinforced presen-
tations of the CS might result in an increment, rather than a decre-
ment, in responding. Since Eysenck (1968) termed this phenom-
enon “incubation,” some studies have provided tentative support
for this hypothesis (e.g., Rohrbaugh and Riccio, 1970; Rohrbaugh
et al., 1972). Until now, little evidence exists that repeated CS-
only presentations promote a progressive increase in CR strength
(Nicholaichuk et al., 1982; Kaloupek, 1983). Most studies demon-
strate that short duration CS-presentations evoke resistance to
extinction, rather than incubation (Stone and Borkovec, 1975;
Sandin and Chorot, 1989). A process of incubation, either defined
as an increment in conditioned responding or a resistance to
extinction, would result in more conditioned suppression to the
rehearsed CS+ (as compared to the non-rehearsed CS+) after the
rehearsal phase as well.

To test the impact of rehearsing the CS without reference
to the US, two conditions were included. Besides the “CS-US-
Rehearsal”-group, a replication of Experiment 1, this study com-
prised a control condition, “CS-Rehearsal.” Participants in this
condition were requested to rehearse the CS, instead of the CS-
US-contingency. Conversely, it is important to note that most
learning theories would predict extinction, characterized by a
decrement rather than an increment in CR, after unreinforced
CS-presentations (Hermans et al., 2006). Given these conflicting
predictions, it is important to include this control group. If condi-
tioned responding is only sustained after CS-US-rehearsal and not
after CS-rehearsal, the data from Experiment 1 cannot be ascribed
to mental reactivations of the memory of the CS alone.

MATERIALS AND METHODS
Participants
Fifty psychology students participated in return for course credits.
All participants provided informed consent and were instructed
that they could decline further participation at any time during
the experiment. They were all uninformed about the purpose of
the experiment. Two participants were excluded due to technical
problems. The remaining 40 females and 8 males, aged 17–21 years
(M = 18.13, SD= 0.74), were randomly assigned either to the
condition “CS-US-Rehearsal” or the condition “CS-Rehearsal,”
resulting in 24 participants in each condition.

Procedure
The same apparatus, software, and stimuli were used as in Exper-
iment 1. For both conditions, the Pre-training phase, the US-
only phase and the Acquisition and Acquisition Test phase were
identical to those in Experiment 1. Only the Rehearsal phase dif-
fered between both experiments. Similarly, the aim of this phase
was to evoke mental rehearsal of previously presented stimuli.
However, while participants in one condition rehearsed a CS-
US-contingency as in Experiment 1, participants in the other
condition had to mentally rehearse a CS+, without reference to
the US. Hence, participants in this condition were merely asked
to focus their attention on one of the background pictures that

was previously presented. As always, they were requested to gen-
tly refocus their attention when they noticed being distracted. As
in Experiment 1, the attention training cover story was applied to
obtain rehearsal. During the Rehearsal phase, the same parameters
were used. More precisely, in the “CS-US-Rehearsal”-group, the
background picture, and the word “anti-laser shield” (in Dutch)
appeared on the screen six times. In the“CS-Rehearsal”-condition,
only the background picture (CS+R) was presented, again for six
times alternated with black screens.

The attention training was again executed twice and each train-
ing phase was followed by a short rating of the difficulty to focus
their attention. The training phases were separated by the admin-
istration of three filler questionnaires. Upon completion of the
Rehearsal phase, an unrelated computer task (causal learning task)
was administered. Subsequently, participants were redirected to
the first computer for the Rehearsal Test phase, which consisted
of three blocks, each containing one unreinforced presentation of
every CS.

RESULTS
Manipulation check
The mean attention scores for the first and second training task
(see Table 1) did not differ between both conditions, t 1(46)= 1.27,
p= 0.21; t 2(46)= 0.25, p= 0.80, nor did the attention score when
averaged over both tasks, t (46)= 0.43, p= 0.67. As in Experiment
1, we excluded for further analyses the (two) participants who
obtained a negative score when averaged over both training phases.

Acquisition test
Suppression ratio’s for each condition are presented in Figure 3, as
a function of Phase and CS-type. Acquisition data were analyzed
using a 2× 3-repeated measures ANOVA with Group (“CS-US-
Rehearsal”/“CS-Rehearsal”) as a between-subjects variable and
CS-type (CS−Average/CS+R/CS+NR) as a within-subjects vari-
able. Participants displayed differential conditioned responding
to the CS+s as compared to the CSs. Overall, there was a main
effect of CS-type, F(2, 88)= 73.83, p < 0.0001, MSE= 0.007,
η2

p = 0.63, but no significant Group×CS-type interaction, F(2,
88)= 0.04, p= 0.96, indicating no group differences in differential
responding.

Planned comparisons confirmed that in the “CS-US-
Rehearsal”-condition, the CS+R and the CS+NR generated sig-
nificantly more conditioned responding than the CS−Average,
F CS+R(1, 44)= 44.53, p < 0.0001, MSE= 0.008; F CS+NR(1,
44)= 53.21, p < 0.0001, MSE= 0.008. Participants demonstrated
an equal amount of suppression for both CS+s, F(1, 44)= 0.55,
p= 0.46. This indicates that no differences in responding existed
between both CS+s before the onset of the rehearsal phase. Sim-
ilarly, participants in the “CS-Rehearsal”-condition demonstrated
more conditioned responding to the CS+R, F(1, 44)= 44.70,
p < 0.001, MSE= 0.008, and the CS+NR, F(1, 44)= 52.57,
p < 0.001, MSE= 0.008, than to the CS−Average. Again, no sig-
nificant differences emerged between both CS+s, F(1, 44)= 0.45,
p= 0.51.

Rehearsal test
The left panel of Figure 3 (“CS-US-Rehearsal”-condition) shows a
data pattern that generally replicates Experiment 1. After rehearsal,
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FIGURE 3 | Experiment 2. Mean suppression ratio’s for the
“CS-US-Rehearsal”-group, who rehearsed the CS-US-contingency,
and the “CS-Rehearsal”-group, who rehearsed only the CS, as a
function of phase (acquisition test, rehearsal test 1, rehearsal test 2,

and rehearsal test 3) and CS-type (CS−Average, CS+R, and CS+NR).
CS−Average = the average for both CS−‘s. CS+R = rehearsed CS+,
CS+NR =non-rehearsed CS+, Acq. Test= acquisition test. Error bars
denote standard error.

the CS+R evokes more conditioned responding than the CS+NR.
In line with predictions, this data pattern is absent for the “CS-
Rehearsal”-group. To investigate whether mentally rehearsing the
CS-US-contingency or the CS alone differentially impacts subse-
quent CRs, a 2 (Group: “CS-US-Rehearsal”/“CS-Rehearsal”)× 2
(Phase: Acquisition test/Rehearsal test average)× 2 (CS-type:
CS+R/CS+NR)-repeated measures ANOVA was conducted. As in
the previous experiment, data of the three test trials were averaged
to obtain a more reliable assessment. The Group×Phase×CS-
type interaction failed to reach significance, F(1, 44)= 2.44,
p= 0.13. However, after exclusion of the two participants who
experienced difficulties focusing their attention during the first
attention task rather than exclusion of those participants with
a negative score when averaged over both tasks, the three-way
interaction was marginally significant, F(1, 44)= 3.82, p= 0.057,
MSE= 0.004. Although only marginally significant, the partial eta
squared (η2

p) of.08 suggests that this interaction can be interpreted
as a medium to large effect (Stevens, 2002).

Follow-up analyses using simple interactions showed that
for the “CS-US-Rehearsal”-condition, the Phase (Acquisition
test/Rehearsal test average)×CS-type (CS+R/ CS+NR) interac-
tion was significant, F(1, 44)= 10.62, p < 0.005, MSE= 0.005,
η2

p = 0.19. Planned comparisons confirmed that the CS+R

produced significantly more conditioned suppression than the
CS+NR, F(1, 44)= 15.22, p < 0.001, MSE= 0.004, at rehearsal
test. Moreover, the decrease in suppression was significant for
the CS+NR, F(1, 44)= 45.74, p < 0.0001, MSE= 0.005, but
non-significant for the CS+R, F(1, 44)= 3.95, p= 0.05. For
the “CS-Rehearsal”-condition, the overall Phase (Acquisition
test/Rehearsal test average)×CS-type (CS+R/ CS+NR) inter-
action failed to reach significance, F(1, 44)= 1.32, p= 0.26.
Rehearsing a CS+ alone does not seem to impact subsequent

CRs to this CS. This conclusion is corroborated by planned
comparisons showing no difference in SR between both
CS+s at test, F(1, 44)= 0.87, p= 0.36. Responding to both
CS+s decreased significantly from acquisition to rehearsal
test, F CS+R(1, 44)= 5.84, p < 0.05, MSE= 0.007; F CS+NR(1,
44)= 19.23, p < 0.0001, MSE= 0.005.

Given that the Group×Phase×CS-type interaction failed to
reach significance for the average SR over three test trials and
given that rehearsal test 1 is probably the most valid test trial, the
impact of rehearsal was also assessed for the first test trial only.
A 2 (Group)× 2 (Phase: Acquisition test/Rehearsal test 1)× 2
(CS-type) ANOVA was conducted, which revealed a margin-
ally significant three-way interaction, F(1, 44)= 3.98, p= 0.052,
MSE= 0.007, η2

p = 0.08 (medium to large effect). Moreover, after
exclusion of the two participants with difficulties to focus during
the first attention task (instead of averaged over both tasks), this
interaction was significant, F(1, 44)= 6.07, p < 0.05, MSE= 0.006,
η2

p = 0.12 (medium to large effect), providing support for the
differential impact on conditioned responding of rehearsing a
CS-US-contingency versus a CS alone.

Follow-up analyses targeting the data for the “CS-US-
Rehearsal”-condition, yielded a significant Phase×CS-type inter-
action, F(1, 44)= 10.75, p < 0.005, MSE= 0.007, η2

p = 0.20.
Planned comparisons showed that the CS+R produced signif-
icantly more suppression than the CS+NR at rehearsal test 1,
F(1, 44)= 13.48, p < 0.001, MSE= 0.008. Comparable to Experi-
ment 1, the SR for the CS+R remained intact after rehearsal, F(1,
44)= 0.33, p= 0.57, while responding to the CS+NR decreased
from acquisition to rehearsal test 1, F(1, 44)= 13.24, p < 0.001,
MSE= 0.008. Taken together, these data replicate the finding
of a strengthened CR to a CS after mental CS-US-rehearsal.
Data for the “CS-Rehearsal”-condition showed that the Phase
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(Acquisition test/Rehearsal test)×CS-type interaction was non-
significant, F(1, 44)= 0.29, p= 0.59, indicating that CS-rehearsal
did not impact responding. Planned comparisons provided addi-
tional support for this conclusion by showing no difference in SR
between both CS+s at rehearsal test 1, F(1, 44)= 0.03, p= 0.87.
Unexpectedly, responding did not show a significant decrement
between acquisition test and rehearsal test 1 for both CS+s,
F CS+R(1, 44)= 0.53, p= 0.47; F CS+NR(1, 44)= 2.15, p= 0.15, as
was the case for rehearsal test average.

In sum, it seems that while rehearsal of the CS-US-compound
sustains conditioned responding to the rehearsed CS+ as com-
pared to the non-rehearsed CS+, this is not the case when only
the CS+ is rehearsed.

DISCUSSION
Experiment 2 was set up to test whether the effects of Experi-
ment 1 were due to reactivations of the CS-memory or of the
CS-US-memory. First, the results of the“CS-US-Rehearsal”-group
in Experiment 2 replicated the findings of Experiment 1. As such,
this study provides additional evidence that mental reiteration of
a CS-US-contingency strengthens conditioned responding to that
CS+ relative to responding to a non-rehearsed CS+. In addition,
the results from the “CS-Rehearsal”-group showed no difference
between the rehearsed and the non-rehearsed CS+ and as such, no
evidence for sensitization or incubation of responding after CS-
rehearsal was provided. This points to the conclusion that mental
repetition of only the CS is not sufficient to produce the effect
of Experiment 1 (sustained CRs at test). Because Experiments 1
and 2 also showed no effect on the CS+ that was conditioned to
the same US but not rehearsed (CS+NR) in the CS-US-rehearsal
groups, the observed effect should probably not be attributed to
rehearsal of the US either. The main conclusion is that mental
reiteration of a CS-US-contingency causes sustained conditioned
responding, while reactivation of the CS or the US alone does not
have this effect.

It is important to note that we cannot rule out the possi-
bility that participants in the “CS-Rehearsal”-group might have
also thought about the US during instructed CS-rehearsal. How-
ever, given the clear difference in instructions (and cueing on
the screen) between both experimental groups, we believe that
participants in the “CS-US-rehearsal”-condition at least thought
more about the CS-US-compound than participants in the
“CS-rehearsal”-condition.

An important question is to what extent our rehearsal manipu-
lation might simply constitute additional acquisition trials. During
the rehearsal phase, we presented the CS-picture and a verbal
reference to the US. Although this procedure does not comprise
experience with the actual US (sensory characteristics), it may pro-
duce additional learning of the mere CS-US-contingency. During
“pure” rehearsal, these additional contingency experiences would
be internally generated (thinking back of the co-occurrences of
the CS and the US), whereas they were externally generated in
Experiments 1 and 2. Moreover, repetitive thought does not only
occur during presentations of the phobic stimuli (CS). Indeed,
individuals often think about past conditioning experiences in
the absence of the CS or US, so a purely mental rehearsal proce-
dure would seem more akin to repetitive thought. Therefore, we

conducted a third experiment, which included a new condition in
which participants were prompted by a neutral signal to rehearse
the CS-US-contingency in a purely mental way, i.e., without being
primed by the visual presence of the CS and a verbal reference
to the US. This procedure was in line with the paradigm used by
Davey and colleagues (Jones and Davey, 1990; Davey and Match-
ett, 1994). A non-differential rehearsal effect in the visually aided
rehearsal condition as in the purely mental rehearsal condition
would indicate that the observed rehearsal effect should not be
attributed to additional training during rehearsal.

A second important note is that both in Experiments 1 and 2 the
rehearsal effect seems partly driven by a decrease in CR to the non-
rehearsed CS+, rather than by an increase in CR to the rehearsed
CS+. This decrement may reflect the natural course of conditioned
responding over time; rehearsal would then prevent this sponta-
neous decrease in responding (see General Discussion). However,
it is also possible that the CS-US-rehearsal trials primarily pro-
duce their effect by reducing responding to the non-rehearsed
CS+, such that rehearsal of one CS-US-contingency interferes
with responding to the other CS+, which was presented during the
same learning phase. Such interference has been shown before, for
instance in studies by Pineno and colleagues (Matute and Pineno,
1998; Pineño et al., 2000) demonstrating impaired responding to
X when X+ training was followed by A+ training. Similarly, in
our studies the decrease in CR to the non-rehearsed CS+ can
be considered as the result of stimulus competition between ele-
mentally trained CSs evoked by mental rehearsal trials pairing
the rehearsed CS+ and the US. A related memory phenomenon
is retrieval-induced forgetting, which refers to the situation where
retrieval of a subset of formerly studied material (e.g., CS+R –
US) causes subsequent forgetting of the non-retrieved material
(e.g., CS+NR – US; Bäuml et al., 2010, p. 1048). In a recent
study by Ortega-Castro and Vadillo (2013), retrieval-induced for-
getting was demonstrated using word pairs, where several cues
predicted a common outcome. As such, rehearsal/retrieval of one
CS-US-contingency might induce forgetting of the non-rehearsed
contingency.

In order to evaluate this possibility, we included an extra control
group in Experiment 3 who“rehearsed”an irrelevant picture-word
pair after acquisition. This group will show the natural course
of responding to a CS+ from acquisition to test. A significant
decline in CRs for both CS+s in this group would indicate that the
observed decrease in CRs to the non-rehearsed CS+ should not
be attributed to interference.

EXPERIMENT 3
Experiment 3 comprised three experimental groups. The first
group, “Visual Rehearsal,” was largely a replication of the CS-US-
rehearsal groups in the previous experiments, including visually
aided CS-US-rehearsal. The second group, “Mental Rehearsal,”
entailed a purely mental rehearsal procedure, without any visual
guidance (except during instructions). Finally, participants in the
“Control”-condition rehearsed an unrelated picture-word pair.
We expected sustained suppression to the rehearsed CS+, but a
decrease in responding to the non-rehearsed CS+ in both rehearsal
groups. Moreover, a decline in CRs to both CS+s was expected in
the “Control”-condition.
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MATERIALS AND METHODS
Participants
Eighty students participated either in return for course cred-
its or as paid volunteer. They provided informed consent and
were uninformed about the purpose of the study. Partici-
pants were randomly allocated to either the “Visual Rehearsal”-
condition (n= 27), the “Mental Rehearsal”-condition (n= 27) or
the “Control”-condition (n= 26). The data of two participants
(from “Mental Rehearsal”-group and “Control”-condition) had
to be excluded due to apparatus failure. The remaining 78 par-
ticipants (63 women) had a mean age of 19.63 (SD= 2.46; range
17–34).

Procedure
The apparatus, software, and stimuli were again identical as in
Experiment 1. Moreover, the same procedure was used, with only
the Rehearsal phase differing from the previous studies. Dur-
ing this phase, all participants received instructions to rehearse
the co-occurrence of two related stimuli, using the attention
training cover story (with same parameters). In both rehearsal
conditions (Visual/Mental Rehearsal), participants received the
same instructions as in the CS-US-rehearsal conditions from the
previous experiments asking them to focus their attention on
one of the background pictures (CS+R) and how it co-occurred
with the anti-laser shield. A slide with the CS and a verbal ref-
erence to the US was additionally presented on the computer
screen to ensure that all participants were aware of the stim-
uli on which to “focus their attention.” While participants in
the “Visual Rehearsal”-condition were presented with this CS-
picture and a verbal reference to the anti-laser shield during the
rehearsal phase, participants in the “Mental Rehearsal”-group saw
only an exclamation mark, prompting them to a purely men-
tal repetition of the conditioning stimuli. Participants in the
“Control”-condition were also requested to focus their atten-
tion on a picture, a word and how they co-occurred. To ensure
that they had equal visual experience with the CS-picture and
the anti-laser shield as participants in the “Mental Rehearsal”-
group, control participants were presented with a CS+ -picture
and a verbal reference to the anti-laser shield as an example of
a possible picture-word pair they could encounter in the follow-
ing phase. Subsequently, it was further clarified that they had to
focus on clouds and how these co-occurred with rain. A visual
display of a picture of clouds and the word “rain” was presented
during these instructions and during the following Rehearsal
phase.

After each training phase, participants rated how difficult it was
to focus their attention. In between both training phases, three
questionnaires were administered. The Rehearsal phase and the
Rehearsal Test phase were separated by an unrelated computer
task (causal learning task).

RESULTS
Manipulation check
The attention score during the first and second attention training
task and the score when averaged over both tasks (see Table 1) did
not significantly differ between groups,as evidenced by the absence
of an effect of group in several one-way ANOVAs with Group

as between-subjects variable, F training 1(2, 75)= 2.89, p= 0.06,
F training 2 < 1, p= 0.57, F training 1+2(2, 75)= 1.50, p= 0.23. As in
Experiments 1 and 2, participants who obtained a negative atten-
tion score averaged over both training phases were excluded.
This was the case for five participants (18.52%) in the “Visual
Rehearsal”-condition, seven participants (26.92%) in the “Men-
tal Rehearsal”-condition and four participants (16.00%) in the
“Control”-condition.

Acquisition test
Figure 4 depicts SRs for each condition as a function of
Phase and CS-type. As can be seen in the graph, participants
show successful differential acquisition with higher SRs to the
CS−Average than to the CS+s. However, the level of responding
to the CS+s after acquisition seems to differ according to the
experimental group. This is corroborated using a 3× 3-repeated
measures ANOVA with Group (“Visual Rehearsal”/“Mental
Rehearsal”/“Control”) as between-subjects variable and CS-type
(CS−Average/ CS+R/ CS+NR) as within-subjects variable. This
ANOVA yielded a main effect of CS-type, F(2, 118)= 125.25,
p < 0.0001, MSE= 0.005, η2

p = 0.68, which was qualified by a sig-
nificant Group×CS-type interaction, F(4, 118)= 2.76, p < 0.05,
MSE= 0.005, η2

p = 0.09.
Further analyses showed that participants in the “Visual

Rehearsal”-condition demonstrated less suppression to CS−Average

than to CS+R, F(1, 59)= 58.40, p < 0.0001, MSE= 0.006, and
CS+NR, F(1, 59)= 84.89, p < 0.0001, MSE= 0.006. Both CS+s
evoked a non-differential amount of suppression, F(1, 59)= 2.44,
p= 0.12. The same pattern was evident for participants in
the “Control”-condition, with higher SRs to both CS+s than
to CS−Average, F CS+R(1, 59)= 80.53, p < 0.0001, MSE= 0.006;
F CS+NR(1, 59)= 66.25, p < 0.0001, MSE= 0.006, and a non-
differential level of responding to both CS+s, F(1, 59)= 1.61,
p= 0.21. However, while participants in the “Mental Rehearsal”-
condition again demonstrated more suppression to the CS+s than
to the CS−Average, F CS+R(1, 59)= 21.80, p < 0.0001, MSE= 0.006;
F CS+NR(1, 59)= 45.40, p < 0.0001, MSE= 0.006, they showed sig-
nificantly more suppression to the CS+NR than to the CS+R, F(1,
59)= 5.01, p < 0.05, MSE= 0.004, which is unexpected given that
the procedure was identical for both CS+s until then.

Rehearsal test
Figure 4 suggests a general decrease in CRs to both CS+s
in the “Control”-condition and a smaller decrease in condi-
tioned responding to the CS+R than to the CS+NR after CS-
US-rehearsal in both rehearsal groups, which is in line with
our hypotheses. This was supported by a 3 (Group: “Visual
Rehearsal”/“Mental Rehearsal”/“Control”)× 2 (Phase: Acquisi-
tion test/Rehearsal test average)× 2 (CS-type: CS+R/ CS+NR)-
repeated measures ANOVA. As before, data of the three test trials
were combined. This analysis revealed a significant Phase×CS-
type interaction, F(1, 59)= 7.46, p < 0.01, MSE= 0.003, η2

p =

0.11, that subsumed under a significant Group×Phase×CS-type
interaction, F(1, 59)= 3.27, p < 0.05, MSE= 0.003, η2

p = 0.10,
indicating that the course of responding to both CS+s was differ-
entially influenced by the rehearsal manipulation depending on
the experimental group.
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FIGURE 4 | Experiment 3. Mean suppression ratio’s for the “Visual
Rehearsal”-group, who rehearsed the CS-US-association with visual
guidance, the “Mental Rehearsal”-group, who rehearsed the
CS-US-contingency without visual guidance, and the
“Control”-condition, who rehearsed an irrelevant picture-word pair, as

a function of phase (acquisition test, rehearsal test 1, rehearsal test 2,
and rehearsal test 3) and CS-type (CS−Average, CS+R, and CS+NR).
CS−Average = the average for both CS−‘s. CS+R = rehearsed
CS+,CS+NR =non-rehearsed CS+, Acq. Test= acquisition test. Error
bars denote standard error.

The three-way interaction was further explored using simple
interactions and planned comparisons. In the “Control”-
condition, conditioned suppression significantly decreased at the
same rate for both CS+s during rehearsal of an unrelated picture-
word pair, F CS+R(1, 59)= 36.74, p < 0.0001, MSE= 0.004;
F CS+R(1, 59)= 24.72, p < 0.0001, MSE= 0.005, as evidenced by
a non-significant Phase×CS-type interaction, F(1, 59)= 0.25,
p= 0.62. In contrast, in the “Visual Rehearsal”-condition, the
Phase×CS-type interaction was significant, F(1, 59)= 7.62,
p < 0.01, MSE= 0.003, indicating a stronger decrease in suppres-
sion for the CS+NR than for the CS+R. Responding to both CS+s
decreased from acquisition to test, but this decrease was larger
for the CS+NR, F(1, 59)= 39.28, p < 0.0001, MSE= 0.005, than
for the CS+R, F(1, 59)= 13.73, p < 0.001, MSE= 0.004. These
results point toward an effect of visually aided CS-US-rehearsal
on subsequent CRs. Likewise, the Phase×CS-type interaction in
the “Mental Rehearsal”-condition also reached significance, F(1,
59)= 6.03, p < 0.05, MSE= 0.003, with a smaller decrease in CRs
for the CS+R, F(1, 59)= 12.17, p < 0.001, MSE= 0.004, than for
the CS+NR, F(1, 59)= 33.04, p < 0.0001, MSE= 0.005.

To investigate whether visually aided CS-US-rehearsal
had a different impact on responding than purely men-
tal CS-US-rehearsal, the Group (“Visual Rehearsal”/“Mental
Rehearsal”)×Phase×CS-type interaction was assessed. This
interaction failed to reach significance, F(1, 59)= 0.007, p= 0.94,
suggesting that both forms of rehearsal influenced responding
in the same way. Furthermore, given our hypothesis that the
decline in responding to the CS+NR after CS-US-rehearsal reflects
a natural course of responding, the 3 (Group)× 2 (Phase) inter-
action was assessed for the CS+NR. This interaction was non-
significant, F(2, 59= 0.41, p= 0.66, indicating that responding to

the CS+NR decreases to the same extent after CS-US-rehearsal as
after rehearsal of an irrelevant picture-word pair.

As the first test trial is considered the most valid one, the data
were also analyzed when taking into account only the change in
responding from post-acquisition to the first rehearsal test trial. A
3 (Group: “Visual Rehearsal”/“Mental Rehearsal”/“Control”)× 2
(Phase: Acquisition test/Rehearsal test 1)× 2 (CS-type: CS+R/
CS+NR)-repeated measures ANOVA revealed a non-significant
Group×Phase×CS-type interaction, F(1, 59)= 1.25, p= 0.29.
Further analyses for the three conditions separately revealed
that for participants in the “Control”-condition, the Phase×CS-
type interaction was not significant, F(1, 59)= 0.13, p= 0.72.
Both CS+s evoked significantly less suppression at rehearsal
test 1 than at acquisition test, F CS+R(1, 59)= 12.07, p < 0.001,
MSE= 0.005, F CS+NR(1, 59)= 7.57, p < 0.01, MSE= 0.006, indi-
cating that rehearsal did not impact responding. In the “Men-
tal Rehearsal”-group, responding to the CS+NR significantly
decreased between acquisition and rehearsal test 1, F(1, 59)= 6.13,
p < 0.05, MSE= 0.006, while no such decrease was present for the
CS+R, F(1, 59)= 0.02, p= 0.90, suggesting sustained responding
to the CS+R. The Phase×CS-type interaction was only mar-
ginally significant, F(1, 59)= 3.37, p= 0.07, MSE= 0.006. The
same pattern emerged for participants in the “Visual Rehearsal”-
group. Again, CRs significantly decreased for the CS+NR during
the rehearsal phase, F(1, 59)= 8.25, p < 0.01, MSE= 0.006, but
not for the CS+R, F(1, 59)= 2.78, p= 0.10. The Phase×CS-type
interaction was however not significant, F(1, 59)= 0.86, p= 0.36.

Based on visual inspection of Figure 4, we tested whether
the Phase×CS-type interaction differed between both rehearsal
groups, given that the rehearsal effect on the first test trial
seems more pronounced in the “Mental Rehearsal”-condition.
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The Group (“Visual/Mental Rehearsal”)×Phase×CS-type inter-
action failed to reach significance, F(1, 59)= 0.51, p= 0.48, indi-
cating a non-differential effect of visually aided and purely mental
rehearsal.

Given that the pattern of results in Figure 4 suggests a delayed
effect of rehearsal in the “Visual Rehearsal”-group, we examined
the change in responding between acquisition test and the final
test trial for both CS+s using a 3 (Group)× 2 (Phase: Acqui-
sition test/Rehearsal test 3)× 2 (CS-type) ANOVA. In line with
the previous findings, the same rate of CR decrease was observed
for both CS+s in the “Control”-condition, F CS+R(1, 59)= 47.89,
p < 0.0001, MSE= 0.007, F CS+NR(1, 59)= 41.75, p < 0.0001,
MSE= 0.007, with a non-significant Phase×CS-type interac-
tion, F(1, 59)= 0.0003, p= 0.99. In contrast, in both rehearsal
groups, suppression declined significantly stronger for the
CS+NR, F Mental Rehearsal(1, 59)= 47.84, p < 0.0001, MSE= 0.007;
FVisual Rehearsal(1, 59)= 51.78, p < 0.0001, MSE= 0.007, than
for the CS+R, F Mental Rehearsal(1, 59)= 23.25, p < 0.0001,
MSE= 0.007; FVisual Rehearsal(1,59)= 19.57,p < 0.0001,MSE= 0.007,
as evidenced by a significant Phase×CS-type interaction in both
the “Mental Rehearsal,” F(1, 59)= 5.73, p < 0.05, MSE= 0.004,
and the “Visual Rehearsal”-condition, F(1, 59)= 9.25, p < 0.005,
MSE= 0.004. The overall Group×Phase×CS-type interaction
was however only marginally significant, F(1, 59)= 2.60, p= 0.08,
MSE= 0.004. In sum, although suggested by the data pattern, no
strong evidence exists that visually aided CS-US-rehearsal has a
more delayed effect on responding than purely mental rehearsal.

DISCUSSION
The data pattern in the “Visual Rehearsal”-group replicated the
findings of Experiments 1 and 2. After rehearsal of the CS+R,
suppression to the CS+NR decreased significantly stronger than
suppression to the CS+R. Moreover, responding to the CS+R

seemed to persist longer as evidenced by a non-significant decline
from post-acquisition to the first rehearsal test, while this decrease
was significant for the CS+NR. Importantly, the same pattern
emerged for the“Mental Rehearsal”-condition. Again, the decrease
in responding was significantly stronger for the CS+NR than for
the CS+R and responding to CS+R sustained on the first rehearsal
test trial. This suggests that the rehearsal effects of Experiments
1 and 2 should not be attributed to the fact that the rehearsal
trials simply constitute additional acquisition trials. Rehearsal
impacts responding both when the to-be-rehearsed information
is externally or internally generated.

Importantly, the crucial Group×Phase×CS-type interaction
was significant, demonstrating an effect of rehearsal in both CS-
US-rehearsal groups, but not in the “Control”-group. However,
three important notes should be made. First, in the “Mental
Rehearsal”-condition, responding to both CS+s already differed
at the end of the acquisition phase, which is unexpected given
that both CS+s underwent the exact same procedure until then.
Although responding to the CS+R shows a slower decrease than
responding to the CS+NR, the CS+R does not evoke significantly
more suppression after rehearsal than the CS+NR, which might
be attributed to this unexpected post-acquisition difference. Sec-
ond, because of the difference between both rehearsal conditions
in baseline responding to the CS+’s the non-significance of the

Group (Visual Rehearsal/Mental Rehearsal)×CS-type interaction
should be interpreted with caution. Third, in contrast to Experi-
ments 1 and 2, the rehearsal effect is most strongly present for the
overall rehearsal test and to a lesser extent for the first test trial
only.

The significant decline for both CS+s in the “Control”-
condition seems to demonstrate that the natural course of condi-
tioned suppression is to decrease over time, rather than to persist at
the same level. This suggests that the decrease in responding to the
CS+NR during CS-US-rehearsal in the current and the previous
experiments, should not be attributed to some kind of interference
from the CS+R.

A final important remark is that more participants had to be
excluded because of a negative attention score than in the previous
experiments. Although the number of participants with a negative
score was not significantly associated with the experimental group,
χ2(2)= 1.033, p= 0.60, this exclusion was especially remarkable
in the “Mental Rehearsal”-condition, where 26.92% of the partic-
ipants were omitted. Presumably, this should be attributed to the
less concrete nature of the rehearsal task in this group, where only
an exclamation mark was presented.

GENERAL DISCUSSION
In human conditioning studies, relatively little attention has been
devoted to the processing of a memory trace after its initial
acquisition. In an attempt to explore the role of active post-
acquisition processing in conditioning, we experimentally induced
repeated activation of a CS-US-contingency memory and tested
whether this impacted conditioned responding at test. Experi-
ment 1 showed that rehearsing a previously acquired CS-US-
contingency leads to stronger CRs to the rehearsed than to a
conditioned, but non-rehearsed CS+. In Experiment 2 this effect
was replicated and, in addition, it was shown that no such dif-
ference occurred when rehearsal was focused on the CS alone
(rather than the CS-US-contingency). Experiment 3 demonstrated
that the same rehearsal effect is found regardless of how mental
rehearsal is induced. Priming rehearsal through visual presenta-
tion of the CS-picture and a verbal reference to the US (as in
Experiments 1 and 2) has the same effect as a purely mental
procedure. Moreover, results of the “Control”-condition suggest
that the natural course of responding to CS+s after acquisition
(and during an irrelevant rehearsal task) is a decrement in sup-
pression. An important limitation of Experiment 3 is formed by
the post-acquisition differences in responding between the con-
ditions. While the rehearsed and the non-rehearsed CS+ evoked
the same amount of responding in the “Visual Rehearsal” and
the “Control”-condition, this was not the case in the “Mental
Rehearsal”-condition. The reason for this unexpected difference
in unclear, but it might complicate interpretation of our find-
ings. However, overall, the data show that repeatedly activating
the memory trace of a CS-US co-occurrence impacts subsequent
conditioned responding, even in the absence of direct experience
with the phenomenological aspects of CS-US-pairings. Interest-
ingly, a recurrent finding is that rather than increasing the level of
responding, CS-US-rehearsal results in persistent CRs, while the
absence of mental activation causes responding to decline. We will
discuss this issue in more detail below.
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Based on Experiments 1 and 2 an important question was to
what extent the rehearsal manipulation entailed learning processes
rather than memory processes. Indeed, the procedure of repeat-
edly activating the CS-US-contingency might have constituted
additional training trials, given that the CS-US-contingency was
partially presented. However, the results of Experiment 3 showed
that purely mental rehearsal, which was not cued by the CS and
a verbal reference to the US and was thus internally generated,
affected conditioned responding in a similar way.

This issue demonstrates that research on rehearsal effects in
conditioning is located at the interface of learning and mem-
ory. Two alternative positions exist regarding the interrelation of
these two processes. One perspective is that learning occurs only
when external input is present, while memory processes pertain
to internally generated input. In that case, learning occurred in
Experiments 1 and 2, while the rehearsal manipulation in Experi-
ment 3 elicited a memory process, rather than a learning process.
An alternative viewpoint is to define learning as a change in behav-
ior due to experience (e.g., Bower and Hilgard, 1981). In this
perspective, learning occurred in all three experiments, as the
results showed a change in conditioned behavior compared to
when no repeated activation was induced. In sum, both learning
and memory seem crucial in understanding conditioning effects
(cf. Bouton and Moody, 2004) and their interplay is an important
but generally ignored topic.

The current research ties up with an increasing body of research
demonstrating that mental representations of a conditioning stim-
ulus can influence conditioned responding in the absence of the
physical stimulus. An overview of this literature is provided by
Dadds et al. (1997), Holland (1990), and Pickens and Holland
(2004). In short, there are two important lines of evidence for
the fact that activation of the mental representation of a stimu-
lus can induce learning to that stimulus. First, in US-revaluation
studies it is found that conditioned responding decreases/increases
after devaluation/inflation of the US without directly experienc-
ing the CS-US-contingency (e.g., Rescorla, 1974; White and Davey,
1989; de Jong et al., 1996). Second, in studies on representation-
mediated learning (Holland, 1990; Pickens and Holland, 2004)
it is typically shown that an associatively activated stimulus rep-
resentation can substitute for actually presented stimuli. Besides
demonstrating that an association may be formed with a stimulus
when the stimulus is not presented, it is also demonstrated that
associations may be formed between two stimuli even when both
of the stimuli are absent, rather than only one of them (e.g., in
animals: Holland and Sherwood, 2008; in humans: Le Pelley and
McLaren, 2001).

Besides the theoretical importance of our results in bring-
ing research traditions on memory and learning closer together,
the idea of mental rehearsal is clinically relevant as well. Over-
all, the data indicate that not only the acquisition experiences
themselves, but also the way in which one cognitively engages
in the memories of these events, has an impact on conditioned
responding. Clinical observations suggest that individuals differ
in their tendency to engage in repetitive thought such as worry
and rumination. Repetitive thought is defined as “the process
of thinking attentively, repetitively, or frequently about one’s self
and one’s world” (Segerstrom et al., 2003, p. 909). Hence, this

variable can be considered as a form of active rehearsal. After
experiencing a traumatic event, rehearsal of this negative event
together with associated stimuli might strengthen the acquired
CS-US-association. Previous work by Otto et al. (2007), as well
as a more recent study in our laboratory (Joos et al., 2012c),
points in that direction. Otto et al. (2007) found trait worry to
be a good predictor of the strength of fear acquisition. We repli-
cated the finding that individuals with a higher level of worry
demonstrated more pronounced fear acquisition. Moreover, this
association could not be explained by trait anxiety (Joos et al.,
2012b). One way to explain this relation between worry and con-
ditioning strength is that the high trait-worriers mentally repeat
the CS-US-contingency during acquisition and therefore show
stronger conditioned responding in the fear conditioning task. Of
course, post-acquisition mental repetition of the fear memory is
only one route that might play a role. As such, these studies do not
provide direct evidence of the impact of rehearsal after acquisition
and differ in this respect from the experimental studies presented
in this paper.

Given the conclusion that post-acquisition rehearsal impacts
conditioned responding, an important question pertains to the
exact processes that are responsible for this effect. A first can-
didate in explaining the results is consolidation, which refers to
the progressive post-acquisition strengthening of memory traces
in long-term memory (Dudai, 2004). Repeated activation of the
CS-US-contingency might strengthen the association between the
mental representations of the CS and the US in memory, resulting
in a cognitive consolidation of this memory trace.

A second mechanism focuses on the decrease in conditioned
responding to the non-rehearsed CS+. As suggested before, the
CS-US-rehearsal trials might interfere with responding to the
non-rehearsed CS+ at test. However, the results of the “Control”-
condition of Experiment 3 indicate that the recurrently observed
decrease in responding to the non-rehearsed CS+ is the natural
course of responding and should therefore not be attributed to
interference by a related stimulus (CS+R), as the same reduction
in CRs is evident when no related stimulus was rehearsed.

That the natural course of conditioned suppression after
rehearsal is to decrease, rather than to persist at the same level
supports the likelihood of a third possible underlying mecha-
nism, i.e., prevention-of-forgetting. Indeed, this decrease might be
considered as a type of forgetting. Hence, mentally rehearsing
a CS-US-contingency might prevent forgetting of this memory
trace through repeated activation. This idea is in line with the
notion that rehearsal prevents the loss of information in short-
term memory (e.g., Atkinson and Shiffrin, 1971; Portrat et al.,
2008). More specifically, as forgetting in conditioning probably
relates to a lack of accessibility of the memory trace rather than
a loss of information (Anderson, 2000; Bouton, 2004), rehearsal
might counteract a spontaneous decrease in accessibility of the
memory trace. In all three reported experiments, we see a decrease
in CR strength to the non-rehearsed CS+ between acquisition and
test, supporting the claim that participants “forget” this associa-
tion to some extent. For the “CS-Rehearsal”-group in Experiment
2, conditioned responding to both CS+s also decreases between
acquisition and test, but this decrease fails to reach statistical
significance on the first test trial. However, the non-significant
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Group×Phase (Acquisition test/Rehearsal test 1) interaction for
the non-rehearsed CS+ suggests that both groups show the same
decreasing pattern of responding to the non-rehearsed CS+. Over-
all, our data seem to support the notion that rehearsal renders the
CS-US-memory more accessible, resulting in stronger CRs upon
subsequent CS-presentations compared to presentations of the
non-rehearsed CS.

In conclusion, the present studies show that repeated post-
acquisition activation of a CS-US-contingency sustains condi-
tioned responding. Through experimental induction of post-
acquisition CS-US-repetition, it was shown that active post-
encoding processes such as rehearsal, which are frequently studied

in the memory literature, might play an important role in condi-
tioning as well. In particular, long-term conditioning effects may
be largely influenced by such memory processes. Additionally, our
results indicate that individual differences in the tendency to reflect
upon past experiences, as in worry or rumination, might create
differences in conditioned responding, due to varying levels of
post-acquisition activation of the CS-US-memory.
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We asked younger and older human participants to perform computer-based configural
discriminations that were designed to detect acquired equivalence. Both groups solved
the discriminations but only the younger participants demonstrated acquired equivalence.
The discriminations involved learning the preferences [“like” (+) or “dislike” (−)] for
sports [e.g., tennis (t) and hockey (h)] of four fictitious people [e.g., Alice (A), Beth (B),
Charlotte (C), and Dorothy (D)]. In one experiment, the discrimination had the form:
At+, Bt−, Ct+, Dt−, Ah−, Bh+, Ch−, Dh+. Notice that, e.g., Alice and Charlotte are
“equivalent” in liking tennis but disliking hockey. Acquired equivalence was assessed
in ancillary components of the discrimination (e.g., by looking at the subsequent rate
of “whole” versus “partial” reversal learning). Acquired equivalence is anticipated by a
network whose hidden units are shared when inputs (e.g., A and C) signal the same
outcome (e.g., +) when accompanied by the same input (t). One interpretation of these
results is that there are age-related differences in the mechanisms of configural acquired
equivalence.

Keywords: acquired equivalence, attentional set, ageing, discrimination learning, connectionism, associative

learning, healthy aging, configural processing

INTRODUCTION
Experiments on “acquired equivalance” have revealed important
information about the way in which animals encode stimulus
representations. For example, Honey and Ward-Robinson (2001)
gave rats acquired equivalence training in which a tone would
signal food delivery (t+) and a clicker would not (c−) in two
distinctly decorated Skinner boxes (A and C). But in two other
Skinner boxes (B and D), the tone and click signalled the alterna-
tive outcome (i.e., t− and c+). The complete discrimination can
be represented as: At+, Ac−, Bt−, Bc+, Ct+, Cc−, Dt−, Dc+.
It was evident that rats had learned the discrimination because
they anticipated the delivery of food on reinforced (+) trials by
approaching the site of delivery and refrained from this on the
non-reinforced (−) trials. Notice that no single stimulus uniquely
predicts either outcome: all stimuli are equally often reinforced
and non-reinforced and it is necessary for rats to learn about spe-
cific configurations of stimuli. Influential theoretical accounts of
such learning (e.g., Rescorla, 1976; Pearce, 2002) provide accounts
of solution of the At+, Ac−, Bt−, Bc+, Ct+, Cc−, Dt−, Dc+
discrimination in which the eight trial types are represented by
eight “configural” stimuli, each being associated with the appro-
priate outcome. However, Honey and Ward-Robinson gave an
additional stage of training that produced results not anticipated
by these models. In the subsequent stage, rats were split into
two groups to receive different types of “reversal training,” in
which at least some of the trial outcomes were switched. For
group Whole, all trial types were reversed (i.e., At−, Ac+, Bt+,
Bc−, Ct−, Cc+, Dt+, Dc−) but for group Part only half of the
trial types were reversed (At+, Ac−, Bt−, Bc+, Ct+, Cc−, Dt+,

Dc−). Both groups’ performances were reduced by the rever-
sal from the original stages and both recovered; however, group
Whole’s performance recovered more quickly than group Part’s
did. It is this feature of the data that challenges alternative config-
ural learning theories (e.g., Rescorla, 1976; Pearce, 2002). Notice
that in the pre-reversed discrimination these Skinner boxes indi-
cate the equivalent reinforcement arrangements for the tone and
click. Informally expressed, it is as though rats’ representations
of Skinner boxes A and C (and B and D) had “acquired equiva-
lence” during pre-reversal training. Thus, new learning during the
reversal may transfer between A and C (and between B and D).
For group Part, the acquired equivalence between A and C (and
between B and D) will lead to conflicting information because
A and C no longer indicated equivalent tone/click reinforcement
relationships. But for group Whole, although the tone/click rein-
forcement relationships have all reversed, A and C (and B and
D) remain equivalent. It is notable that non-configural forms of
acquired equivalence are possible (e.g., Honey and Hall, 1989) but
they are interpretable in simpler terms than those considered here
(e.g., Ward-Robinson and Hall, 1999).

Honey et al. (2010) describe this finding, and others like them
(e.g., Ward-Robinson and Honey, 2000; Hodder et al., 2003),
in terms of a three-layer connectionist network, which will be
described in detail in the Discussion. Those authors also note
that their model will adequately explain the finding that dis-
criminations involving “intra-dimensional” shifts are mastered
more quickly than those involving “extra-dimensional” shifts
(e.g., Owen et al., 1991; Barense et al., 2002). This sugges-
tion is theoretically significant because, if substantiated, it would
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undermine claims that non-human animals’ demonstrations of
intra-dimensional transfer are not actually demonstrations of a
genuine attentional process (cf., Mackintosh, 1974). It is also
clinically significant because intra-/extra-dimensional shift exper-
iments in rats demonstrate the role of the prefrontal cortex in
“attentional set” in frontal lobe disorders (Owen et al., 1991;
Dias et al., 1997; Birrel and Brown, 2000; Hampshire and Owen,
2010). Deficits in performance in intra-/extra-dimensional shift
have been reported in apparently healthy, older human volunteers
(Owen et al., 1991; see also, Barense et al., 2002). That observation
and Honey et al.’s assertion that the same psychological pro-
cesses outlined in their model, govern not only acquired equiv-
alence and intra-/extra-dimensional set shifting, make several
predictions. In particular, manipulations that affect intra-/extra-
dimensional set shifting, should also affect acquired equivalence.
We report here results of two experiments that support that pre-
diction by demonstrating acquired equivalence performance to
be diminished in (healthy) older participants relative to younger
participants.

EXPERIMENT 1
Honey and Ward-Robinson (2001) demonstrated acquired equiv-
alence in rats using an appetitive conditioning procedure. We
adapted their procedure for use with older and younger partici-
pants in Experiment 1 whose design is summarized in Figure 1.
Older and younger participants were required to learn about four
fictitious characters’ like or dislike of two sports. Two of the char-
acters liked the same two sports and disliked the two alternative
sports (Stage 1). Acquired equivalence could be demonstrated
over a series of “reversals” (Stage 2 and Stage 3) in which some or
all of the previously liked sports became disliked and vice versa. If
the two pairs of characters had acquired equivalence, participants’
performance should recover more rapidly from the whole reversal
than from the part reversal. The new question we asked here was:
would this acquired equivalence effect be different in a group of
older participants?

MATERIALS AND METHODS
PARTICIPANTS
Group Y comprised two men and fourteen women with a mean
age of 20.8 years (range: 20–24 years); Group O comprised seven
men and eight women with a mean age of 64.4 years (range: 55–
77 years). Participants were a self-selected sample of respondents
to recruitment posters in public places (cafés, Post Offices, etc.,
Group O) or were University of Nottingham students who gained
course credit for participation (Group Y). All participants were
naive with respect to the stimuli used in the experiment.

APPARATUS AND STIMULI
Experiments were run in a small quiet room in the School of
Psychology, University of Nottingham. Stimuli were presented
and responses were recorded on a laptop (Toshiba Portégé A200).
From opposite corners its screen measured 31 cm. Participants
used a separate keyboard that was connected to the laptop and
positioned such that the participant could use the keyboard while
looking at the laptop screen. The keyboard consisted of a stan-
dard QWERTY keyboard with a number pad to the right hand

FIGURE 1 | Example of treatments given to the younger and older

participants in Experiment 1. Participants are required to learn whether
four fictitious characters, Alice, Beth, Charlotte, and Dorothy, like or dislike
the sports tennis and hockey. In each of three stages, two characters like
and two dislike each of the two sports; these patterns of liking and disliking
are complemented by the remaining two characters. In the example of a
“whole reversal” treatment in the top panel, the stage-2 treatment
consists of a full reversal of the pattern of the characters’ liked and disliked
sports. But in the example of a “part reversal” only two of the characters’
liked and disliked two sports reverses (viz., Beth, and Charlotte), whereas
the other two characters’ (viz., Alice, and Dorothy) liked and disliked sports
remain unchanged from stage 1. Stage-3 training was identical to Stage-1
training, and was intended to offer an additional attempt to examine the
effect of whole or part reversal.

side. With the exception of the keys numbered 1, 2, 3, 4, and 5
that ran along the top of the QWERTY part of the keyboard and
the space key, black stickers covered the letter/number of each key.
Our intention here was to direct participants’ responses to the
keys 1, 2, 3, 4, and 5 during the experiment. A pair of headphones
(Panasonic RP-HT225) was plugged into the laptop and was used
to present the auditory stimuli described below.

The following cartoon depictions were used as stimuli: (a)
a pair of crossed tennis rackets and ball with “Tennis” written
below them; (b) a hockey stick and ball with “Hockey” written
below them; (c) four characters’ faces with “neutral” facial expres-
sions, “happy” facial expressions and “sad” facial expressions (i.e.,
twelve images of the characters). Each character’s neutral image
had her name (Alice, Beth, Charlotte or Dorothy) written below
it. Each character’s happy image had “X Likes this Sport” written
above it where X is the character’s name; sad images were simi-
larly accompanied by text that read “X Dislikes this Sport.” These
stimuli occupied a screen area of around 400 mm2. Auditory data
files had been created on a computer (iMac, Apple Computers)
using a synthetic voice (“Victoria”). These files read aloud the
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text “Correct,” “Incorrect” and “Have a guess next time” and had
durations of between 0.5 and 1.5 s. During the experiment, the
character and sport stimuli were presented side by side and ver-
tically central. The character appeared only on the left-hand side;
the sport appeared only on the right-hand side. A numbered scale
comprising the numbers 1, 2, 3, 4, and 5 could be presented below
the neutral images of the characters’ faces with 1 on the left and
5 on the right. The word “Dislike” appeared to the left of “1” and
the word “Like” appeared to the right of “5.”

PROCEDURE
Participants from Groups Y and O were randomly assigned
to whole-reversal (W) or part-reversal (P) groups, to create
Group YW, Group YP, Group OW, and Group OP, see Figure 1.
Participants’ mean ages in groups YW, YP, OW, and OP were,
respectively 20.1, 21.5, 64.6, and 64.3 years. There were seven
woman and one man in both Group YW and YO; there were five
women and two men in Group OW; and there were three women
and five men in Group OP.

All participants were given training in which they were asked
to learn which sports (Tennis and Hockey) four fictitious char-
acters (Alice, Beth, Charlotte, and Dorothy) liked. Participants
keyed “5” for liked sports and “1” for disliked sports. Keys in-
between could be used for less confident responses. For the
purposes of feedback (see below), keying 4 or 5 were “cor-
rect” on like trials and “incorrect” on dislike trials; and keying
1 or 2 were “correct” on dislike trials and “incorrect” on like
trials. Keying 3 was neither correct nor incorrect. For all par-
ticipants, each sport was liked by two of the characters and
disliked by the other two characters; each character liked one
sport and disliked the other. Thus, each character agreed in
her opinion of the two sports with one other character and
disagreed with the two remaining characters. We counterbal-
anced stimulus arrangements such that for some participants
Alice and Charlotte (and therefore, Beth and Dorothy) had
equivalent sports opinions and for others Alice and Beth (and
therefore, Charlotte and Dorothy) has equivalent sports opin-
ions. Neither Alice and Dorothy nor Beth and Charlotte shared
sports opinions for any participants. For some participants the
shared opinions were based on liking Tennis (and, therefore, dis-
liking Hockey); for others participants the shared opinions were
based on liking Hockey (and therefore, disliking Tennis). The
orthogonal arrangement of this counterbalancing created four
different discriminations, which were given to similar numbers
of participants.

Participants read a standard instruction sheet that gave an
indication of the rationale of the experiment and emphasized par-
ticipants’ entitlement to leave the experiment. Instructions were
then presented on the laptop. A scenario was described involving
the participant learning which of two sports the four characters
liked. Instructions described making 1–5 key responses to indicate
each character’s like/dislike of the sports. At the end of the instruc-
tion phase the experimenter went through an example of how to
use the keyboard to register responses. The experimenter checked
that the participant understood and was comfortable with the
task, and then left the room. The instruction phase repeated then
the participants pressed the spacebar to initiate the trials.

The sequence of one type of trial is exemplified in Figure 2.
Each trial consisted of: (1) The 1.5-s, centrally located presen-
tation of the keyboard character “+,” (2) The presentation of a
character and a sport, during which the participant had unlim-
ited time to select a response from 1 (dislike) to 5 (like) of the
scale that was presented below them, (3) Information about the
characters like/dislike of the sport was given for 2.9 s. This com-
prised presentation of text (e.g., Alice likes this Sport) with the
accompanying “happy” or “sad” version of the character and
the Tennis or Hockey picture, (4) Auditory feedback was given
(“Correct,” “Incorrect” or, where 3 was keyed, “Have a guess next
time”).

During stage-1 training, each of the eight trial types was given
24 times in an irregular sequence (i.e., 96 liked and 96 disliked
trials). During stage-2 training, participants received an identical
treatment but on a reversed version of the task: for participants
in Groups YW and OW, all four of the characters now liked the
sports they had previously disliked and now disliked the sports
they had previously liked. For participants in Groups YP and OP,
only two of the characters’ opinions of the sports reversed. Stage
3 was the final stage of training and was identical to the first
except that only sixteen trials of each of the eight trial types was
given. Group YP and OPs’ partial reversals were systematically
varied and were arranged so that each particular discrimination
was matched by a subgroup of YW and OW. Thus, performance
differences between whole/part reversals could not be attributed
to differences in difficulty of the specific trials types in their
discrimination.

FIGURE 2 | Illustration of the the sequence of events on each trial of

training in Experiments 1 and 2. (1) The leftmost panel represents the
presentation on the computer’s screen of the fixation cross (“+”), which
occurred at the beginning of each trial for 1.5 s. There was no requirement
of the participant; (2) The central panel represents the presentation on the
computer screen of the character, the sport and the rating scale. This
example represents a trial in which a participant was asked to rate Alice’s
like/dislike of tennis, however, other trial types occurred (see, e.g.,
Figures 1, 3). This slide remained until the participant had made their
rating; (3) The rightmost panel represents the feedback given to the
participant following their previous rating. In this example, the participant
correctly rated Alice as liking tennis (i.e., the participant gave Alice a rating
of ≥4 for tennis), which was accompanied by the spoken word “Correct”
and by the statement “Alice likes this sport.” Full details of the feedback
given on incorrect trials and on the other types of trial are given above.
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RESULTS
Initial examination of raw trial-by-trial data revealed that all
participants mastered the task rapidly, for example reaching
asymptotic discrimination after about six blocks of the eight trial
types. Our analysis focuses, therefore, on the terminal six trials
of established training and the initial six trials of the reversal.
Here, group differences were not masked by rapid discrimina-
tion learning. Data on “dislike” trials were transformed to match
the scale of the “like” trials. That is, 1 (the correct response) was
recoded as 5, 2 as 4, 3 remained as 3, 4 as 2 and 5 as 1. This
obtained a like/dislike-independent response measure in which
5 s indicate the correct response and 1 s indicate the incorrect
response. These data are summarized in Figure 3. We see that all
four groups’ performance before both reversals was good (around
the asymptote of 5) and that it declined on both of the reversals,
recovering quickly. Inspection of the two Y groups, indicates that
group YW recovered from the disruption of the reversal more
quickly than group YP. However, no such pattern can be seen
in the O groups: groups OW and OP show no obvious differ-
ence in recovery. This description of the data was supported by
an analysis of variance (ANOVA) with within-subject variables
of: (1) cycle (i.e., the first and second twelve-trial cycles of estab-
lished discrimination and subsequent reversal), (2) established
training (end of stages 1 and 2) versus reversal stage (begin-
nings of stages 2 and 3), and (3) trial; and between-subject
variables of: (1) age (i.e., Y versus O), and (2) reversal group
(i.e., W versus P). The analysis revealed main effects of trial,
F(5, 135) = 4.9, p < 0.001, η2

p = 0.156, reversal stage, F(1, 27) =
40.7, p < 0.001, η2

p = 0.602 and cycle, F(1, 27) = 5.0, p < 0.034,

η2
p = 0.158. The Cycle × Trial × Age interaction, F(5, 135) = 2.9,

p < 0.017. η2
p = 0.097, and the Cycle × Trial × Reversal Stage

interaction, F(5, 135) = 2.3, p < 0.046, η2
p = 0.079 were signifi-

cant. No other main effect was significant. The source of the
interaction involving the age variable was examined using simi-
lar analyses separated for young and older participants. Analysis
of older participants’ data yielded a main effect of reversal stage
only, F(1, 13) = 15.0, p < 0.003, η2

p = 0.537. No other statistic
was significant and, of most importance, none was significant
that involved the reversal-group variable, smallest p > 0.121.
However, the corresponding analysis of the younger participants’
data yielded reliable main effects of cycle, reversal, and trial, and
reliable Reversal × Trial, and Reversal × Trial × Reversal Group
interactions, largest p < 0.024, F(5, 70) = 2.7, η2

p = 0.167. The
source of the younger participants’ Reversal × Trial × Reversal
Group interaction was examined using a pair of ANOVAs with
data split across the reversal stage variable (i.e., on established dis-
crimination data and reversed data) with only cycle and reversal
group as variable. No significant statistics were obtained for the
established discrimination data, smallest p > 0.134. The corre-
sponding ANOVA for the reversed data yielded a significant main
effects of cycle and trial and a significant Trial × Reversal Group
interaction, largest p < 0.012, F(1, 29) = 7.3, η2

p = 0.203. Simple
main-effects analysis on this interaction using separate error
terms for each trial, revealed younger participants’ whole rever-
sal performance to be superior to partial reversal performance on
the fifth trial, F(1, 14) = 13.7, p < 0.003, η2

p = 0.495.

EXPERIMENT 2
The results of Experiment 1 join those of Honey and Ward-
Robinson (2001) and Hodder et al. (2003) in showing an acquired
equivalence effect by an improved rate of “whole” reversal learn-
ing relative to “part” reversal learning in younger participants.

FIGURE 3 | Means, and one standard error of each mean, of data from

Experiment 1. The leftmost four sets of six trials of data are from the two
younger participant groups (groups YW and YP); the rightmost data are the
corresponding data from two older participant groups (groups OW and OP).
For all four groups, and running from left to right, the four sets of data
represent: (1) The final six liked and final six disliked trials of stage 1 (i.e.,
trials 91 through to 96 of stage 1); (2) the first six liked and first six disliked

trials of stage 2 (i.e., trials 1 through to 6 of stage 2); (3) the final six liked and
final six disliked trials of stage 2 (i.e., trials 91 through to 96 of stage 2); (4)
the first six liked and first six disliked trials of stage 3 (i.e., trials 1 through to
6 of stage 3). The ratings are expressed in a like/dislike-independent form
such that data from dislike trials were transformed to match the scale of the
like trials. Thus, here data are pooled over the like and dislike trial types and
scores of 5 is (maximally) correct and a score of 1 is (maximally) incorrect.
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Our new finding is that this difference in whole/part learning
rate was absent in older participants. Before considering fully the
implications of this finding, we sought to replicate it using similar
logic to that of Experiment 1. For Experiment 1 to reveal acquired
equivalence, it is necessary for the benefit of acquired equivalence
to more than offset the cost of relearning new character-sport
relationships. In Experiment 2, which is summarized in Figure 4,
we followed Honey and Ward-Robinson (2001) in the use of a
design that avoids this compromise. Older and younger partic-
ipants were required to learn the four characters like/dislike of
four sports. For the Congruent treatment, each of the characters’
like/dislike of the the four sports was matched with one other
character. For the Incongruent treatment, no one character’s
sport like/dislike was matched with any other character. Acquired
equivalence could be demonstrated by the finding that the

FIGURE 4 | Example of treatments given to the younger and older

participants in Experiment 2. Participants are required to learn whether
four fictitious characters, Alice, Beth, Charlotte and Dorothy, like or dislike
the sports tennis, hockey bowling, and netball. Unlike Experiment 1,
training consisted of the single stage represented here. Two characters like
two of the four sports and dislike the other two sports; these patterns of
liking and disliking are complemented by the remaining two characters. In
the example of a “congruent” treatment in the top panel, two pairs of
characters like the same two sports (Alice and Charlotte both like tennis
and bowling, and Beth and Dorothy both like hockey and netball) and dislike
the same sports (Alice and Charlotte both dislike hockey and netball, and
Beth and Dorothy both dislike tennis and bowling).But in the example of an
“incongruent” treatment in the bottom panel, no two pairs of characters
share patterns of liking and disliking of the sports. For example, although
Alice and Beth both like hockey and dislike tennis, Alice likes bowling,
whereas Beth dislikes it.

discrimination was mastered more rapidly in the congruent than
the incongruent condition. Again, we asked whether the extent of
acquired equivalence would be different in the two age groups.

MATERIALS AND METHODS
PARTICIPANTS, APPARATUS, AND STIMULI
Group Y comprised six men and ten women with a mean age
of 21.2 years (range: 18–24 years); Group O comprised five men
and eleven women with a mean age of 64.8 years (range: 53–77
years). The apparatus and stimuli were those used in Experiment
1. Experiment 2 used an additional two sport stimuli, bowling
and netball to make a total of four sports for the four characters.
All unspecified details of participants, apparatus and stimuli were
identical to those of Experiment 1.

PROCEDURE
Participants from Groups Y and O were randomly assigned to
congruent (C) or incongruent (I) groups, to create Group YC,
Group YI, Group OC, and Group OI. The mean ages and num-
bers of women and men in these groups was, respectively: 21.0,
22.5, 64.5, and 65.1 years; and 6:2, 4:4, 5:3, and 6:2. All partici-
pants were given training in which they were asked to learn which
of the four sports (Tennis, Hockey, Bowling, and Netball) the four
fictitious characters (Alice, Beth, Charlotte, and Dorothy) liked.
For all participants, each of the four sports was liked by two of the
characters and disliked by the other two characters; each char-
acter liked two sports and disliked the other two sports. For the
congruent groups, each character shared her pattern of sport lik-
ing and disliking with one other character and the two remaining
characters had the complementary pattern of liking and dislik-
ing of sports. For all participants in the congruent groups Alice
was equivalent to Charlotte and Beth was equivalent to Dorothy.
For approximately half of the participants in the two congruent
groups this was based upon Alice and Charlotte’s shared liking of
Bowling and Tennis (and shared disliking of Netball and Hockey);
for the remainder of the participants in the two congruent groups,
equivalence was based upon Alice and Charlotte’s shared dislik-
ing of Bowling and Tennis (and their shared liking of Netball and
Hockey). The arrangements of Alice and Charlotte’s liking and
disliking of Bowling and Netball was the same for the two incon-
gruent groups as for the two congruent groups. The incongruent
groups’ treatment differed from the congruent groups’ treatment
in the four characters’ liking and disliking of Tennis and Hockey:
for approximately half of the participants in the two incongruent
groups, Alice and Beth liked Tennis (and disliked Hockey); but for
the remainder Alice and Beth disliked Tennis (and liked Hockey).
Notice that for the incongruent groups no two characters were
exactly alike in their pattern of sports liking.

All participants received 256 trials in random sequence with
the constraint that each of the sixteen trial types created by the
combinations of the four characters and four sports occurred
once in each block of sixteen trials. Unspecified procedural details
were identical to those of Experiment 1.

RESULTS
The results of Experiment 2 are summarized in Figure 5. As in
Experiment 1, the scale for dislike trials was reversed to match that
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FIGURE 5 | Means, and one standard error of each mean, of data from

Experiment 2. The leftmost 16 8-trial blocks of data are from the two
younger participant groups (groups YC and YI); the rightmost data are the
corresponding data from two older participant groups (groups OC and OI).
The ratings are expressed in a like/dislike-independent form such that data
from dislike trials were transformed to match the scale of the like trials.
Thus, here data are pooled over the like and dislike trial types and scores of
5 is (maximally) correct and a score of 1 is (maximally) incorrect.

of the like trials and data were collapsed over like and dislike trials.
Initial inspection and analysis revealed that the older participants’
discrimination performance was robust, though the response but-
tons were often not the most extreme (i.e., responses of 1 and 5).
This feature of the data indicates that older participants may have
differed from younger participants in their response bias (i.e.,
tending to make more accurate, but more modest, responses).
For example, on the 16th block of training, only three of the six-
teen younger participants gave mean responses that were not 5 s
or 1 s, however, at that point, fifteen of the sixteen older partici-
pants gave scores that were not 5 s or 1 s (χ2 = 15.4, p < 0.001).
To correct for this bias each datum was normalized by multiplying
it by a normalization ratio (cf., Ringo, 1988; Baxter and Murray,
2001). The normalization ratio was computed for each block by
dividing the arithmetic mean of all data for that block (i.e., ignor-
ing age and congruency designation) by the mean for the age
group (i.e. ignoring only congruency designation) on that block.
This process acted to moderate younger participants’ responses
and boost older participants’ responses, which was irrespective of
congruency designation.

We see that participants in all groups learned the relationships
between the characters and the sports and, it seems, less rapidly
than the discrimination in Experiment 1, which could be the
result of the additional number of trial types. Group YC appeared
to master the discrimination more rapidly than Group YI. The
question of key interest is whether the older participants would
also show acquired equivalence. In particular, would Group OC’s
performance show superiority over Group OI’s? As in Experiment
1, the older participants appear to have satisfactorily learned
the discrimination but do not demonstrate acquired equivalence.

This description of the data was supported by an ANOVA with
block as a within-subject variable and age and congruency as
between-subject variables, which revealed a main effect of block,
F(15, 420) = 16.6, p < 0.001, η2

p = 0.373 and a Block × Age ×
Congruency interaction, F(15, 420) = 1.8, p < 0.035, η2

p = 0.060.
No other statistics were significant, smallest p > 0.216, F(1, 28) =
1.6, η2

p = 0.054.
The source of the Block × Age × Congruency interaction

was located by performing a pair of separate, 2 × 16 ANOVAs
on younger and older participants’ data. The ANOVA on the
younger participants’ data yielded a main effect of block and a
Block x Congruency interaction, smaller p < 0.014, F(15, 210) =
2.1, η2

p = 0.128. The congruency main effect was not significant,

F(1, 14) = 3.9, p < 0.066, η2
p = 0.222. The source of the Block

× Congruency interaction in younger participants’ data was
located using simple main-effects analysis with separate error-
terms for each level of block. This showed responding of Group
YC to be superior to that of Group YI on blocks, 5, 6, 7, and 8,
largest p < 0.049, F(1, 14) = 4.6, η2

p = 0.248.
The corresponding 2 × 16 ANOVA on older participants’ data

yielded only a main effect of block, F(15, 210) = 5.7, p < 0.001,
η2

p = 0.288. Neither the congruency main effect nor its interac-
tion with block was significant, Fs < 1.

DISCUSSION
We sought to test Honey et al.’s (2010) claim that acquired
equivalence of configural learning and intra-dimensional/extra-
dimensional set-shifting experiments may employ a common
mechanism. We reasoned that because performance at atten-
tional set-shifting is reduced in healthy, relatively aged subjects
(Owen et al., 1991; Barense et al., 2002), if Honey et al.’s asser-
tion is correct, performance at acquired equivalence should also
be reduced. Our new findings supported that suggestion. They do
not unambiguously confirm that there is a relationship between
configural learning and intra-dimensional/extra-dimensional set-
shifting (e.g., one brought about by their reliance on a common
psychological process). For example, configural learning and set
shifting could be governed by independent psychological pro-
cesses, each being affected by some aspect of ageing. Nonetheless,
our new results represent a first and necessary step in the conclu-
sion that configural learning and set shifting are governed by a
common process.

The force of that argument relies on the specificity of the
reduction in performance. That is, older participants’ reduced
performance at an acquired equivalence task is not theoretically
decisive if it is part of a more general pattern of reduction.
This could be obtained by some general disadvantage, perhaps
a reduction in working memory performance, inhibition or sim-
ply less familiarity with computer-based tasks than the younger
participants. Participants may have differed in their motivation
to participate (younger participants gained course credit, older
participants did not) or in the level or style of their educations
(younger participants were current university students, older par-
ticipants were not). Examination of performance that is not part
of the acquired equivalence task is key to evaluating these pos-
sibilities. Older participants’ performance in Experiment 2 did
indicate some general deficit in discrimination relative to younger
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participants (which was evident before data were normalized).
Of course, older people may present a general change in per-
formance that is especially pronounced in acquired equivalence
tasks. Such an interaction between tasks and the effects of age
on performance could generate the results obtained. We cannot
eliminate such an account but we noted above that the general
performance deficiency exhibited by older participants appeared
to be a response bias and rather than a discrimination deficiency.
Further evidence against the suggestion that the age-associated
change in acquired equivalence is merely part of a general decline
comes from Experiment 1. Here, the acquired equivalence deficit
was not accompanied by a general change in performance (e.g.,
the initial ANOVA did not generate any significant statistics that
involved the variable age). We have no ready explanation for the
inconsistency across experiments of the age-related response bias;
but because it is uncorrelated with effects on acquired equiva-
lence it is, without some additional elaboration, an inadequate
explanation of our findings.

Leaving to one side for a moment the age-related effects of per-
formance, the findings of the acquired equivalence of configural
learning may be accommodated by a connectionist model (Honey
et al., 2010), whose main features are summarized in Figure 6.
Individual elements of the discrimination, here the characters
and the sports, are represented at the input layer of the network.
Presentation of two items (e.g., Alice and tennis) will tend to gen-
erate activity in the network’s hidden layer. Hidden-unit activity
is subject to a “winner-take-all” process in which the single most
active unit will suppress activity in less active units. At first, hid-
den unit selection will be stochastic: one lucky unit (e.g., “w”)

FIGURE 6 | Depiction of theoretical analysis of acquired equivalence.

The three-layered network is composed of: input units, that represent the
individual components of each stimulus of each trials (e.g., both Alice and
tennis); hidden units, that represent the combination of stimuli on that trial
(e.g., Alice with tennis); and the output units, that represent the trial’s
correct outcome (e.g., that Alice likes tennis). Input unit −→ hidden unit
and hidden unit −→ output unit connections begin with weights of random
strength that approximate zero. Weight changes occur as learning
progresses. An output unit −→ hidden unit connection gives feedback to
the hidden unit about the trial’s outcome.

will be active when activity is generated by the outcome (here, the
information being that the character likes or dislikes the sport).
The development of hidden-unit −→ output unit connection
strength will be supported by the co-occurrence of activity sus-
tained by “feedback” from the output unit back to the hidden
unit. It is this feedback process that give this model its capacity
to accommodate acquired equivalence. On a correctly answered
trial (e.g., one corresponding to “Alice likes tennis”), after some
training, “Alice” and “tennis” will generate activity in the hid-
den unit, “w,” which will generate activity in the “like” hidden
unit. Here “like” is also the outcome of the trial (i.e., the partici-
pant is informed that “Alice likes tennis”). This “correct” outcome
will tend to stimulate further activity, via a feedback connection,
to hidden unit “w.” If we ignore any intervening trials and con-
sider next what will happen when the participant receives a trial
in which they are asked if Charlotte likes tennis. The presence
of tennis in the input layer will tend to provoke activity in the
hidden unit “w,” which codes for liked character-sport combina-
tions; w’s activity now provokes activity in the like output unit.
On this occasion the participant is likely to correctly indicate that
“Charlotte likes tennis,” which will again provoke like −→ “w”
feedback and will improve connection strength between Charlotte
and “w” and between tennis and “w.” Of course, some interven-
ing trials will involve tennis also being disliked by some characters
(viz., Beth and Dorothy). Thus, at intermediate points of training
there is no reason to suppose that the presence of tennis on an
“Alice likes tennis” trial will correctly activate hidden unit “w”: it
could equally well activate hidden unit “y” (which codes for Beth
and Dorothy’s dislike of tennis). On such trials in which “y” is
incorrectly selected, the dislike output-unit will be activated by
“y” but the actual trial outcome will activate the like output-unit.
This means that the output-unit −→ hidden-unit feedback signal
will not sustain activity in the hidden unit “y,” and the capac-
ity of Alice to activate it will diminish. Over multiple trials these
processes will tend to encourage sharing of hidden units, thus
generating acquired equivalence.

It follows from the analysis above that the disruption of the
conjoint hidden- and input-unit activity on correct trials will lead
to a reduction in the sharing of hidden units. Understanding such
a process may be key to understanding age-related changes seen
in acquired equivalence here, and, by extension, those seen in
attentional set experiments (e.g., Owen et al., 1991; Barense et al.,
2002). One way that this could occur has already been proposed
to explain similar effects of neural manipulations on configu-
ral acquired equivalence (e.g., Coutureau et al., 2002; Iordanova
et al., 2007). Here, older people’s networks function as described
above but with the single exception that the feedback signal from
the output-layer to the hidden-layer is weakened or is absent.
As outlined above, the feedback signal is a necessary step in the
sole means by which input units come to share hidden units; the
absence of this signal will, therefore, prevent sharing of hidden
units and, therefore, prevent acquired equivalence. The absence
of shared hidden units will not prevent the engagement of (trial-
unique) hidden units in learning. The hidden unit that is most
active on a particular trial will still tend to become associated
with the output unit and it will not be activated by any other trial
type. The mechanism of learning in older people, then, becomes
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like that described by models such as those of Rescorla (1976)
and Pearce (2002): each unique combination of character and
sport will require its own, unique hidden-unit. The translation
from this model to ageing people is unclear but it seems possible
that they reflect developmental changes in cortical regions in rhi-
nal (e.g., Coutureau et al., 2002 or prefrontal brain-regions e.g.,
Iordanova et al., 2007)

Whatever the precise detail of the deficit in performance, our
current results demonstrate the generality of demonstrations of
acquired equivalence reported by others (e.g., Ward-Robinson
and Honey, 2000; Honey and Ward-Robinson, 2001; Coutureau
et al., 2002; Hodder et al., 2003; Iordanova et al., 2007) and its
absence in older participants. We noted also that the parallel

between these facts and age-related deficits in performance on
intra-dimensional/extra-dimensional set tasks (e.g., Owen et al.,
1991; Barense et al., 2002) could be the result of their being under-
pinned by a shared mechanism and that this does not require an
attentional component (cf., Honey et al., 2010).
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Anticipatory Nausea (AN) is a severe side effect of chemotherapy that can lead cancer
patients to discontinue their treatment. This kind of nausea is usually elicited by the
re-exposure of the patients to the clinical context they need to attend to be treated.
There has been considerable agreement that AN represents a paradigmatic example
of Pavlovian conditioning, and within this framework, several behavioral interventions
have been proposed in order to prevent this phenomenon. However, some studies have
questioned the validity of the Pavlovian approach, suggesting that CS-US associations are
neither necessary nor sufficient for AN to occur. The data and the alternative theories
behind such criticisms are discussed. Additionally, it is suggested that animal models of
AN could be enriched by taking into account rats’ individual differences.

Keywords: chemotherapy, nausea, classical conditioning, differences, rat

INTRODUCTION
Chemotherapy treatment leads to a wide range of harmful col-
lateral effects which include hair loss, diarrhoea, fatigue, loss of
appetite, sexual dysfunction, and cognitive deficits (e.g., Kayl and
Meyers, 2006). But in addition to these distressing side effects
(perhaps to be expected given that, in essence, this treatment
works through poisoning), the major unpleasant symptom that
patients have to cope with while undergoing chemotherapy treat-
ment is nausea (e.g., Haiderali et al., 2011). When severe, this
consequence of chemotherapy dramatically reduces the patient’s
quality of life, and may even lead to discontinuation of the treat-
ment (Roscoe et al., 2011). Adequate management of nausea for
these patients has not been completely achieved through phar-
macological interventions (Hsu, 2010), so that behavioral and
cognitive therapies are being increasingly recommended (Schiff
and Ben-Arye, 2011).

In an ordinary chemotherapy schedule (e.g., Jacobsen et al.,
1993) high and low doses of cytotoxic drugs (such as cis-
platin, carboplatin, cyclophosphamide) are administered in cycles
spaced for a period of weeks. During each of those cycles,
patients may need to attend the hospital for up to six con-
secutive weeks to receive an infusion on each visit. The visit
to the hospital for the administration of the infusion can last
for hours, and the first signs of intoxication (nausea, vomit-
ing, sweating, changes in heart rate etc.) can be experienced
when patients are still in the hospital room. Later, when they
return home, sporadic nausea episodes can appear during the
next 24 h, and also during a following period of ∼5 days. These
two phases are usually referred to as acute and delayed nau-
sea, respectively (e.g., Haiderali et al., 2011). If patients under-
going chemotherapy repeatedly experience episodes of nausea,
then this can lead to a further problem known as anticipatory
nausea (AN).

PAVLOVIAN CONDITIONING OF NAUSEA IN CANCER
PATIENTS
In a given moment during the course of the treatment, can-
cer patients can experience nausea and/or vomiting before the
start of a new infusion. Originally considered as a kind of neu-
rosis, AN was finally identified in 1980 by Nesse et al. (1980)
as a case of Pavlovian conditioning, an interpretation that pre-
vails to the present day, albeit not exclusively. First, its etiology
is taken to be psychological because this kind of nausea is not
directly related to the infusion of the cytotoxic drugs; and sec-
ondly, it tends to occur when patients expect it on the basis
of some specific environmental cues or thoughts. According to
the classical conditioning model, the chemotherapy schedule can
be conceptualized as a set of learning trials. Thus, in a particu-
lar context, the administration of the cytotoxic drugs would act
as an unconditioned stimulus (US) with nauseating effects (the
unconditioned response, UR). By virtue of association with the
contextual stimuli present during the infusion sessions (condi-
tioned stimulus, CS), these effects are subsequently elicited as a
conditioned response (CR). The similarity between the UR and
the CR; the fact that AN is more easy to observe as the chemother-
apy treatment progresses (i.e., as the number of conditioning
trials increases); that the stimuli acting as the CS are usually those
related to the hospital setting (either directly perceived or imag-
ined); and that AN persists during the follow-up visits to the
hospital once the chemotherapy was completed, are four charac-
teristics that clearly fit this interpretation (e.g., Tomoyasu et al.,
1996).

The adequacy of a Pavlovian theoretical framework to account
for AN has been widely accepted, and has had not only important
implications for cancer patients but also for learning theorists.
Patients have obtained two main benefits from the condition-
ing approach to AN. First, the simple fact of knowing the
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reasons why they react as they do has been supportive and a
source of relief for them (Nesse et al., 1980). And second, two
well-established learning phenomena that reduce the efficacy of
CS-US pairings in producing an association—latent inhibition
and overshadowing—have been offered (Stockhorst et al., 1998;
Klosterhalfen et al., 2005) as possible behavioral interventions
that could help to prevent AN1. Furthermore, this line of inves-
tigation has also been very fruitful for learning psychologists.
Attempts to reproduce with laboratory animals the conditions
under which AN develops in humans has helped to provide a use-
ful paradigm for studying the laws of contextual aversion learning
(see Symonds and Hall, 2012, for a review on this topic).

However, it is also necessary to recognize that there are two
major problems that the Pavlovian framework needs to address.
First, AN affects approximately only one in four patients (Roscoe
et al., 2011), which means that factors other than CS-US con-
tingencies may be affecting the development of AN, or in other
words, that the predictive capacity of the Pavlovian model to iden-
tify those patients who are at risk of suffering from AN needs
to be improved (Watson et al., 1998). Second, and more intrigu-
ingly, it has been asserted (Aapro et al., 2005) that nausea can be
anticipated in patients without their having the previous experi-
ence that classical conditioning involves. In the following section
we will first consider some data that do not fit with the condi-
tioning model and the alternative theories that could account for
them.

ARE ALTERNATIVE EXPLANATIONS FOR AN NECESSARY?
A good example of why some authors have questioned the valid-
ity of the associative theory as an account of AN was provided by
Tyc et al. (1997). These authors observed that of the 45 children
(59%) who developed AN in their sample, 11 (25%) had not pre-
viously suffered from post-treatment nausea (see also Matteson
et al., 2002). This fact does not fit with learning rules in that the
supposed CR could not be elicited if the subject has not previously
experienced the UR. It might be possible to argue that experienc-
ing the UR is not necessary for conditioning, i.e., that the simple
fact of pairing the CS and the US could be enough for the for-
mation of an association. However, such an argument could be
considered as implausible and for the purposes of practical inter-
vention in the clinic it seems reasonable to consider other possible
explanations.

1Latent inhibition is a very robust effect that has been observed under a
great variety of preparations—presentations of a stimulus followed by no
consequences will subsequently retard the acquisition of its association with
any given US. Klosterhalfen et al. (2005) showed for example that AN
induced by a rotation chair was lower in subjects preexposed to that appa-
ratus. Thus, within the context of chemotherapy treatment, these authors
suggested that preexposures to the clinical cues could be useful to prevent
chemotherapy-induced AN. Overshadowing is also a well-established phe-
nomenon in associative learning—a salient cue is presented in combination
with a target CS, with the result that the capacity of that CS to predict the US
is reduced. Stockhorst et al. (1998) gave a group of cancer patients different
novel combinations of flavors during their first two infusions. At their third
clinical visit none of the 8 experimental subjects showed AN, but it was found
in two patients of the control group that had drunk water instead of the novel
tastes. It is supposed that the readiness of the flavors to become associated with
the gastric discomfort overshadowed the conditioning of the clinical cues.

Tyc et al. (1997) proposed two possible accounts for their data.
Firstly, nausea could have been directly elicited by an acute attack
of anxiety, a phenomenon known as “psychogenic” or “nervous”
nausea (Yugin, 1989). Secondly, it is known that a person can get
sick through observational learning, i.e., by viewing other people
vomiting. Given that subjects in the sample by Tyc et al., shared
the chemotherapy room, this possibility seems more than plausi-
ble (see also Cohen et al., 1986). Finally, a third possibility, which
has been increasingly analyzed during the last decade, is that the
expectancies of the patients play an important role in the develop-
ment of AN. Response expectancy theory supposes that patients
might anticipate nauseating symptoms on the basis of their pre-
vious thoughts or beliefs and that this can be a direct cause of
the occurrence of these symptoms (e.g., Montgomery et al., 1998;
Sohl et al., 2009). In this case, AN would be governed by the
same general mechanisms that operate in producing the placebo
effect, and could be observed without the necessary mediation of
a previous Pavlovian association (see Stewart-Williams and Podd,
2004, for a discussion about the relationship between the placebo
effect and Pavlovian conditioning).

It is suggested then, that patients who expect to experience
nausea, and even those who are uncertain about it, are more
likely to develop AN than patients who clearly do not expect
to get sick during the course of chemotherapy (Hickok et al.,
2001). Given that the incidence of cancer among the popu-
lation has increased over recent decades, patients may have
acquired some knowledge from the media (through films, news,
or documentaries), as well as from their friends and relatives,
about the collateral side effects induced by the chemotherapy.
The information provided by such unofficial sources, as well
as that provided by medical staff, could influence the patient’s
expectations, thus producing a kind of “nocebo” effect (Colloca
and Miller, 2011). Unfortunately, the few experimental attempts
that have sought to confirm that the cancer patient’s expectan-
cies are a causal factor for nausea have reported inconsistent
results. In one study, Shelke et al. (2008) showed that patients
in an experimental group who trusted more than controls in
the power of a new antiemetic medication, showed almost
as much nauseating symptoms as the control. (Shelke et al.,
acknowledged, however, that their intervention may not have
been enough to counteract the patient’s previous expectancies,
a possibility supported by the fact that the response expectan-
cies assessed before the start of the experimental manipulation
correlated with both the frequency and the severity of the post-
treatment nausea). In contrast, Roscoe et al. (2010) did succeed
in reducing the attacks of nausea by emphasizing the benefits
of an acupressure technique in a previously identified “high-
expectancy” group. But, unexpectedly, this manipulation also
resulted in a significant augmentation of the occurrence of nau-
sea in a group of patients who initially had low expectancies
about it.

IDENTIFYING AN RISK FACTORS BEYOND CS-US
CONTINGENCIES
We should now turn to the apparent inability of the Pavlovian
model to explain why some patients are at much higher risk
of suffering AN than others. It has already been noted that,
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according to the contingency rules that govern the formation of
associations, one might expect that all patients undergoing equiv-
alent emetogenic chemotherapy schedules—i.e., a similar number
of infusions with analogous cytotoxic drug doses—would suffer
from similar AN symptoms. However, the validity of the contin-
gency principle as the only factor that could account for AN is
questioned by certain empirical findings. Firstly, it has been noted
that the problem can occur under distinct chemotherapy regimes
that, by employing the advised cytotoxic drugs, differ in their
emetogenic capacity (van Komen and Redd, 1985; Andrykowski
et al., 1988). In addition, in some cases no differences in the num-
ber of infusions, or in the severity of postchemotherapy nausea,
have been found between those subjects who develop AN and
those who do not (Fredrikson et al., 1993; Tyc et al., 1997). Finally,
Andrykowski et al. (1988) noted that the consistency of AN was
lower than would be expected on the basis of the Pavlovian
model: in their study just 40% of patients who initially developed
AN showed this response during the next 15 infusion sessions.
Considering all of these facts, it seems necessary to accept that
some variables other than those traditionally considered by learn-
ing theorists must be modulating the conditioning of nausea in
cancer patients. Regression analyses have identified several fac-
tors, some of which can be classified as environmental or external,
and others that refer to internal differences.

EXTERNAL VARIABLES
It seems reasonable to assume that many environmental fea-
tures might affect the capacity of the patients to cope with
nausea. Certainly, the challenge that cancer patients must meet
is severe and can push them almost to their limits. Under such
extreme circumstances, it might be the case that some details
that might otherwise be regarded as irrelevant could become
much more significant in terms of managing the unwanted side
effects. For example, several studies have pointed out that the
family characteristics of the patients may help them to deal
with the collateral emetic effects of chemotherapy. Patients who
have, for instance, non-conflicting and balanced families that
allow them to speak openly about their suffering are less likely
to experience AN (see, e.g., Youngmee and Morrow, 2007). In
addition, Cohen et al. (1986) found that the characteristics of
the treatment center strongly predicted the presence of AN, and
suggested that some fine points pertaining to the chemotherapy
room, such as being within sight of basins or the absence of
entertainment or comfortable chairs, could facilitate the mani-
festation of emetic anticipatory symptoms. Further support for
this suggestion comes from recent studies (e.g., McCarthy et al.,
2012) claiming that cozy waiting and treatment rooms are nec-
essary to reduce both anticipatory anxiety and pain in cancer
patients.

Another hospital-related difference affecting patients is the
antiemetic protocol dispensed by nurses and doctors. Clearly
this practice is likely to be important as it constitutes the first
pharmacological line of defense against the emetic syndrome
induced by the chemotherapy. It is, however, far from uniform
and the unification of intervention protocols still remains an
unreached goal (e.g., Schwartzberg, 2011). Furthermore, it has
been asserted that antiemetic treatments are often incorrectly

employed by doctors and nurses (e.g., Burmeister et al., 2012;
Fernández-Ortega et al., 2012), perhaps because medical staff fail
to appreciate fully the severity of the symptoms (Foubert and
Vaessen, 2005; Majem et al., 2011). Given the close relationship
between post-treatment nausea and AN, and that reports on this
topic often recruit their sample from different hospitals, the ade-
quacy of the antiemetic intervention can be an important factor in
generating differences in AN. In this regard it should be noted that
such variations could be argued by associative theorists to explain
why similar chemotherapy regimes do not always produce equiva-
lent anticipatory symptoms. An adequate use of this prophylactic
medication could avoid, at least in some degree, the emetic capac-
ity of chemotherapy and hence would reduce the possibilities of
nausea conditioning. Thus, in a study including patients from
different hospitals, a similar number of infusions of equivalent
cytotoxic drugs should only be taken as a comparable contingency
program if there are evidences that the antiemetic protocol is also
equivalent.

INTERNAL VARIABLES
Personality variables are known to affect conditioning in humans
but, in spite of this, they are not usually theoretically integrated
into traditional associative learning models. It seems reasonable,
particularly from a practical point of view, to know if cancer
patients who develop AN do share some characteristics. Thus,
in addition to hospital and family differences, regression mod-
els have isolated some other variables that provide a profile of
those patients who are at greatest risk of suffering from AN.
These studies indicate that variables such as being less than 50
years old, having susceptibility to motion sickness or nausea dur-
ing pregnancy, and being under a state of anxiety, hostility or
depression, can account for part of the variability of the occur-
rence of AN (e.g., Roscoe et al., 2011). This risk profile can be
extended by taking into account some personality traits associated
with AN. For instance, Challis and Stam (1992) found that AN
correlated with higher scores in scales measuring suggestibility,
and van Komen and Redd (1985) have reported similar correla-
tions with traits such as future despair, social alienation, inhibited
personality style, and anxiety. Additionally, Hursti et al. (1992)
asked relapse-free cancer patients to complete several personality
scales and to report how they experienced nausea when attend-
ing chemotherapy. Their results showed that neuroticism and
inhibiting style were two dimensions that correlated with AN.
Interestingly, this same sample of subjects was further explored
by Fredrikson et al. (1993) in an attempt to determine if AN
patients were more susceptible to conditioning. Subjects in this
sample were classified as AN or Non-AN, and treated as inde-
pendent groups. Their capacity to associate visual figures with a
mild electric shock was assessed using a heart-rate measure. They
found that patients who developed AN were more easily condi-
tioned than those in the Non-AN group. Taken together, these
latter two studies suggest a relationship between personality traits
(a high score in neuroticism or introversion) and the aversive
conditioning of both nausea and fear. This conclusion, however,
needs to be treated with caution. First, the groups were compared
as if their distribution was randomized when it was not, and sec-
ondly, the possibility exists that in a retrospective study of this
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sort, the effects were generated by the chemotherapy treatment
itself.

THE USE OF INDIVIDUAL DIFFERENCES IN ANIMAL MODELS
OF AN
The difficulties of carrying out an experimental assessment of
the role of personality traits in the development of AN might be
resolved by using an animal model. Individual differences are not
only to be found in our species—several studies have demon-
strated consistent individual differences in rats and, moreover,
that some of these can be used to predict some Pavlovian related
phenomena (e.g., Robinson and Flagel, 2009). Of course there are
features of human personality that cannot be modeled in animals
as they are exclusively revealed as verbal thoughts. However, other
animal behaviors parallel reasonably well some individual char-
acteristics that, as it has just been mentioned, are present in those
cancer patients that develop AN.

On the other hand, contextual aversions modeling AN can
easily be reproduced in the rat by simply pairing a novel environ-
ment with the effects of an emetic drug. Rodríguez et al. (2000)
showed that exposures to a novel place following an injection of
lithium chloride (a fast-acting emetic drug) produce a learned
aversion that can be assessed by simply measuring the ingestion
of a novel flavor offered in that place—after a few of those trials
a novel palatable solution is consumed unwillingly. The aversive
properties acquired by the context after such training have been
evaluated through other more accurate aversive measures such as
the taste reactivity test (e.g., Limebeer et al., 2006), supporting the
validity of the model. In the next sections the possibilities of using
some animal differences to improve the modeling of AN will be
discussed.

ANIMAL DIFFERENCES IN ANXIETY
Traits labeled anxious-neurotic in humans can be assessed in rats
by using tests such as the elevated maze or defensive burying
behavior. In particular, a reluctance to enter open arms, or a fail-
ure to cover dangerous or disgusting objects, can be considered as
a sign that a rat is anxious (Ho et al., 2002). A possible way of test-
ing the influence of personality traits on Pavlovian conditioning
of nausea, therefore, could be to assess if anxious rats show better
acquisition of a context-illness association.

To our knowledge this specific investigation has not yet been
carried out, but there are some studies that support its viabil-
ity. Borta et al. (2006), for example, observed that rats with a
low tendency to enter open arms, i.e., those supposed to be more
anxious, seemed to learn more readily an association between a
tone and a shock. In another study, Walker et al. (2008) found
that results obtained in the test of defensive burying behavior
predicted stronger aversive learning in which a new cage (a con-
textual CS) was paired with attacks by a male (bites as the US)
living in that context:44% of the variability in locomotor activity
in that cage during the test (carried out when the resident male
was not present) was explained by the previous defensive burying
related behaviors that the rats showed in response to prods that
had been placed in their home cages.

The role of anxiety differences in the success of associative
interventions intended to prevent AN could also be analyzed

using animal models. Latent inhibition and overshadowing (see
Note 1), which have already been shown to reduce AN in rats
(see Symonds and Hall, 2012), demand attentional processes (e.g.,
Granger et al., 2012) that could be affected by a state of acute
anxiety (Braunstein-Bercovitz et al., 2002). If anxiety disrupts
the capacity to select those more reliable environmental stim-
uli, the retardation in aversive context conditioning derived from
these interventions could be in question for these more anxious
subjects. This can be analyzed by testing if, in a preexposed or
overshadowed context, anxious rats consume less of a novel taste
than normal rats.

OTHER ANIMAL DIFFERENCES
Regressive methodology can also readily be used to assess, in a
highly controlled way, the relationship between experimentally
induced AN and other individual characteristics, even though,
unlike anxiety, these are not facilitators of aversive conditioning
in non-human animals. For example, the application of unpre-
dictable chronic mild stress (UCMS) in rats to model human
depression has no effect on contextual aversion but, interestingly,
it does impair place preference. In particular, UCMS appears
to produce anhedonia, i.e., a reduction in the capacity of the
subjects to appreciate the appetitive effects of the rewarding
drugs. (see Willner and Mitchell, 2002 for a review of these
models.)

Anhedonia is a core symptom of human depression that can
be identified in rats by simply registering its ingestion of sucrose
(e.g., Strekalova and Steinbusch, 2010; but see Matthews et al.,
1995). Thus, a possible investigation to test if depression is related
to AN could be to analyze if subjects displaying a lower prefer-
ence for sucrose are later more likely to develop AN. Similarly,
the connection between hostility and AN could be studied in
animals by using some rat strains that differ in their latency
to attack an opponent male—the shorter the latency of attack
the higher the supposed level of aggression (e.g., de Boer et al.,
2003). Considering these examples, it seems promising to use this
methodological strategy to complete a better model of AN, by see-
ing whether any other differential characteristic present in the AN
population can also be validated in rodents.

CONCLUSION
It is widely acknowledged that animal models can be a useful
first step in testing the validity of any novel antiemetic interven-
tion. And it is now clear that developing animal models of AN
that take into account individual differences will bestow certain
advantages. First, it will clearly be more efficient to test the reli-
ability of any given prophylactic intervention in animals known
to have a particular sensitivity to the conditioning of nausea.
And success in identifying the personality variables that make
some people particularly vulnerable to AN would then allow us
to focus our antiemetic efforts on such people, providing them
with more accurate treatment that is appropriate for their specific
profile. For example, relaxation techniques may be necessary in
those patients with high scores in anxiety before the application
of associative interventions in order to guarantee its maximum
efficiency. The costs involved in pharmaceutical and psychoso-
cial interventions are substantial, providing a further reason for
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concentrating our efforts on these more vulnerable patients and
giving them more adequate therapy. Finally, such studies could
pay theoretical dividends by confirming the relevance of certain
traits or response tendencies as predictors of the development
of AN.
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An illusion of control is said to occur when a person believes that he or she controls an
outcome that is uncontrollable. Pathological gambling has often been related to an illusion
of control, but the assessment of the illusion has generally used introspective methods in
domain-specific (i.e., gambling) situations. The illusion of control of pathological gamblers,
however, could be a more general problem, affecting other aspects of their daily life. Thus,
we tested them using a standard associative learning task which is known to produce
illusions of control in most people under certain conditions. The results showed that the
illusion was significantly stronger in pathological gamblers than in a control undiagnosed
sample. This suggests (1) that the experimental tasks used in basic associative learning
research could be used to detect illusions of control in gamblers in a more indirect way, as
compared to introspective and domain-specific questionnaires; and (2), that in addition to
gambling-specific problems, pathological gamblers may have a higher-than-normal illusion
of control in their daily life.

Keywords: gambling, illusion of control, associative learning, contingency learning, contingency judgments,

causal learning

The perception of control over important events in our lives
has been studied from many different perspectives in psychol-
ogy. It allows us to predict the consequences of our actions and
the actions of others, which adaptively can imply the difference
between surviving and perishing. Sometimes, however, perceived
control is not real. People often fail to distinguish those events
that are controllable from those that are not, which gives rise to
the illusion of control (Langer, 1975). The illusion of control can
be defined as the tendency to believe that our behavior is the cause
of the occurrence of desired events that occur independently of
our own actions (Alloy and Abramson, 1979; Taylor and Brown,
1988; Matute, 1996).

The illusion of control is a universal phenomenon which has
been observed to occur in most people and under many differ-
ent conditions. Many laboratory experiments have shown that
college students develop the illusion that they are controlling
uncontrollable lights or tones or lottery tickets (e.g., Langer, 1975;
Alloy and Abramson, 1979; Wasserman et al., 1983; Matute, 1996;
Aeschleman et al., 2003; Msetfi et al., 2005). Illusions of con-
trol have also been reported in students trying to cure fictitious
patients in a medical decision task (Blanco et al., 2011), or in
Internet users who are trying to obtain points in an otherwise
uncontrollable computer game (Matute et al., 2007). The illusion
of control is also well-known among athletes and sports players,
who often feel that a given ritual or lucky charm is necessary
for success (Bleak and Frederick, 1998), or even in sport spec-
tators, who tend to feel that supporting (or not) their favorite
team through their TV at home contributes to the happy (or
disastrous) score of the team (Pronin et al., 2006). Trading and
consumer behavior have also been shown to be vulnerable to the
illusion of control (Fenton-O’Creevy et al., 2003; Kramer and

Block, 2011), as have companies and organizations themselves
(Durand, 2003).

Finding out which conditions modulate the development and
maintenance of the illusion of control is therefore important,
given that it affects almost anyone and almost any decision or
aspect in our daily life. Thus, at the same time that there is an
extensive scientific literature which has highlighted the universal-
ity of this bias, there is also an important research agenda which
explores the degree to which the illusion of control is sensitive to
individual differences among humans.

The study of individual differences in the illusion of con-
trol has been concerned with gender (with women generally
showing stronger illusions of control than men; see Alloy and
Abramson, 1979; Wong, 1982; Vyse, 1997; Wolfradt, 1997; Dag,
1999), superstitious attitudes (Rudski, 2004), psychopathology
(e.g., Wolfradt, 1997; Dag, 1999); cooperative behavior (Morris
et al., 1998; Goldberg et al., 2005), or even sports (Laurendeau,
2006). It is also possible to come across studies about the illu-
sion of control in psychological disorders such as depression (with
depressed people generally being less vulnerable to the illusion
of control; see Alloy and Abramson, 1979; Vázquez, 1987; Blanco
et al., 2009, 2012), obsessive-compulsive disorder (Reuven-Magril
and Reuven, 2008) and physical health (Harris and Middelton,
1994).

Pathological gambling is one of several psychological disorders
with which the illusion of control has been most strongly asso-
ciated (Ladouceur et al., 1984; Wolfgang et al., 1984; Coventry
and Norman, 1998; Källmén et al., 2008; Lingyuan and Austin,
2008). It is a disorder of impulse control in which cognitive distor-
tions are assumed to play an important role (Myrseth et al., 2010).
According to some researchers (Sharpe, 2008; Lund, 2011) people
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with pathological gambling disorder bet because they hold wrong
or irrational beliefs about the game and their ability to influence
its outcome. Pathological gambling is closely related to the per-
ception of the player that, to some extent, he or she can control
the outcome of his or her bets (Goodie, 2005).

According to some, however, the lack of valid measures has
impeded the systematic investigation of cognitive biases in gam-
blers (MacKillop et al., 2006). Data suggestive of an illusion
of control in gamblers have often been obtained through talk-
aloud methods and self-reporting measures and almost always
in domain-specific (i.e., gambling) conditions (e.g., Dickerson,
1993; Strickland et al., 2006). As is already well-known in the
literature, this type of data collection can be subject to a series
of social desirability biases, avoidance of cognitive dissonance,
or even investigator biases, particularly when the questions are
related to the variable under study (i.e., in this case, gambling).
Recent reviews have shown that the contribution of cognitive
distortions to the development and maintenance of pathologi-
cal gambling behavior is still in need of further scrutiny (Fortune
and Goodie, 2011). Furthermore, some researchers from the clin-
ical domain have argued, against the view of many others (e.g.,
Coventry and Norman, 1998; Källmén et al., 2008; Hudgens-
Haney et al., 2013), that the illusion of control has only a limited
influence in the maintenance of gambling behavior (Labrador
et al., 2002; Mañoso et al., 2004). A better understanding of gam-
blers’ subjective judgments of control seems therefore a necessary
step in clarifying the etiology and maintenance of pathological
gambling behavior (Matheson et al., 2009).

A question of particular interest is whether pathological gam-
blers actually suffer from a general distortion in their perception
of control or is, by contrast, a domain-specific problem what they
suffer. If it were a generalized distortion, then they should show
a stronger than normal illusion of control in tasks and activities
which are unrelated to gambling. Therefore, it seems important to
rely on a more indirect methodology which is unrelated to gam-
bling and which can collect indicators of the illusion of control
that are not mediated by introspection. For all these reasons, we
propose that the study of pathological gamblers should benefit
from using the same assessment techniques that are typically used
in the study of contingency judgments and illusions of control
in general associative learning theory and research. Of particu-
lar interest, from our point of view, is that this methodology will
allow us to test, not whether gamblers develop illusions of con-
trol during gambling, but, most importantly, whether they tend
to overestimate cause-effect relationships in other areas of their
life as well.

CONTINGENCY LEARNING AND THE ILLUSION OF CONTROL
The clinical and social psychology approach to the illusion of con-
trol has typically explained this illusion as a means to protect
self-esteem (e.g., Taylor and Brown, 1988; Alloy and Clements,
1992). However, these illusions have also been reported in many
cases in which participants are not personally involved and their
self-esteem is not at risk, as when participants ask somebody else
to roll a dice for them (e.g., Wohl and Enzle, 2009), when par-
ticipants are just spectators in a sports competition and believe
they influence their team’s results (e.g., Pronin et al., 2006), or

when participants develop the illusion by just observing or being
told that someone took a (fake) medicine and reported feeling
better (Matute et al., 2011). Associative learning researchers have
explained the illusion of control as a special case of the illu-
sion of causality, a cognitive bias that takes place in most people
when associating causes and effects in null contingency situations
(Matute et al., 2011). In this framework, being personally involved
or trying to protect self-esteem is not critical, as the illusion is
thought to be the output of the way our cognitive system interacts
with the world and extracts contingency and causal information
from it (e.g., Matute, 1996; Msetfi et al., 2005, 2007; Allan et al.,
2008; Matute et al., 2011).

In order to infer that a causal relationship exists, the poten-
tial cause (the participants’ action, in the case of the illusion of
control) and the outcome should be contingent to each other. A
commonly used index of contingency is the �p index (Jenkins
and Ward, 1965; Allan and Jenkins, 1983). It is calculated as the
probability of the outcome occurring when the potential cause
(i.e., the response, in the case of illusion of control) has been pre-
sented P(O|C), minus the probability of the outcome occurring
when the cause is absent, P(O|¬ C). That is, �p = P(O|C) −
P(O|¬ C).

A zero contingency relationship between our behavior and an
outcome would be that in which the outcome occurs with the
same probability regardless of whether we perform the response.
Thus, a value of �p of 0 means that our behavior does not cause
the outcome. An illusion of control is said to occur in a zero
contingency situation whenever people report a subjective judg-
ment of contingency significantly higher than 0. This is a very
common illusion of causality which has been shown in many
different experiments in the associative learning literature (e.g.,
Alloy and Abramson, 1979; Wasserman et al., 1983; Matute, 1996;
Allan et al., 2005; Msetfi et al., 2005, 2007; Matute et al., 2007;
Hannah and Beneteau, 2009; Blanco et al., 2012). According to
associative theories, this illusion is a consequence of the asso-
ciative learning mechanism constantly trying to associate causes
and effects. It sometimes overestimates the relationship between
potential causes and effects, particularly under certain conditions.

One of the variables that has been most clearly established to
affect the development of the illusion of causality is the prob-
ability of the outcome, for instance, the probability with which
spontaneous remissions of pain occur (e.g., Alloy and Abramson,
1979; Allan and Jenkins, 1983; Matute, 1995; Wasserman et al.,
1996; Buehner et al., 2003; Allan et al., 2005, 2008; Msetfi et al.,
2005, 2007; Musca et al., 2010). Another variable that is known to
affect this illusion is the probability of responding (or, more gen-
erally, the probability with which the potential cause occurs; e.g.,
Allan and Jenkins, 1983; Matute, 1996; Wasserman et al., 1996;
Perales et al., 2005; Hannah and Beneteau, 2009; Matute et al.,
2011; Vadillo et al., 2011). The higher these two probabilities, the
higher the probability that coincidences will occur between the
potential cause and the outcome, and thus, the higher the prob-
ability than an illusion of control will develop (see Blanco et al.,
2011, 2013; Hannah and Beneteau, 2009).

Therefore, we used a standard task that measures perceived
contingency with respect to an actual null contingency in a fic-
titious medical scenario. The outcome was programmed to occur
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at high rate (i.e., high frequency of spontaneous recovery in fic-
titious patients), so that control participants would develop the
illusion, particularly if they responded frequently. This procedure
should be low on biases inherent to introspective and domain-
specific measures, but should nevertheless induce an illusion of
control in most participants. If pathological gamblers suffer from
a stronger-than-normal distortion in their general perception of
contingency, their bias should manifest in this standard medical
judgments task as compared to the control group. If this were the
case, this would mean that the gamblers’ misperception of control
is not restricted to their gambling activities, but could possibly be
generalizable to other aspects of their daily life.

METHODS
PARTICIPANTS AND APPARATUS
One hundred anonymous participants took part in this experi-
ment. The gambler group was recruited through FEJAR (Spanish
Federation of Rehabilitated Gamblers). It consisted of 49 partici-
pants (42 men and 7 women, mean age = 40.4, SD = 11.31) who
had been diagnosed of pathological gambling using the South
Oak Gambling Screen Questionnaire (i.e., SOGS, see Leiseur and
Blume, 1987, Spanish adaptation by Echeburua et al., 1994).
They were currently in rehabilitation stage. Their voluntary and
anonymous participation was requested through FEJAR. The
experiment was available during 6 months at our online labora-
tory, http://www.labpsico.deusto.es, so that participants in both
groups could access the experiment at their convenience.

The control group consisted of 51 anonymous Internet users
(27 men and 24 women, mean age = 37.04, SD = 10.54) who
happened to visit our online laboratory (because they were vis-
iting a web site or social network that linked our laboratory or
because they were searching the Internet for concepts related to
information published in our laboratory, or because of other
reasons) during the time the experiment was available, and vol-
untarily decided to participate. To increase participation and
following ethical standards for human research over the Internet
(Frankel and Siang, 1999), we never ask participants in our online
laboratory to provide additional personal or demographic data,
nor do we use cookies or software to obtain information without
their consent.

Internet experiments could be in principle suspect to provid-
ing noisy data, but they have been shown to yield results that are
as reliable as those observed in the laboratory if certain caution-
ary measures are taken (e.g., Kraut et al., 2004; Germine et al.,
2012; Ryan et al., 2013). Most importantly for our present pur-
poses, illusion of control effects have already been replicated both
in the laboratory and through the Internet using associative learn-
ing procedures similar to the one we are using here (e.g., Matute
et al., 2007; Blanco et al., 2013).

PROCEDURE AND DESIGN
Participants performed a task known as the “Contingency
Judgments Task,” which, under different variations and versions,
is frequently used in the study of associative learning (e.g., Allan
et al., 2005; Msetfi et al., 2005; Blanco et al., 2011). In our proce-
dure, participants were asked to imagine being a medical doctor
who was using an experimental medicine, Batatrim, which might

cure painful crises produced by a fictitious disease called Lindsay
Syndrome. They were also told that the effectiveness of Batatrim
had not been proven yet and that this medicine produced some
secondary effects, so that they needed to use it with caution (this
instruction was given so that participants would not adminis-
ter Batatrim at every opportunity to their fictitious patients).
Participants were exposed to the records of 100 fictitious patients
suffering from Lindsay’s crises, one patient per trial. In each trial,
the screen was divided in three horizontal panels. In the upper
panel, participants were informed that that patient was suffering a
crisis. In the second panel, participants could choose between giv-
ing or not giving Batatrim to this particular patient. Responses to
this question were given by clicking on one of two bottoms, “Yes”
or “No.” The lower panel of each trial was presented immediately
after participants entered their response. It showed whether the
fictitious patient overcame the crisis. It also showed a “click to
continue” bottom that participants could click at their pace in
order to continue to the next trial.

After the 100 training trials, participants were asked to rate the
efficacy of Batatrim in healing the crises. For this purpose the fol-
lowing question was presented in the middle of the screen: to what
extent do you believe that Batatrim has been effective in healing
the crises of the patients you have seen?” This test question was
answered in a scale ranging from 0 (labeled “Definitely not”) to
100 (labeled “Definitely”).

The outcome (healings) occurred with a probability of 0.80,
but following a pseudorandom order which was independent of
the participants’ behavior. As mentioned in the Introduction, the
reason we are using a high probability of the outcome is because
this has been shown to favor the development of the illusion
in most people in previous reports (Alloy and Abramson, 1979;
Allan and Jenkins, 1983; Matute, 1995; Hannah and Beneteau,
2009). Thus, even though it occurred very frequently, the out-
come was absolutely independent of the participants’ behavior,
which means that any subjective estimation of control that is
significantly greater than 0 can be considered an illusion of con-
trol. Most importantly, the critical question of this experiment is
whether the gambler group will show a stronger illusion than the
control group under this high-outcome procedure.

RESULTS
As could be expected from previous reports on the illusion of
control using a high probability of the outcome, both groups of
participants overestimated the contingency between their behav-
ior and the outcome. Student’s t-tests confirmed that in both
groups the judgments of contingency were significantly higher
than 0, t(48) = 24.42, p < 0.01 for the gamblers group, and
t(50) = 13.85, p < 0.01 for the control group. The critical result in
this experiment, however, is the stronger illusion of control that
was observed in the gamblers group (M = 70.61, SE = 2.89) as
compared to the control group (M = 57.20, SE = 4.12). A t-test
revealed that this difference was statistically significant, t(98) =
2.643, p = 0.010. These data indicate that pathological gamblers
perceived a stronger illusory relationship between their behavior
and the desired outcome in a medical diagnostic task commonly
used to assess associative learning and contingency judgments in
laboratory settings.
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In addition, and in line with previous reports (Matute,
1996; Blanco et al., 2009, 2011; Hannah and Beneteau, 2009),
the results of this experiment showed a significant correlation
between the probability with which participants administered the
medicine to their fictitious patients and their judgment of control,
Pearson’s r = 0.418, p < 0.01. That is, the higher the probabil-
ity of responding, the higher the illusion of control. Interestingly,
however, there were no significant differences in the probabil-
ity with which the gamblers group (M = 63.27, SE = 0.054)
and the control group (M = 59.69, SE = 0.048) administered
the medicine to their patients, t(98) = 0.492, p > 0.05. Thus, as
expected, participants’ judgments of control were highly corre-
lated with their probability of responding, so that they developed
stronger illusions as responding increased. However, the higher
illusion observed in the gamblers group was not due to stronger
responding in this group. Thus, a genuine difference in the way
they process causal information seems to be responsible for the
stronger illusion shown by this group.

Before we finish this section some comment is in order in rela-
tion to the possible influence of demographic variables such as
age and gender on the observed results. First, no significant differ-
ences were observed between the two groups with respect to age,
t(98) = 1.373, p > 0.05, thus, the observed differences cannot be
attributed to this variable. However, and despite the experiment
being available online during 6 months, the gamblers group was
composed mainly of men. Thus, the effect of gender cannot be
properly analyzed. Nevertheless, the results of the present experi-
ment are exactly opposite to what should be expected if the effect
of group and gender had been confounded. Previous research had
shown that women are more vulnerable to the illusion of control
than men (Alloy and Abramson, 1979; Wong, 1982; Vyse, 1997;
Wolfradt, 1997; Dag, 1999). Thus, if anything, a group composed
mainly of men should have shown a weaker, rather than a stronger
illusion.

DISCUSSION
The present results show that in a standard medical judgmental
task in which the outcome occurs at a high rate and most peo-
ple develop an illusion of control, pathological gamblers show
an illusion that is even stronger than that of control partici-
pants. That is, in this experiment, the actual causal relationship
between the participants’ administering a medicine to the ficti-
tious patients and the healing of the patients was non-existent,
but even so, gambler participants perceived it as highly contin-
gent (compared to a control group without diagnosed pathology
who also developed the illusion but less intensely). The use of
this associative learning task, which also reflects a feasible situ-
ation in daily life (i.e., using medication to reduce pain or illness),
suggests that the illusion of control may be a generalized prob-
lem in gamblers’ daily life and is, therefore, not restricted to
their gambling behavior. This has implications for our under-
standing of the way pathological gamblers process causal infor-
mation outside of the gambling domain, and may provide
hints for a more general assessment and treatment of their
problem.

As previously mentioned, the illusion of control is explained
from most associative learning theories as a misperception of

contingencies that takes place in most people under certain condi-
tions. There are some differences between different theories, and
this misperception could occur through several different mecha-
nisms. For instance, it could be due to people giving more weight
to cases that confirm that their behavior is followed by the desired
outcome and less weight to other information such as, for exam-
ple, those cases in which the result occurs when they do not act
(e.g., cases in which the health crises are also overcome even when
the patient is not given the medicine). Several associative the-
ories have contemplated a weighted �p rule, in which people
would weight differently the different types of information that
can be encountered, with maximal weight given to those cases in
which both the potential cause and the outcome are present, and
minimum weight to cases in which neither one is present (e.g.,
Wasserman et al., 1996). A related but slightly different approach
has been taken by associative theories that emphasize the differ-
ential perception of contextual information or, in other words,
the way participants perceive what happens during the time in
which no cues or outcomes are being presented and therefore
they are just exposed to the experimental context (Msetfi et al.,
2005, 2007). There are also theories that propose that the locus
of the distortion does not reside at the perception (or encoding)
stage, but at the subsequent judgmental stage (e.g., Allan et al.,
2008). Yet, other theories have emphasized the role of the proba-
bility of responding (or, more generally, of the potential cause),
so that, for instance, participants have been shown to expose
themselves to more (adventitious) cause-effect coincidences when
they respond frequently to obtain the outcome (i.e., assuming the
outcome also occurs with high frequency, which is usually the
case in situations in which illusions occur; see e.g., Matute, 1996;
Hannah and Beneteau, 2009; Matute et al., 2011; Blanco et al.,
2012, 2013). In these cases the number of accidental coincidences
increases as the probability of the cause increases (e.g., as partici-
pants respond more), thereby the illusory perception of causality
becomes stronger as well. The locus of the illusion of control here
is therefore behavioral: the more participants respond, the greater
their illusion.

This latter view is the one we have favored in many previous
reports, and the basic finding that the probability of responding
influences the illusion has been replicated in many experiments
(e.g., Matute, 1996; Blanco et al., 2009, 2011, 2012; Hannah and
Beneteau, 2009). The general effect of the probability of respond-
ing has also been replicated in the present experiment, in which
the outcome was frequent and the results showed that the higher
the probability of responding, the higher the illusion of con-
trol. Importantly, however, the probability-of-response effect was
clearly not responsible for the stronger illusion of control devel-
oped by the gamblers group, as differences in response probability
were not observed between the two groups. Thus, even though the
present experiment was not designed to discriminate among the
different theories of the illusion of control, it seems clear that
the locus of the stronger illusion observed in the gamblers group
in this medical task resides, not at the behavioral level, but at the
perceptual or the judgmental stages.

The present results also suggest that the development of pro-
grams and strategies to help people be more accurate in their
general detection of contingencies could be a good complement
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to clinical therapies designed to eliminate gambling behav-
ior. Cognitive interventions for pathological gambling usually
focus on cognitive behavioral therapy (Gooding and Tarrier,
2009) and on identifying and restructuring cognitive distor-
tions (Ledgerwood and Petry, 2005; Fortune and Goodie, 2011).
Making use of strategies developed under the general associative
learning framework to reduce the likelihood of overestimation
of contingencies could probably be a helpful addition. Indeed,
proper training in recognizing the actual relationships between
actions and outcomes in different non-gambling situations could
possibly help patients learn to detect the lack of control in situa-
tions where there is no contingency between the events, at least
in non-gambling conditions (see e.g., Wasserman et al., 1983;
Matute, 1996; Msetfi et al., 2005, 2007; Hannah and Beneteau,
2009; Matute et al., 2011; Blanco et al., 2012).

As mentioned in the Introduction, many experiments have
shown that a high outcome probability favors the development
of the illusion of control. This outcome density effect was doc-
umented in the 1980’s and 1990’s (Alloy and Abramson, 1979;
Allan and Jenkins, 1983; Matute, 1995) and is still a topic of
high relevance in the experimental study of contingency learn-
ing (Buehner et al., 2003; Allan et al., 2008, 2005). For this reason,
we used a high-outcome schedule. Control participants should
develop the illusion and in this way a potentially stronger illu-
sion could be observed in the gamblers group when confronting
this standardized procedure. Thus, it is important to note that the
present research does not speak to the issue of how the illusion
of control operates during the low outcome conditions which are
common during gambling. As many authors have already stated,
other factors are critical in explaining the origin and maintenance
of gambling behavior, such as, for instance, variable schedules
of reinforcement (Ferster and Skinner, 1957) and the fact that
gamblers often mention that their gambling behavior was rein-
forced during the early trials (Molde et al., 2009). Our research
is silent with respect to those factors and to gambling behav-
ior itself. What it shows is that gamblers are more vulnerable to
the illusion of control than control participants in other areas of
their life.

Our findings raise several questions about the role the illusion
of control plays in pathological gambling (Myrseth et al., 2010).
It is possible that people who are more vulnerable to the illusion
of control have a greater risk of falling into gambling behavior,
though it might also be that it is gambling behavior what increases
vulnerability to the illusion of control. In this respect, the exper-
imental assessment of the illusion of control that we propose can
provide a richer and more complete assessment in different sit-
uations and could serve therefore as predictor or detector of the
appearance of the pathology. Longitudinal studies could therefore
be of use in future research to test this view.

On the limitation side of our experiment, the fact that the gam-
blers group was composed mostly of men could be problematic.
Despite our leaving the experiment online for 6 months we were
unable to obtain more female gamblers to participate in the study.
This might reflect, on the one hand, their lower proportion in the
general population (Desai et al., 2005; Blanco et al., 2006), and
on the other one, their greater reluctance to publicly acknowledge
and discuss their condition, perhaps because gambling has been

traditionally regarded as a male activity (Potenza et al., 2001).
Thus, given the asymmetrical distribution of participants we were
unable to analyze the effect of gender on the observed results.
Nevertheless, previous research had shown that men tend to show
weaker illusions of control than women (Alloy and Abramson,
1979; Wong, 1982; Vyse, 1997; Wolfradt, 1997; Dag, 1999), which
suggests that, if anything, our gamblers group should have shown
a weaker, rather than a stronger, illusion than the control group,
had the results been confounded by gender. In any case, it will
be necessary to achieve better control of this variable in future
research.

Another potential problem is that we did not ask our partic-
ipants to provide any demographic or personal information in
addition to their age and gender. We always do it this way in order
to increase participation and to comply with ethical standards
on anonymity and privacy in our online experiments. However,
because in the current experiment group assignment was not
random, it might have occurred that the two groups differed by
chance in some particular variable, such as, for instance, num-
ber of years of formal education, and this might have affected the
development of the illusion of control. We believe this is unlikely,
and reviews on related effects, such as superstitious beliefs, have
concluded that there are no consistent results on the effects of
variables such as years of education, or even general intelligence,
on the development of these types of biased thinking (Wiseman
and Watt, 2006). Nevertheless, it would also be desirable to obtain
information on a larger number of demographic variables in
future experiments.

To sum up, we believe that the use of the medical associative
learning task may be an appropriate way to measure the illusion
of control, not only in the general population but also in people
with pathology such as gambling, which seems to be especially
vulnerable to this type of illusion. One advantage of the asso-
ciative learning task that we used is that it can easily detect the
illusion of control in more general conditions and life areas, not
necessarily related to pathology. Moreover, this procedure pro-
vides a less clinical perspective and is more focused on general
associative-learning skills, so that the biases it detects are, at least
in principle, domain-independent and common to most people,
though some people are more vulnerable than others. This should
allow researchers and therapists to use the large amount of already
published evidence on contingency learning to test new and inno-
vative strategies to reduce these biases in pathological gamblers
(and other) populations under clinical treatment.
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Conditioned inhibition (CI) is demonstrated in classical conditioning when a stimulus is
used to signal the omission of an otherwise expected outcome. This basic learning ability
is involved in a wide range of normal behavior – and thus its disruption could produce a
correspondingly wide range of behavioral deficits.The present study employed a computer-
based task to measure conditioned excitation and inhibition in the same discrimination
procedure. CI by summation test was clearly demonstrated. Additionally summary mea-
sures of excitatory and inhibitory learning (difference scores) were calculated in order to
explore how performance related to individual differences in a large sample of normal par-
ticipants (n=176 following exclusion of those not meeting the basic learning criterion).
The individual difference measures selected derive from two biologically based personality
theories, Gray’s (1982) reinforcement sensitivity theory and Eysenck and Eysenck (1991)
psychoticism, extraversion, and neuroticism theory. Following the behavioral tasks, partic-
ipants completed the behavioral inhibition system/behavioral activation system (BIS/BAS)
scales and the Eysenck personality questionnaire revised short scale (EPQ-RS). Analy-
ses of the relationship between scores on each of the scales and summary measures
of excitatory and inhibitory learning suggested that those with higher BAS (specifically
the drive sub-scale) and higher EPQ-RS neuroticism showed reduced levels of excitatory
conditioning. Inhibitory conditioning was similarly attenuated in those with higher EPQ-RS
neuroticism, as well as in those with higher BIS scores. Thus the findings are consistent
with higher levels of neuroticism being accompanied by generally impaired associative
learning, both inhibitory and excitatory. There was also evidence for some dissociation in
the effects of behavioral activation and behavioral inhibition on excitatory and inhibitory
learning respectively.

Keywords: conditioned inhibition, behavioral activation, behavioral inhibition, neuroticism

INTRODUCTION
Conditioned inhibition (CI) is an associative learning phenom-
enon in which a stimulus (known as a conditioned inhibitor) is
used to signal the omission of an otherwise expected outcome.
For example, if a conditioned stimulus (CS) A signals a rein-
forcing unconditioned stimulus (US), and then after a number
of training trials A is presented with another CS B, but now
the expected US does not follow, participants learn that B indi-
cates no US; in other words B is a conditioned inhibitor (Pavlov,
1927). Associative learning is a ubiquitous process of evolutionary
advantage. It is not only fundamental, being found in all verte-
brates, but has been argued to underlie many more sophisticated
cognitive processes in both animals and humans. CI is therefore
likely to be involved in a broad range of normal behavior – and
thus its disruption could produce a wide range of behavioral
deficits.

Lack of inhibitory control has been argued to lie at the heart
of impulsivity (Buss and Plomin, 1975), which is a core feature of
a number of psychological conditions, such as schizophrenia, and
personality disorders (PDs), especially within forensic populations
(Hare et al., 1991; Munro et al., 2007). Highly impulsive individuals

have difficulty withholding responding, as demonstrated by poor
performance in laboratory-based behavioral tasks such as Go/No-
Go (Visser et al., 1996; Logan et al., 1997; Enticott et al., 2006).
However, these established tasks measure participants’ ability to
inhibit pre-potent motor responses, and are generally thought
to involve the inhibition of stimulus-response associations. In
contrast, relatively little research has explored the inhibition of
stimulus–stimulus (CS-US) associations (formally CI) in popu-
lations likely to differ in impulsivity. To our knowledge, the only
exception is evidence from our own work – we have reported indi-
vidual variation in CI in relation to medication (Kantini et al.,
2011a,b), level of dangerousness and severity of PDs (He et al.,
2011), as well as in relation to symptom profile in schizophrenia
(He et al., 2012).

However, such clinical samples are difficult to recruit in large
numbers, and it is especially hard to isolate larger samples “uncon-
taminated” by confounded conditions – such as participants with
Tourette syndrome in the absence of ADHD (Kantini et al., 2011a)
or vice versa (Kantini et al., 2011b; see also He et al., 2011, 2012).
Thus an alternative approach would be to examine the relationship
between CI learning and individual differences in personality traits
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in the general population (Migo et al., 2006). This previous study
used the behavioral inhibition system/behavioral activation sys-
tem (BIS/BAS) scale (Gray, 1981; Carver and White, 1994), as well
as a measure of schizotypy, and CI was measured using an earlier
task variant without full behavioral controls (as here). Probably
the most widely used model of normal personality is the “Big
Five” (Costa and McCrae, 1992) which includes extraversion and
neuroticism, but not psychoticism which we wished to examine
given our findings in clinical groups (He et al., 2011, 2012). The
present study set out to examine CI in a large sample of normal
participants using questionnaires designed to tap personality traits
relating to comparative analyses of brain function, specifically in
terms of differences in conditionability. Accordingly, participants
were administered the Eysenck personality questionnaire revised
short scale (EPQ-RS; Eysenck et al., 1985), as well as the BIS/BAS
(Gray, 1981; Carver and White, 1994).

Eysenck’s personality scales initially captured impulsivity in
relation to extraversion and, in the revised version of the the-
ory, as a core feature of its psychoticism dimension (Eysenck
and Eysenck, 1991). Building on Eysenck’s theory, the BIS/BAS
scales were devised as orthogonal measures of anxiety and impul-
sivity respectively (Gray, 1981; Carver and White, 1994; Picker-
ing and Gray, 1999). More specifically, Gray (1970, 1972, 1982,
1990) argued that the BAS measures activity in a system sen-
sitive to signals of reward, which may, in predisposed individ-
uals, elicit impulsive or antisocial tendencies. Consistent with
this analysis, impulsivity has been related to enhanced learning
about signals for reward (Avila et al., 2008), and neuroimaging
evidence suggests that BAS activation is associated with the pro-
cessing of positive stimuli in reward-related areas (albeit with
some inconsistencies which may relate to the relative salience of
the images in use for different individuals; Beaver et al., 2006;
Avila et al., 2008). In contrast, the BIS relates to activity in a
system responding to signals for non-reward, punishment, and
novelty, producing inhibition of movement toward goals and other
symptoms of anxiety. According to Gray’s theory, BIS and BAS
activity are independent, and dissociations in the relationship
between anxiety and impulsivity and (for example) the process-
ing of threat-relevant stimuli have in fact been demonstrated
(Putman et al., 2004). Moreover, in anxiety disorders, aspects of
impulsivity are negatively related to behavioral inhibition (Pierò,
2010; Snorrason et al., 2011); as would be expected, impulsivity
has been suggested to result from deficient behavioral inhibition
(Fowles, 1987). Thus there are both theoretical and empirical
grounds to suggest that anxiety and impulsivity are inversely
related.

Later refinement of the original behavioral inhibition the-
ory (Gray and McNaughton, 2000) resulted in the introduction
of sub-scales to the BIS (Carver and White, 1994), to capture
the distinction between fear and anxiety (with BIS-anxiety and
BIS-FFFS sub-scales; Gray and McNaughton, 2000; Smillie et al.,
2006). Confirmatory factor analysis supports this revision to the
theory and shows how the new model (with BIS-anxiety and
BIS-FFFS sub-scales) relates to Eysenck’s theory; for example, neu-
roticism relates to BIS-anxiety as well as the BIS-FFFS sub-scale,
whereas psychoticism relates to BIS-anxiety and BAS (Heym et al.,
2008).

Thus, although they do not measure it directly, impulsivity is
nonetheless captured by these general theories of personality. The
broader predispositions measured by the EPQ-RS and the BIS/BAS
also relate to disorder, in that EPQ-RS neuroticism and BIS scores
specifically measure susceptibility to anxiety-related conditions
(Eysenck, 1957, 1967; Eysenck and Eysenck, 1976a,b). More gener-
ally, disinhibition as a mechanism for impulsivity could potentially
apply to a variety of behavioral disorders to which anxiety is
less central, including antisocial behavior, and psychopathy (He
et al., 2011). Although psychopathy is a clinical condition rather
than a personality trait, it is nonetheless related to the personality
trait of psychoticism (Eysenck and Eysenck, 1976b). In relation to
underlying neuropsychological substrates, both have been argued
to result from dysfunction in the BIS (Gray, 1972, 1982).

This relationship has been further specified in terms of the
BIS-FFFS, which mediates avoidance or escape in response to fear
(Gray and McNaughton, 2000; Smillie et al., 2006). Low and high
BIS-FFFS activity have been suggested to characterize primary and
secondary psychopathy respectively, while secondary psychopaths
are said also to be characterized by high BAS activity (Corr, 2010).
Relatedly, statistical analyses of scores from a normal population
have recently confirmed that high psychoticism scores are associ-
ated with reduced fear and anxiety (also characteristic of primary
psychopathy) and increased impulsivity (more characteristic of
secondary psychopathy), and this psychoticism-impulsivity link is
stronger in individuals with elevated BIS-FFFS scores (Heym and
Lawrence, 2010). In the present study, the use of EPQ-RS enabled
us to test whether psychoticism is negatively related to CI learning,
as might be expected based on the fact that, using the same task
variant, CI was found to be abolished in offenders with PDs (He
et al., 2011).

Further predictions follow from Eysenck’s (1957, 1967) the-
ory: for example, it suggests that the tendency for introverts to
condition more readily than extraverts should be exacerbated
by high neuroticism. This theory has been modified to take the
nature of the US into account (Gray, 1970, 1972). For positive
stimuli (as used in the present study), Eysenck’s theory predicts
that conditioning will be better in those with higher levels of
introversion, whereas Gray’s (1970) theory predicts that condi-
tioning will be better in those with higher levels of extraversion.
These predictions have been tested many times, but not in relation
to CI.

In a previous study using a different inhibitory learning pro-
cedure, participants with higher BAS scores (specifically reward
responsiveness, but not the other sub-scales) unexpectedly showed
more rather than less CI (Migo et al., 2006). From a theoretical per-
spective, this is surprising in that higher BAS activity is predicted
to increase conditioning to reward-related stimuli, and higher BIS
activity conditioning to signals of non-reward (Corr et al., 1995;
Pickering, 1997) – such as the absence of the expected rewarding
outcome learned about in the CI task. Therefore we would predict
that CI should have increased with BIS scores in this task – yet no
such relationship was found (Migo et al., 2006). The present study
used a larger sample to further explore the direction of the rela-
tionship between CI and those aspects of impulsivity measured by
the BAS scales, and to reevaluate the prediction that increased BIS
scores should be associated with higher levels of CI.
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MATERIALS AND METHODS
DESIGN
The overall design of the experiment was identical to that used
in previous studies (He et al., 2011, 2012), and employed Lego
blocks as neutral CSs and positive and neutral International Affec-
tive Picture System (IAPS) pictures as reinforcement and non-
reinforcement respectively. There were three stages: (1) pre-test;
(2) training with elemental and compound stimuli; and (3) the test
stage (Table 2). In the pre-test stage, participants were required to
rate the stimuli and stimulus compounds to be used in the training
and test stages, to establish whether differences in responding to
the stimuli at test could be due to biases present before the start of
training.

In the elemental training stage two CSs, A and C, were paired
with reinforcement (A+ and C+ trials), while a further two, U and
V, were paired with non-reinforcement. This training provided a
measure of participants’ simple associative learning. It also estab-
lished A and C as excitatory CSs signaling a positive outcome,
which facilitated the subsequent establishment and detection of
CI. An a priori exclusion criterion was applied based on elemental
training performance: participants who failed to learn the sim-
ple discrimination between C+ and V− trials [i.e., rating scores
(C−V)=<01] were excluded from all subsequent analyses (with
the exception of the correlational analyses performed to examine
the relationships between the level of excitatory or of inhibitory
learning and the age of the participants).

During the compound training stage, the AZ compound
signaled reinforcement (AZ+), whereas AP signaled non-
reinforcement (AP−). As A had been paired with reinforcement in
the previous stage, presenting AP allowed P to signal the absence of
the reinforcement otherwise indicated by A, and was thus expected
to establish P as a conditioned inhibitor. Two additional stimu-
lus compounds, CY and BX, were reinforced and non-reinforced
respectively.

Although successful discrimination between AZ and AP would
be consistent with the proposal that P was a conditioned inhibitor,
it is not sufficient. For example, participants might respond more
to AZ simply because Z was reinforced on every trial. In order to
establish unequivocally that P was a conditioned inhibitor we con-
ducted a summation test – more specifically, we examined whether
P would suppress responding to a different excitatory stimulus
more than would a suitable control stimulus (cf. Rescorla, 1969).
The continued excitatory training with C on CY+ trials (C had
also been reinforced in the previous stage) means it provided an
excitatory test stimulus against which the inhibitory effects of P
could be evaluated. The BX− trials were designed to establish X
as a control stimulus which was presented the same number of
times as P, and in a similar manner (in compound with another
stimulus, and paired with non-reinforcement). However, the stim-
ulus with which X was presented was novel so that X, unlike P,
did not signal the absence of reinforcement during this train-
ing stage. Therefore X should not have acquired any inhibitory
properties.

1Only C and V were used for this purpose as the identities of Lego blocks serving as
C and V were fully counterbalanced, whereas those of A and U were not.

The test stage, like the pre-test, compared ratings of the stim-
uli and stimulus compounds that had signaled reinforcement (A,
C, AZ, CY) and non-reinforcement (AP, BX), and also the test
compounds (CP, CX). The critical comparison was between the
test compounds CP and CX. Stimulus C was excitatory, and was
predicted to elicit high ratings indicating expectation of reinforce-
ment. If P was a conditioned inhibitor it should reduce this high
rating to C, whereas the critical comparison stimulus, X, should
not. CI would therefore be evident as lower ratings to CP than to
CX. The identities of the stimuli used as P and X were counterbal-
anced across the participants, as were those of A and B (and C and
V, see above).

PARTICIPANTS
A total of 194 healthy participants took part in the computer-based
learning task, all of whom completed the EPQ-RS and BIS/BAS
questionnaires. The participants were recruited from the Uni-
versity of Nottingham (UK campus) and the local community.
The participants included 98 males and 96 females, and the mean
age of participants was 24.85, range 18–56. Eighteen out of 194
participants failed the excitatory associative learning task during
the elemental training stage [i.e., rating scores (C–V)=<0 – see
below], which was used as an exclusion criterion. The study was
approved by the University of Nottingham, School of Psychol-
ogy Ethics Committee. Participants received an inconvenience
allowance of £3 cash to cover their travel expenses.

STIMULI
Lego block pictures (n= 9) were used as the CSs (Figure 1). The
USs were selected by a pilot study from the IAPS (Lang et al., 2005).
The IAPS provides a set of images, standardized on the basis of
participants’ ratings, on the dimensions of valence and arousal
from 1 to 9, 1 representing a low rating on each dimension and
9 a high rating (i.e., 1 as low pleasure, low arousal). The USs in
the present study included 10 positive pictures and 10 neutral pic-
tures, excluding erotic pictures (see Table 1 for mean valence and
arousal ratings of the images in use). Conditioning was measured
using a rating scale: participants were asked to guess or predict
what kind of picture would follow presentation of the Lego blocks
using a rating scale from 1 (neutral) to 9 (positive), with the rating
5 to reflect uncertainty as to what kind of image was expected to
follow.

QUESTIONNAIRES
The following were administered to the participants after the CI
learning computer task.

Eysenck personality questionnaire revised short scale
The EPQ–RS is a 48 item yes/no questionnaire, suitable for the age
range 16–70 years (Eysenck et al., 1985). It is used to assess dimen-
sions of personality in relation to four factors: extraversion (E),
psychoticism (P), neuroticism (N), and the response distortion
(Lie) scale. There are 12 items for each factor.

Behavioral inhibition system/behavioral activation system scale
This consists of a list of 20 items for which participants use a four-
point response scale to express whether the statement is true or
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FIGURE 1 | (A) Two examples of the image presentations used as
conditioned stimuli, shown together with the rating scale used to
guess or predict what valence of unconditioned stimulus (a positive
or neutral IAPS image) Mogwai would bring; (B) an example of one of

the image presentations used as the unconditioned stimuli; (C) the
nine images of Lego blocks used as conditioned stimuli; (D) Mogwai
the cat as presented prior to the unconditioned stimuli in the training
stages.

Table 1 |The valence and arousal ratings of the IAPS images used.

Images Mean valence (SD; range) Mean arousal (SD; range)

10 Neutral 4.94 (0.08; 4.86–5.08) 2.79 (0.54; 1.72–3.46)

10 Positive 7.80 (0.27; 7.49–8.28) 4.93 (1.07; 3.08–6.73)

false for them (Carver and White, 1994). The questionnaire divides
in five sub-scales: BIS-anxiety, BIS-FFFS, BAS-drive, BAS-fun
seeking, and BAS-reward responsiveness.

PROCEDURE
This was the same as that used previously (He et al., 2011, 2012)
with some minor variations (reported in full below). Participants
were invited to take part in a research study on learning using a
computer-based task. Before the task, each participant had to read
the information sheet and sign a consent form. The task instruc-
tions were that a cat “Mogwai” would bring participants either a
positive picture or a neutral, boring picture, depending on what
kind of Lego blocks she found in her basket (Figure 1). Participants
were asked to guess or predict what kind of picture would follow

presentation of the Lego blocks using the rating scale described
above. Reminder instructions were presented on-screen at each
stage of the procedure.

Before the start of the pre-test phase, participants were shown
some example CSs and USs and further explanation was given
as necessary. The samples of CS and US images were individu-
ally color printed on a 4.5 cm× 6 cm card and these pictures were
representative of, but not subsequently used as, stimuli during the
experiment. Participants were told that the whole computer-based
experimental session would last about 20 min and comprise three
stages. At the same time, they were shown an example of CS pre-
sentations with the rating scale, and were told that during the
experiment they would need to click the corresponding number
to guess or predict the valence of the US (a positive or a neutral
picture) according to the different Lego blocks that had been pre-
sented. Participants were encouraged to ask questions at this stage.
The three stages of the computer-based experimental session then
followed.

Pre-test stage
During the first (pre-test) stage of the experiment, participants
were told they must guess what kind of picture the cat might
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bring based on the Lego blocks presented, although the instruc-
tions specified that no pictures would follow. A Lego block CS
was presented with the rating scale, until the participants clicked
on a number button to guess the US valence; this triggered the
next CS presentation, which followed immediately. In this and
all subsequent stages of the experiment CS presentations were
counterbalanced for right/left position on the screen across partic-
ipants, and the various trial types were presented in a semi-random
sequence (i.e., constrained only by the total number of trials of a
particular type scheduled in each stage). In this stage there was a
total of 16 presentations, two of each stimulus or stimulus com-
bination presented (these being A, C, AZ, AP, BX, CY, CP, and CX;
see Table 2).

Training stages
On completion of the pre-test, the conditioning trials commenced
and US presentations were introduced. The instructions were as
before, but with the exception that participants were advised that
following their guess they would be shown the picture that the
cat had brought. The first training stage used the CS elements,
and comprised six training blocks, each with two of each of the
four kinds of trial (A+, U−, V−, and C+). As in the pre-test,
the Lego block was presented until the participant clicked a num-
ber button to predict the valence of the US to follow, at which
point a US, randomly selected from the pool of positive or neu-
tral USs as appropriate, was shown on the screen for 1 s. This was
followed by a 1 s gap, during which a picture of the cat Mogwai
(around 6 cm× 6 cm) was presented in the middle of the screen
on a white background. This sequence of events comprised a trial.
The second, compound training stage followed directly after this
training with the CS elements, and comprised four kinds of trial
(AZ+, AP−, BX−, and CY+). There was a total of eight excitatory
trials of each type in this stage; the number of inhibitory trials
depended on the task variant (see below). The different trial types
were analyzed in four equivalent blocks of trials.

Test stage
The test stage was exactly the same as the pre-test stage, except
that there were four rather than two presentations of each of the
critical test compounds CP and CX. As in the earlier stages of the
experiment, there were on-screen reminders of the task instruc-
tions. Throughout the experiment, whenever participants asked
questions or made comments they were asked to try to focus on
the task and to try to remember or guess which outcome (positive
or neutral picture) was predicted by the Lego blocks.

PROCEDURAL VARIANTS
There were three variants on the experimental procedure used
to test CI in the present study. In the first (n= 43) the pictures
of the CSs were colored and the number of presentations of the
non-reinforced compounds was eight (rather than 12 as shown in
Table 2). The second refinement was identical to the first (n= 19),
except that the colored CS images were changed to black and
white pictures. The final variant (n= 132) differed only in that the
number of non-reinforced compound presentations was increased
from 8 to 12 (as in Table 2). This final version was that used in our
previously published reports (He et al., 2011, 2012). These three
procedural variants did not result in equivalent levels of CI, the
third being the most effective. However, variation in the level of
CI does not preclude investigation of its relationship to individual
differences variables and – as would be expected – CI was clearly
demonstrated over the sample as a whole.

ANALYSIS
The dependent variable was the mean rating given for each par-
ticular trial type, which was assessed in each training block of
each stage. Statistical analyses of overall learning were by analysis
of variance (ANOVA), with discrimination (e.g., A+ vs. U− and
C+ vs. V−), reinforcement (reinforced or not), and trial block as
within-subjects factors. Additionally, a summary measure of exci-
tatory learning was provided by the difference in mean ratings on C

Table 2 |The design of the experiment used in the third variant of the task.

Pre-test Elemental training Compound training Test

CSs No. of trials CSs No. of trials1 CSs±outcome No. of trials CSs No. of trials

PHASE

A 2 A+ 12 AZ+ 8 A 2

C 2 U− 12 AP− 12 C 2

AZ 2 V− 12 BX− 12 AZ 2

AP 2 C+ 12 CY+ 8 AP 2

BX 2 BX 2

CY 2 CY 2

CP 2 CP 4

CX 2 CX 4

In the pre-test all participants gave baseline ratings of the various stimuli. Letters denote the nine CSs (pictures of Lego blocks) which were counterbalanced (see

text). “+” Denotes reinforcement (a positive IAPS picture) and “−” non-reinforcement (a neutral IAPS picture). 1Sixty two participants were tested with 8 rather than

12 elemental training trials. Compound training established P as a signal for the absence of reinforcement, rendering it inhibitory. In addition CY was reinforced, and

BX non-reinforced. Thus C served as an excitatory cue against which the effect of the inhibitory P could be examined, while X served as a control for P. At test CP

and CX were presented: to the extent that P was inhibitory, it would successfully counteract the tendency of C to predict reinforcement, relative to X.
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and V trials during the initial training stage, i.e., C–V. As C was the
excitatory stimulus, the greater the C–V score, the higher the level
of excitatory learning. A summary measure of CI was provided by
the difference between the mean ratings on CX and CP trials given
during the test stage, i.e., CX–CP. P was the putative inhibitor,
and thus supposed to suppress evaluation of C more than X; thus
the higher the CX–CP score, the greater the inhibitory learning.
Significant two-way interactions were explored with simple main
effects analysis. Comparison of the summary learning scores in
males vs. females was by t -test.

Correlational analyses were used to compare overall learning
and questionnaire scores for EPQ and BIS/BAS sub-scales. Bon-
ferroni adjustments can be employed to reduce the possibility of
Type I errors when examining multiple correlation coefficients
(Larzelere and Mulaik, 1977; Holm, 1979; Rice, 1989). How-
ever, particularly for statistically small effects, the likelihood of
Type II error is increased (Perneger, 1998; Jennions and Møller,
2003; Nakagawa, 2004). Thus, unless otherwise stated, the corre-
lations reported in this paper are corrected using Benjamini and
Hochberg’s (1995) procedure, rather than Bonferroni which has
less statistical power (so the uncorrected p values are reported in
Table 3).

RESULTS
CONDITIONED INHIBITION CONFIRMED BY SUMMATION TEST
Pre-test stage
There was little difference on the rating scores of the stimuli prior
to conditioning (all being around five). Importantly, there was
no significant difference in responding to the two critical test
compounds (CP vs. CX), F < 1.

Pre-training stage and training stage
During the pre-training stage, the ratings of A and C steadily
increased, while those to the U and V stimuli fell gradually, sug-
gesting that the participants learned both discriminations in this
phase (see Figure 2). This impression was supported by statistical
analysis. ANOVA with discrimination (A/U vs. C/V), reinforce-
ment and pre-training block (1–6) as factors revealed a significant
three–way interaction, F(5, 875)= 2.70, p= 0.02, η2

p = 0.015.
The main effects of block and reinforcement were significant,
F(5, 875)= 4.80, p < 0.001, η2

p = 0.027, and F(5, 175)= 465.68,

p < 0.001, η2
p = 0.727, respectively. Moreover, these two factors

interacted significantly, F(5, 875)= 119.07, p < 0.001,η2
p = 0.405.

The effect of discrimination was not significant, F < 1, nor the
interaction between block and discrimination, F(5, 875)= 1.77,
p= 0.12, η2

p = 0.01. The interaction between discrimination and
reinforcement was not significant, F(1, 175)= 1.57, p= 0.211,
η2

p = 0.009.
To explore the three-way interaction further ANOVAs were per-

formed separately on the two discriminations. These revealed a
significant interaction between reinforcement and discrimination
for both the A/U and C/V discriminations, F(5, 875)= 355.05,
p < 0.001, η2

p = 0.239, and F(5, 875)= 83.51, p < 0.001, η2
p =

0.323, respectively. Simple main effects analysis revealed that
the effect of reinforcement was highly significant on all train-
ing blocks in both discriminations, smallest F(1, 175)= 12.36,
p= 0.001, η2

p = 0.066, for block 1 of the C/V discrimination. Ta
b
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FIGURE 2 | Mean rating scores for A+, U−,V−, and C+ during the six
training blocks of the pre-training stage. A rating of 9 reflects
expectation of a positive image, 1 of a neutral image, and 5 uncertainty;
95% confidence intervals are presented.

The main effect of block was also significant for both reinforced
and non-reinforced trials in both discriminations, smallest F(5,
875)= 16.07, p < 0.001, η2

p = 0.084, for U trials.
During the training stage, the ratings of AZ and CY steadily

increased, while those of AP and BX fell gradually (see Figure 3),
again suggesting that both discriminations were learned success-
fully. This impression was again confirmed by statistical analysis.
An ANOVA with discrimination (AZ/AP vs. CY/BX), reinforce-
ment and training block (1–4) as factors, revealed a significant
three–way interaction, F(3, 525)= 74.54, p < 0.001, η2

p = 0.299.
The main effects of block and reinforcement were significant,
F(3, 525)= 29.80, p < 0.001, η2

p = 0.146, and F(1, 175)= 45.58,

p < 0.001, η2
p = 0.214, respectively. Moreover, these two factors

interacted significantly, F(3, 525)= 3.15, p= 0.025, η2
p = 0.018.

The effect of discrimination was not significant, F < 1, but the
interactions between discrimination and both block and reinforce-
ment were significant, F(3, 525)= 3.53, p= 0.015, η2

p = 0.02, and

F(1, 175)= 480.34, p < 0.001, η2
p = 0.733 respectively.

Further ANOVAs were conducted to explore the three-way
interaction further. These confirmed a significant interaction
between block and reinforcement for both discriminations, small-
est F(3, 525)= 33.95, p < 0.001, η2

p = 0.162, for the CY/BX
discrimination. Simple main effects analysis revealed that the effect
of reinforcement was significant for both discriminations on every
block, smallest F(1, 175)= 39.57, p < 0.001, η2

p = 0.184, for the
first block of the AZ/AP discrimination. In addition the effect of
blocks was significant for both reinforced and non-reinforced tri-
als in both discriminations, smallest F(3, 525)= 3.96, p= 0.008,
η2

p = 0.022 for AP trials.

Test stage
Figure 4 shows the rating scores during the test stage. Here the
critical comparison was between ratings of CP and CX during
the pre-test and the test stages. It can be seen from Figure 4
that the rating of CP was noticeably lower than CX during
the test. This difference was confirmed by statistical analysis: an
ANOVA with stage (pre-test and test), and stimulus (CP vs. CX) as

FIGURE 3 | Mean rating scores for AZ+, AP−, BX−, and CY+ during the
four blocks of the training stage. A rating of 9 reflects expectation of a
positive image, 1 of a neutral image, and 5 uncertainty; 95% confidence
intervals are presented.

FIGURE 4 | Mean rating scores for the key comparison stimulus
compounds CP and CX during the pre-test and test stages. A rating of 9
reflects expectation of a positive image, 1 of a neutral image, and 5
uncertainty; 95% confidence intervals are presented. The stimulus
compounds elicited similar ratings prior to conditioning, but the test ratings
confirmed the presence of conditioned inhibition, evident as lower ratings
to CP than to CX.

factors revealed no effect of stage, F < 1, but a significant effect
of stimulus, F(1, 175)= 22.95, p < 0.001, η2

p = 0.116. There
was also a significant interaction between these two factors, F(1,
175)= 22.65, p < 0.001, η2

p = 0.115. Simple main effects con-
firmed that participants gave significantly lower rating scores to
CP than to CX during the test stage, F(1, 175)= 49.79, p < 0.001,
η2

p = 0.183 but not at the pre-test stage, F < 1. The results con-
firm the overall conclusion that P had become a conditioned
inhibitor.

DEMOGRAPHIC CHARACTERISTICS AND LEARNING DIFFERENCES
In general, males performed better than females, as reflected
in the summary measures of both excitatory, t (192)= 2.08,
p= 0.04, and inhibitory learning, t (174)= 2.44, p= 0.02. There
was also a significant correlation between the age of the par-
ticipants and the summary measure of excitatory learning (C–
V), r(194)= 0.18, p= 0.01. However, there was no correlation
between age and the summary measure of inhibitory learning,
r(174)= 0.11, p= 0.14.
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THE RELATIONSHIP BETWEEN EXCITATORY AND INHIBITORY
LEARNING
The correlation between the rating scores for (C–V) and (CX–CP)
was examined directly. The results showed that there was no signif-
icant correlation between the two ratings, r(194)= 0.12, p= 0.09,
suggesting that – despite their inevitable interdependence – indi-
vidual differences in inhibitory learning are not entirely dependent
on differences in excitatory learning.

INDIVIDUAL DIFFERENCES IN EXCITATORY LEARNING
Eysenck personality questionnaire revised short scale
There was a significant negative correlation between the EPQ-
RS neuroticism scores and the summary measure of excitatory
learning (C–V), r =−0.17, p= 0.021 (see Table 3). However, the
correlations between excitatory learning and psychoticism and
extraversion were not significant.

Behavioral inhibition system/behavioral activation system scale
There was a significant negative correlation between the BAS-drive
scores and the summary measure of excitatory learning (C–V),
r =−0.21, p= 0.004. However, there were no further significant
correlations between the other sub-scales of the BIS/BAS and
excitatory learning (C–V, see Table 3).

INDIVIDUAL DIFFERENCES IN INHIBITORY LEARNING
Eysenck personality questionnaire revised short scale
There was a significant negative correlation between the EPQ-
RS neuroticism scores and the summary measure of inhibitory
learning (CX–CP), r =−0.19, p= 0.013. However, there were
no significant correlations between the other sub-scales of the
EPQ-RS and CX–CP (see Table 3).

Behavioral inhibition system/behavioral activation system scale
There were significant negative correlations between the BIS-
anxiety scores (r =−0.19, p= 0.013) and BIS-FFFS (r =−0.17,
p= 0.021) scores and the summary measure of inhibitory learn-
ing (CX–CP). However, there were no significant correlations for
the BAS sub-scales and CX–CP (see Table 3).

DEMOGRAPHIC AND INDIVIDUAL DIFFERENCES VARIABLES JOINT
EFFECTS ON EXCITATORY AND INHIBITORY LEARNING
To take into account the observation that both age and sex are
related to the individual difference variables as well as the learning
measures two multiple linear regressions were conducted using
the inhibitory and excitatory learning measures as the criterion
variables. The predictor variables were the demographic variables
and the individual difference variables associated with the EPQ-RS
and BIS/BAS measures.

Taken together the multiple-R for the measure of excitatory
learning was 0.37 (R2

= 0.13) which was significant (p= 0.007).
However, only BAS-drive had a statistically significant unique
relationship with the excitatory learning measure (β=−0.24,
r2

p = 0.04, p= 0.01), accounting for less than one third of the
variability that the overall equation accounts for. The reason for
neuroticism not showing a unique relationship is likely to be
because of its relatively high correlations with both BIS-revised
and FFFS as well as age and sex of the participants (see Table 3).

For the measure of inhibitory learning the multiple-R was 0.31
(R2
= 0.10). This was not statistically significant (p= 0.07). Simi-

larly, none of the demographic, EPQ-RS or BIS/BAS variables was
individually statistically significant. This suggests that while the
zero order correlations demonstrate relationships between some
of the demographic and individual difference variables and the
inhibitory learning measures the covariance of subsets of the pre-
dictor variables is sufficiently high to be partialed out as part of
the linear regression procedure, leading to an underestimation of
the relationship between individual predictor variables and the
criterion variable.

DISCUSSION
As might be expected, using an established procedure (He et al.,
2011, 2012) CI was robustly demonstrated in this large sample
of participants in a summation test. What the present study adds
to this prior work is clarification of how individual variations in
inhibitory and excitatory learning relate to established individual
difference measures. Specifically we examined participants’ neu-
roticism,extraversion,and psychoticism,as well as behavioral inhi-
bition and behavioral activation, as proposed by the personality
theories of Eysenck (1957, 1967, 1981), Eysenck et al. (1985), Gray
(1972, 1982), and Gray and McNaughton (2000). These biologi-
cally based personality theories should most closely relate to asso-
ciative learning theories derived from the study of animal behavior.

We found that those with higher EPQ-RS neuroticism showed
reduced levels of both excitatory and inhibitory conditioning (as
reflected in the C–V and CX–CP scores respectively). Reduced
excitatory learning was also found in those with higher BAS-drive,
but here there was a dissociation, in that inhibitory learning was
not affected by this measure but was instead negatively related to
both BIS-FFFS and BIS-anxiety.

Thus, as might be expected given the dependence between exci-
tatory and inhibitory learning, both were attenuated in those with
higher neuroticism. Similarly, as might be expected given the rela-
tionship between neuroticism and BIS, inhibitory learning was
also related to the BIS scores. The correlations found here between
the EPQ-RS and the BIS/BAS sub-scales largely replicate those ear-
lier reported (Table 3; Heym et al., 2008). Thus the findings are
consistent with higher levels of neuroticism being accompanied
by generally impaired associative learning. There was also evi-
dence for some dissociation in the effects of behavioral activation
and behavioral inhibition on excitatory and inhibitory learning
respectively.

However, contrary to what might seem to follow from the orig-
inal version of Gray’s (1972, 1982) theory, we found that higher
scores on the BIS scale were correlated with impaired rather than
facilitated inhibitory learning. Clinical observations are consistent
with elevated behavioral inhibition in anxiety disorders (Barlow,
2000), and according to Gray (1972, 1982) the BIS is activated
by signals of punishment, signals of non-reward, and innate fear
stimuli. It should be noted that Gray’s behavioral inhibition the-
ory is not a theory of Pavlovian CI as such. However, there is
overlap in the sense that signals of non-reward should excite the
BIS (whereas signals of non-punishment excite the behavioral acti-
vation system and result in an emotional state more akin to relief).
Since the present task was appetitively motivated (using positive
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IAPS images), the conditioned inhibitor is equivalent to a signal
of non-reward and would be expected to engage the BIS.

Thus in a general sense, the present results suggest that habitual
overactivity in the BIS in those high in the related temperamen-
tal trait can impair its normal function. According to the revised
version of the theory (Gray and McNaughton, 2000; Corr, 2010)
BIS-anxiety mediates the detection and resolution of goal con-
flict (for example between approach and avoidance, by way of
“risk assessment” behaviors) rather than reactions to conditioned
aversive stimuli, which are mediated by the BIS-FFFS. Signals of
non-reward are secondarily aversive, but are a less likely trigger for
the BIS-FFFS than are signals of punishment, and are more likely
to engage the BIS-anxiety system. In any event, in the present
study both BIS-FFFS and BIS-anxiety were negatively related to
inhibitory learning, so the general conclusion still stands: tem-
peramentally high levels of BIS activation were associated with
impaired rather than enhanced BIS functioning.

Another surprising finding was the lack of any correlation
between measures of excitatory or inhibitory learning and extra-
version, which is inconsistent with Eysenck’s (1957, 1967) theory
of how differences in conditionability give rise to differences in
personality. There are grounds to suppose that conditioning dif-
ferences will also depend on the nature of the US for positive
stimuli (as used in the present study), but this should just affect the
direction of difference, with higher rather than lower conditioning
predicted in extraverts (Gray, 1970, 1972).

The results of the present study are likely to be robust in that
the sample size was relatively large. However, to draw stronger
conclusions ideally the experiment should be replicated using a
different task variant, to exclude the possibility that there could be
some artifact in consequence of the use of a single procedure. In
particular, the inhibitory learning procedure used in the present
study uses positive IAPS images as the US. The negative images
are both more salient and would be predicted to show a different
pattern of interrelationships with BIS/BAS scores.

Finally, males generally performed better than females, as
reflected in their higher overall scores for both excitatory and
inhibitory learning. This sex difference is consistent with the find-
ing that both excitatory and inhibitory learning are reduced in
those with higher neuroticism scores – as it is very well-established
that females show higher levels of neuroticism (Jorm, 1987; Fran-
cis, 1993; Lynn and Martin, 1997), as well as higher levels of BIS-
anxiety (Gray, 1971). Both of these sex differences were confirmed
in the correlational analyses reported in Table 3 (the correlations
go in the predicted direction in that females are coded higher than
males in the data file). Thus the females tested in the present sam-
ple were more neurotic and showed higher behavioural inhibition
than did the males.

There was also a significant correlation between age and asso-
ciative learning, in that older participants showed relatively better
excitatory learning, although inhibitory conditioning did not vary
with age (also it should be noted that this was a relatively young
sample – in the range 18–56 years).

COMPARISON WITH EARLIER STUDIES
The overall pattern of results is consistent with a role for impul-
sivity, as measured by BAS-drive, in excitatory but not inhibitory

learning, and for behavioral inhibition in inhibitory but not exci-
tatory learning. A number of previous studies have demonstrated
apparently opponent effects using measures of impulsivity and
behavioral inhibition, e.g., using the Go/No-Go task and the Stop
Signal task (Visser et al., 1996; Logan et al., 1997; Enticott et al.,
2006). However, to date there has been little systematic exam-
ination of the relationship between impulsivity and associative
learning. The present results are consistent with the possibility that
impaired associative learning processes could be responsible for
aspects of impulsive behavior and disorders (He et al., 2011, 2012).

However, contrary to our predictions, the present study did
not find any correlation between impulsivity (as measured by the
BAS) and inhibitory learning performance, although inhibitory
learning was related to BIS scores. This contrasts with our pre-
vious findings using a different task variant (Migo et al., 2006),
where we found a negative correlation between inhibitory learn-
ing and BAS-reward responsiveness, but none with behavioral
inhibition as measured by BIS scores. There are several possible
explanations of these discrepancies. First, the sample was much
smaller in the earlier study (Migo et al., 2006, which used 60
participants), thus there was less statistical power. Moreover, not
only are the correlations between paper-and-pencil questionnaire
measures and behavioral measures of impulsivity relatively low
(Paulsen and Johnson, 1980; Milich and Kramer, 1984; Helmers
et al., 1995; Claes et al., 2006), but it has also been argued that the
low arousal conditions typical of laboratory testing underestimate
impulsivity (Helmers et al., 1997). There were also procedural
differences: in the earlier variant, stimuli were presented serially
and included distractors, to reduce the potential role of external
inhibition as an alternative explanation of disrupted responding
when the inhibitory stimulus was introduced (Migo et al., 2006).
By contrast, the present design controlled for external inhibition
explicitly with the non-reinforced control stimulus, X.

SMALL EFFECT SIZES FOR PERSONALITY
Although statistically some associations were demonstrated, the
effect sizes were relatively small. Yet the experimental design used
in the present study has been used to demonstrate CI deficits in
disordered groups with much smaller sample sizes. Specifically CI
was clearly impaired in a sample of 24 non-psychotic offenders
with PDs (He et al., 2011). We also found CI to be significantly
reduced in a sample of 25 community-based schizophrenic par-
ticipants, although with a different profile to that seen in offenders
in that excitatory learning was also reduced (He et al., 2012). The
study of offenders included dimensional scores from the Interna-
tional PD Examination (Loranger et al., 1994) and the Psychopathy
Check List-Revised (Hare, 1991). There was no significant corre-
lation between any of the available measures of personality or
behavioral traits and the summary measures of excitatory and
inhibitory learning. However, some of the effect sizes for these
non-significant correlations were moderate and – despite the rel-
atively modest sample sizes – clear group differences in relation to
dangerousness and severity were demonstrated (He et al., 2011).
In the study of CI in relation to schizophrenia, individual dif-
ferences in symptomatology were captured by the Positive and
Negative Syndrome Scale (PANSS; Kay et al., 1987). We found a
significant correlation between the negative symptoms sub-scales
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of this measure and the summary measure of inhibitory learning,
and also a marginally significant correlation with the excitatory
learning score. In both cases the effect size was medium-large –
this despite the fact that PANSS scores were not available for all
participants (He et al., 2012).

IMPLICATIONS FOR DISORDER
The results of the present study can be related to earlier studies
of anxiety-related disorders. For example, the significant negative
correlation between excitatory learning performance and EPQ-
RS neuroticism suggests that individuals who are prone to suffer
strong, changeable mood, and to overreact in emotional situations,
show poorer excitatory learning ability. People who score higher on
neuroticism have been argued to be more likely to experience anx-
iety (Eysenck, 1957, 1967), particularly if their extraversion scores
are also low (Gray, 1970, 1972). In this sense, the results of the
current study are consistent with the impaired associative learn-
ing processes seen in anxiety and depressive disorders (Fowles,
1980, 1993; Gray, 1985; Davey, 1992; Grillon, 2002). The present
study extends the demonstration of impaired associative learn-
ing processes to inhibitory conditioning, which was also reduced
in those with higher EPQ-RS neuroticism and higher BIS scores.
Thus, the results point to (susceptibility to) anxiety as a predictor
of impaired CI.

To date, we have been unable to recruit participants with clin-
ical levels of anxiety disorder in sufficient numbers. However, the
apparent relationship to anxiety demonstrated in the present study
of normal participants is consistent with our finding of reduced
inhibitory and excitatory learning in participants with schizophre-
nia (He et al., 2012). Patients with schizophrenia have been found
to have relatively high BIS scores. Moreover, this questionnaire
study showed that higher BIS sensitivity correlated with duration
of illness (Scholten et al., 2006). However, we have no basis to com-
ment on anxiety levels in the group of offenders we studied using
this same task (He et al., 2011), and in the present study there was
no relationship between inhibitory learning scores and psychoti-
cism (which has been argued to predict psychopathic tendencies,
Eysenck and Eysenck, 1976b; Eysenck, 1992).

THE RELATIONSHIP BETWEEN EXCITATORY AND INHIBITORY
LEARNING
Inhibitory and excitatory learning are inevitably inter-dependent,
since a conditioned inhibitor signals the absence of an outcome
predicted by an excitatory stimulus. Thus excitatory learning must
first be established before inhibitory learning is introduced. Indeed
in the present study, in total 18 participants were excluded from the
CI test because they did not meet the excitatory learning criterion.
Given this background, some commonalities in the individual dif-
ferences profile predicting better excitatory and those predicting
better inhibitory learning is to be expected.

However, animal studies nonetheless suggest that inhibitory
and excitatory learning are dissociable (Rescorla, 1969; Daw et al.,
2002), and that positive and negative prediction error are coded
opponently at the neuronal level (Tobler et al., 2003). Thus dis-
tinct neural substrates could underlie the variation in excitatory
and inhibitory learning accompanying differences in neuroticism
and behavioral inhibition in the present study (see also He et al.,

2011, 2012). Moreover, the overall correlation between excitatory
and inhibitory learning scores was not significant in the present
study, suggesting that – despite their inevitable dependence on ear-
lier excitatory conditioning – individual differences in inhibitory
learning are not entirely dependent on those seen in excitatory
learning.

IMPLICATIONS FOR GENERAL THEORIES OF ASSOCIATIVE LEARNING
Variations in excitatory and inhibitory learning could in principle
be used to account for differences between people, but the available
learning theories are monolithic. In other words, theories of asso-
ciative learning are not yet sufficiently articulate to accommodate
the effects of individual differences in information processing, in
turn based in individual differences in nervous system function.
The results reported in the present study underscore the impor-
tance of this kind of theoretical development, but the work needed
is more complex than modeling a group difference in terms of an
existing theory. Temperamental traits are measured as scores on
continuous variables and the full complexity of an individual’s per-
sonality can only be captured as a profile of scores on a variety of
measures, some of which are orthogonal, some of which are inter-
dependent. Thus, for example, neuroticism and extraversion were
originally conceived as orthogonal factors (Eysenck, 1957, 1967;
1981; Eysenck et al., 1985; Eysenck and Eysenck, 1991), as were
behavioral inhibition and activation (Gray, 1972, 1982). However,
since the latter reflect a rotation of Eysenck’s personality dimen-
sions, neuroticism is correlated with behavioral inhibition and
extraversion is correlated with behavioral activation (Gray, 1972,
1982). Similarly, as might be expected given that they are derived
from a single scale, BIS-anxiety and BIS-FFFS are inter-dependent
(Heym et al., 2008). Thus the formal inclusion of individual dif-
ferences into contemporary theories of associative learning will
require the introduction of multi-factorial moderating variables,
to specify their effects on learning rate parameters such as the CS
and US factors which influence associability.

Historically the aim has been to establish general laws of
learning. The observed dissociation in the effects of behavioral
activation and behavioral inhibition on excitatory vs. inhibitory
learning could in principle be incorporated into learning theo-
ries which make formal predictions about inhibitory as well as
excitatory learning (e.g., Rescorla and Wagner, 1972). This would
not affect the generality of the theories and could improve their
predictive power. However, the formal inclusion of reinforcement
sensitivity theory (Gray, 1972, 1982; Gray and McNaughton, 2000)
would suggest the need for different variants of the models to be
applied to learning situations which use appetitive vs. aversive USs.
Moreover, any such learning models would need to be weighted
to take effect size into account, and effect sizes of the magnitude
reported here could be too small to warrant what might be viewed
as unnecessary complication. Ultimately, dynamic interactionist
models would be necessary to capture the three-way interaction
between personality, conditionability, and environmental context
(Ferguson et al., 2012; Haslam et al., 2012).
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Several recent studies have demonstrated that addicts behave less flexibly than healthy
controls in the probabilistic reversal learning task (PRLT ), in which participants must grad-
ually learn to choose between a probably rewarded option and an improbably rewarded
one, on the basis of corrective feedback, and in which preferences must adjust to abrupt
reward contingency changes (reversals). In the present study, pathological gamblers (PG)
and cocaine dependent individuals (CDI) showed different learning curves in the PRLT. PG
also showed a reduced electroencephalographic response to feedback (Feedback-Related
Negativity, FRN) when compared to controls. CDI’s FRN was not significantly different
either from PG or from healthy controls. Additionally, according to Standardized Low-
Resolution Electromagnetic Tomography analysis, cortical activity in regions of interest
(previously selected by virtue of their involvement in FRN generation in controls) strongly
differed between CDI and PG. However, the nature of such anomalies varied within-groups
across individuals. Cocaine use severity had a strong deleterious impact on the learning
asymptote, whereas gambling intensity significantly increased reversal cost. These two
effects have remained confounded in most previous studies, which can be hiding important
associative learning differences between different populations of addicts.

Keywords: addiction, cocaine, gambling, reversal learning, feedback-related negativity, decision-making

INTRODUCTION
Response-outcome association learning tasks have been widely
used to explore the cognitive and biological underpinnings of
neuropsychiatric disorders (e.g., Everitt et al., 2001; Clark et al.,
2004; Redish et al., 2007). The probabilistic reversal learning task
(PRLT ; Swainson et al., 2000) is a dynamic decision-making test
(Hastie and Dawes, 2009) in which participants must learn to
choose between two response options, one frequently rewarded
(and infrequently punished), and the other infrequently rewarded
(and frequently punished). Payoffs are administered in the form
of real or play money, or virtual points. Once preferences are sta-
ble, reward/punishment contingencies reverse, in such a way that
the advantageous option becomes disadvantageous, and vice versa,
and learners must retune their preferences in accordance with the
new contingencies.

Addicted individuals (and patients from other psychopatholog-
ical and neurological populations) have been observed to display
abnormal performance patterns in the reversal learning task. Some
types of patients are slower than normal to readjust their prefer-
ences after a reversal. This increased reversal cost has been inter-
preted as a sign of goal-disengaged, habit-driven, error-insensitive,
or perseverative behavior (Clarke et al., 2005, 2008). In other cases,
pre-reversal learning asymptote has been observed to be abnor-
mally low (e.g., Fernández-Serrano et al., 2012), or abnormally
high (e.g., Verdejo-García et al., 2010). Although in many studies
pre-asymptotic and asymptotic effects have not been dissociated

(see Tsuchida et al., 2010; Torres et al., submitted; for similar
arguments), there is broad consensus that the sort of dynamic
decision-making processes involved in reversal learning tasks is
crucial to understand the neuropsychology of addictive disorders
(Ersche et al., 2008; Camchong et al., 2011; Izquierdo and Jentsch,
2012; Leeman and Potenza, 2012; Lucantonio et al., 2012). As also
shown in this work, reversal learning tasks tackle on the type of bal-
anced feedback sensitivity and learning flexibility that are needed
for adaptive decision making in real life.

In spite of that, abnormal PRLT performance patterns do not
seem to fully generalize across addictions. Separate sources of evi-
dence seem to show that heavy gambling is preferentially linked
to the increase of reversal cost (de Ruiter et al., 2009), whereas
cumulative toxicity of cocaine generates more unspecific perfor-
mance deviations and, particularly, less accurate decision making
once asymptotic learning has been reached, prior to contingency
reversal (accompanied by working memory and planning dysfunc-
tion; Fernández-Serrano et al., 2012). In a recent review, Leeman
and Potenza (2012) have integrated these independent pieces of
evidence, and have concluded that increased reversal costs are
more frequent and robust in pathological gamblers (PG) than in
drug-dependent individuals (see also Ersche et al., 2008).

The present study focuses on the coincidences and divergences
between gambling and cocaine addiction, with regard to the anom-
alies they generate in reversal learning performance. A sample of
cocaine dependent individuals (CDI) was compared against one
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of pathological gamblers (PG), and a group of matched healthy
controls (HC) in a reversal learning task, at the behavioral and the
electroencephalographic levels. To our knowledge, only two stud-
ies have directly compared cocaine users against PG in a battery
of personality and neuropsychological tests (Albein-Urios et al.,
2012a; Torres et al., 2013). However, no studies have directly com-
pared matched groups of patients with the two disorders, between
them and against a group of HC, in the PRLT.

There are several reasons to jointly study PG and CDI samples,
but also to draw conclusions with some caution. First, parallelisms
between these two addictions have been known for a long time.
Some studies have found behavioral similarities, high comorbidity
rates, and a partially common neurobiological and genetic etiol-
ogy (see Hall et al., 2000; Potenza, 2008). For example, prospective
family studies have observed that the percentage of future gam-
blers among children of gamblers doubles the population baseline
(8 versus 4%). And, in parallel, children of gamblers tend to show
a preference for stimulant drugs, so that the proportion of future
cocaine users among children of gamblers doubles the population
baseline (10 versus 5%; Jacobs et al., 1989). Complementarily, in a
sample of 298 treatment-seeking cocaine abusers, Steinberg et al.
(1992) found a prevalence of pathological gambling approximately
10 times larger than the rate of gamblers found in community
samples.

As noted by Albein-Urios et al. (2012a),“the two disorders have
also notable similarities in terms of subjective effects, reinforcing
schedules, and temporal patterns of consumption [. . .]. In these
respects, cocaine addiction is arguably more similar to pathological
gambling than other forms of drug dependence.” Moreover, direct
experimental evidence shows that a game of chance can serve as
an alternative reinforcer to smoking cocaine (Vosburg et al., 2010).

Second, these similarities seem to indicate that a comparison
between PG and CDI could be helpful to disentangle vulnerability
and toxicity effects of cocaine use in group comparison studies.
This argument is based on the assumption that the neurobehav-
ioral anomalies observed in PG samples are equivalent to those
found in CDI samples minus the neurotoxic effects of cocaine.
Still, this rationale is problematic, as far as it assumes that gambling
does not have a cumulative impact on brain function (an assump-
tion that goes against current evidence; see Robinson and Berridge,
2003; van Holst et al., 2010). Mere between-groups comparisons
do not strictly allow such a type of conclusions.

And third, although only prospective and longitudinal stud-
ies can strictly discriminate vulnerability from cocaine/gambling
exposure factors, studies comparing samples of addicts against
HC can be informative if they meet some criteria. On the one
hand, although complete matching between samples is virtu-
ally unattainable, it is important to select samples carefully.
They must be completely separated in terms of key addic-
tive behaviors (gamblers do not use cocaine, cocaine users do
not gamble, and controls neither gamble nor use cocaine), and
matched in terms sociodemographic variables, intellectual func-
tioning, and absence of any other psychiatric disorders. And, on
the other hand, chronic exposure to cocaine/gambling must be
estimated on an individual basis. In this type of studies, the
degree of exposure can be measured only retrospectively, but
there exist interview-based methods to approximate it. These

methods allow for the estimation of exposure-dependent effects
on neurobehavioral anomalies (Verdejo-García et al., 2005). Esti-
mation of exposure-dependent effects can help us to identify
acquired individual differences caused by the progressive course
of the addictive processes, that is, by toxicity, neuroadaptation, or
sensitization.

In this work, we also recorded feedback-evoked electroen-
cephalographic activity during reversal learning. The analysis of
this activity is valuable in several senses. Evoked-related potentials
(ERP) are sometimes more sensitive to between-condition dif-
ferences than behavioral measures (see, for example, Karayanidis
et al., 2000; Hajcak et al., 2005b). Accordingly, convergent psy-
chophysiological and behavioral evidence is more conclusive than
behavioral results alone, especially when behavioral effects are sub-
tle. Furthermore, in the present case, there are also evidence-driven
hypotheses about the potential biological substrate of reversal
learning anomalies, and the candidate ERP components that best
reveal such anomalies. Our interest in the feedback-related neg-
ativity (FRN) and its potential relation with reversal costs, is
grounded on previous experimental evidence (Chase et al., 2011;
Bismark et al., 2012; Hampshire et al., 2012). Finally, our attempts
to identify the most likely anatomical origins of addiction-related
FRN anomalies can be useful to link such anomalies to the mal-
functioning of specific circuits in the brain (Schoenbaum et al.,
2006).

In summary, in the present work we analyze in detail some
dynamic features of reversal learning performance in PG and CDI,
matched in potentially confounding factors, and compared against
non-addicts. Our main aim is threefold: (1) To check for the exis-
tence of anomalies in reversal learning in both types of addicts. On
this regard, we expect reversal cost to be more evident in PG than
in cocaine users. (2) To explore the roles of gambling and cocaine
exposure on specific components of reversal learning (specifi-
cally, reversal costs and asymptotic learning levels). As measures of
chronic and acute exposure, severity (the estimation of the lifetime
total amount gambled, or the total quantity of cocaine consumed)
and intensity (mean amount of drug consumed/money gambled
per month) scores will be obtained for all participants in the clin-
ical groups. On the basis of the abovementioned evidence, we
expect learning anomalies in the CDI group to be attributable
to cocaine dosage exposure (and thus to correlate with cocaine
use severity). Whether or not reversal cost depends on gambling
intensity or severity remains an open question. And (3), to analyze
the electroencephalographical response to feedback in the three
groups. Although we can foretell the presence of FRN anomalies
in the clinical groups (and associated abnormal brain activations),
whether or not such anomalies differ across the clinical groups
also remains to be tested.

MATERIALS AND METHODS
PARTICIPANTS AND PROCEDURE
Cocaine dependent individuals (n= 20) were recruited from the
Proyecto Hombre rehabilitation centers in Granada and Málaga
(Spain) between January 2011 and December 2012. PG (n= 21)
were recruited from AGRAJER (Granadian Association of Gam-
blers in Rehabilitation,Granada,Spain) between October 2010 and
December 2012. Controls (n= 23) were recruited by incidental
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sampling, in such a way that their sociodemographic characteris-
tics were not far from the clinical groups.

The inclusion criteria were (i) meeting DSM-IV criteria for
cocaine dependence (CDI group) or pathological gambling (PG
group) – as assessed by the Structured Clinical Interview for DSM-
IV Disorders – Clinician Version (SCID; First et al., 1997); (ii)
having a minimum abstinence interval of 15 days for all substances
of abuse except nicotine, as determined by weekly urine toxicolog-
ical tests (CDI) or cross validated therapist- and self-reports (PG).
Exclusion criteria were: (i) the presence of any other Axis I or Axis
II comorbid disorders with the exception of nicotine dependence;
(ii) the presence of history of head injury or any diseases affect-
ing the central nervous system. The study counted with explicit
permission from the University of Granada’s Ethics Committee.
Prior to psychological and neuropsychological assessment, all par-
ticipants were informed about the objectives and characteristics of
the study, and signed an informed consent form. All of them were
compensated with 36C for their participation, independently of
performance.

In order to assess the degree of matching between-groups, par-
ticipants were also assessed using the Kaufman Brief Intelligence
Test (K-BIT), and were questioned about their age, and number
of education years. Table 1 displays main descriptive data for all
the relevant variables in the three groups. The three groups were
matched on sociodemographic variables, but not on usage of other
drugs. As shown in the table, the group differences in alcohol and
cannabis use were globally significant, with CDI being the group
with larger alcohol and cannabis consumption.

The procedure went as follows: upon consent, participants
were instructed about the general procedure, and then questioned
about the abovementioned sociodemographic variables. The K-
BIT, Interview for Research on Addictive Behavior (IRAB), and the
IRAB-equivalent gambling-related questions were administered
together, in a random order. A fourth psychometric instrument,

the UPPS-P questionnaire on impulsive behavior, was admin-
istered intertwined with these, also in a random position. The
PRLT and a second neuropsychological task (the Go/No-go motor
inhibition task) were administered together. Half the participants
performed the neuropsychological tasks first, in a random order,
followed by the psychometric instruments. The other half were
assessed with the psychometric tools first, and then performed the
two neuropsychological tasks.

The UPPS-P and Go/No-go tests were included in this pro-
cedure as part of a different study, carried out with the same
participants, on the role of impulsivity in addiction and motor
inhibition (Go/No-go). UPPS-P scores did not exert any effect on
reversal learning performance, either by itself or in combination
with group (minimum p= 0.22). In addition, UPPS-P scores are
confounded with addictive behaviors (addictive behaviors are by
definition impulsive) so, they were not taken into account for the
present study. Still, between-group differences in impulsivity, and
the impact of impulsivity on other decision-making tasks have
been reported in Torres et al. (2013).

INSTRUMENTS
Interview for research on addictive behaviors (Spanish version;
Verdejo-García et al., 2005)
As noted in the introduction, a key factor in the present study
is the degree of dosage-like exposure to cocaine and gambling
activities (in the CDI and PG groups, respectively). Psychometric
tools developed for clinical purposes do not measure exposure in
an isolated manner (disregarding craving intensity, perception of
lack of control over the addictive behavior, social and family prob-
lems, financial problems, and other symptoms and consequences
of addiction).

All of those side factors are irrelevant to the current study.
Actually, they would blur drug/gambling exposure effects. Hence,
information about lifetime amount and duration of use of the

Table 1 | Sociodemographic, psychometric, and drug use differences between healthy controls, HC; pathological gamblers, PG; and cocaine

dependent individuals, CDI.

Group

HC PG CDI

SOCIODEMOGRAPHIC VARIABLES

n 23 21 20

Proportion of females 0.09 0.10 0.00

Mean SD Mean SD Mean SD F p

Age 30.13 8.63 31.43 5.92 34.75 6.51 2.31 0.11

Education years 14.55 3.16 13.90 4.66 15.05 4.21 0.42 0.66

INTELLECTUAL PERFORMANCE

IQ (K-BIT) 106.25 10.22 101.10 9.07 105.35 9.39 1.77 0.18

DRUG USE PATTERNS

Alcohol monthly use (ethanol units/month) 44.02 42.81 99.14 73.87 158.20 118.88 10.18 <0.01*

Cannabis monthly use (joints/month) 13.00 26.61 8.39 25.96 67.00 63.71 12.54 <0.01*

Addiction course duration (years) 7.79 5.51 10.48 5.04 2.65 0.11

Abstinence duration (months) 5.64 3.51 6.41 4.32 0.39 0.53

Addiction and abstinence durations refer to the clinically significant addictive behavior (gambling for PG, and cocaine use for CDI). p-values in bold are statistically

significant.
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different drugs was collected using the IRAB (Verdejo-García
et al., 2005). The IRAB is inspired by applied and experimental
behavior analysis, and was not developed to estimate the clini-
cal significance of addiction, but to quantify the most important
parameters of drug use behaviors (frequency, duration, amount),
independently of the clinical status of the participant and the
accompanying symptomatology. All the participants in the three
groups went through the full IRAB interview. Here, we will
consider the answers to three questions included in the inter-
view: the average frequency of use (times/month), the average
amount consumed per episode (in grams or units), and the total
duration of the usage period (in months). In accordance with
standardized instructions, these parameters were used to com-
pute two composite measures: (1) average monthly amount of
each drug consumed (amount× frequency), in grams/month, and
(2) severity, or estimated lifetime amount of drug consumed
(amount× frequency× duration), in grams or units.

In order to avoid extremely skewed distributions, monthly
amount and severity were translated into within-design rank
scores for all analyses. A more detailed display of (non-
transformed) IRAB results for HC, PG, and CDI can be found
in Table A1 in the Appendix.

Average monthly use is customarily interpreted as an estimate
of the intensity of addiction during its course (acute exposure).
Severity, on the other hand, is attributed the cumulative effect
of addiction (chronic exposure). In the case of drugs of abuse,
severity is customarily assumed to correlate with the long-term
neurotoxic or neuroadaptive effects of that drug (Albein-Urios
et al., 2012a).

The IRAB has not been yet developed for gambling activ-
ities. Thus, in order to have equivalent measures for gam-
bling and cocaine use, gamblers were asked the same above-
mentioned IRAB questions (amount, frequency, lifetime dura-
tion of usage), but referred to gambling activities. That is, the
same questions used in the IRAB for registering drug use, were
adapted to estimate the two key gambling parameters (inten-
sity and severity), and then translated into within-design rank
scores. In this case, as no toxic substance is involved, sever-
ity would correlate with cumulative neuroadaptive or practice-
dependent effects of gambling activities (Robinson and Berridge,
2003).

The Kaufman brief intelligence test (Kaufman and Kaufman, 1990)
The K-BIT has been standardized and utilized widely, both in
clinical and research settings, to assess cognitive abilities. It com-
prises measures of verbal and non-verbal intelligence and takes
10–30 min to administer. For our purposes, we will use only the
compound IQ total score.

Probabilistic reversal learning task (Verdejo-García et al., 2010)
The reversal learning task used here is based on the PROB task
described in Swainson et al. (2000). A graphical description of the
task can be found in Verdejo-García et al. (2010). In each trial of
the task, there was a simultaneous presentation of two squares,
drawn in different colored lines. The task consisted of four phases
in total. In each phase, one stimulus is considered the“correct”one,
as choosing it (i.e., mouse-clicking on it) provides reward in most

cases, and the other is the“wrong”one, as choosing it was penalized
most of the times. This means that, on some trials, the computer
provided false feedback, i.e., selecting the correct stimulus was fol-
lowed by false negative feedback (NF) and selecting the incorrect
one was followed by false positive feedback. Positions of stimuli
were randomly shifted to avoid motor perseveration. Both nega-
tive and positive feedbacks were presented visually, and involved
winning or losing five points. The total amount of points accrued
was continuously viewed just below the center of the screen. Cru-
cially, the color corresponding to the correct choice and the one
corresponding to the wrong choice shifted after every phase (40
trials), that is, the stimulus that was previously correct became
incorrect, and vice versa.

For half the participants in each group, the percentage of
rewarded clicks on the good option was 75% in Phases 1 and
2, and 87.5% in Phases 3 and 4 (the task became slightly easier in
its second half). The other way round, for the other half of par-
ticipants, the percentage of rewarded clicks on the good option
was 87.5% in Phases 1 and 2, and 75% in Phases 3 and 4 (the task
became slightly more difficult in its second half). In other words,
the order of contingencies was a balanced factor.

STATISTICAL ANALYSIS OF PRLT PERFORMANCE
The main dependent variable for global PRLT performance analy-
sis was the number of correct choices (clicks on the highly
rewarded option) per each 10-trial block within each 40-trial
phase. In a first, full-task analysis, correct choices per phase and
block were submitted to a mixed three-factor ANOVA, with phase
(1–4) and block (1–4) as within-group factors, and group (HC,
PG, CDI) as between-group factor.

Secondly, theory-driven analyses will focus on the number of
correct choices in the first block of each phase, and the number of
correct choices in the last two blocks of each phase (collapsed). It
is important to note that (1) only the number of correct choices in
the first block of phases 2–4 can be interpreted as an index of rever-
sal cost. However, block 1 from the first phase will be also included
in analyses for design completeness reasons (the inclusion or exclu-
sion of that block does not significantly influence the results of
those analyses, nor the main conclusions drawn from them). And
(2) the number of correct choices in the two last blocks of each
phase can be interpreted as an estimate of asymptotic learning
level.1

This second series of analysis will be restricted to the impact
of chronic and acute exposure to gambling/cocaine in the clinical
groups. Four ANCOVAs (with intensity and severity as covariates)
were separately carried out for the PG and the CDI groups, with the
phase-wise first and last (two) blocks’ correct choices as separate
dependent measures.

1The use of the averaged two last blocks as an index of asymptotic learning rests
on the assumption that no further learning occurs in any of the three groups after
block 3 (so learning can be considered maximal in blocks 3 and 4). Actually, taking
into account those two blocks only, there was neither effect of block [F(1, 61)= 2.49,
MSE= 1.73, p= 0.12] nor block× group interaction [F(1, 61)= 1.65, MSE= 1.73,
p=0.20]. Mean (SE) number of correct choices were 8.02 (0.26), 7.80 (0.26), 7.28
(0.32), 7.91 (0.27), 7.92 (0.26), 8.03 (0.23), 7.72 (0.23), and 7.89 (0.25) for phase 1
block 3, phase 1 block 4, phase 2 block 3, phase 2 block 4, phase 3 block 3, phase 3
block 4, phase 4 block 3, an phase 4 block 4, respectively.
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Similarly to correct choices, decision latencies (measured as
reaction times from presentation of the two choice options to
the decision made by the participant, averaged for each block)
were submitted, firstly, to a block× phase× group global analyses.
Subsequently, separate ANCOVAs for PG and CDI groups, with
monthly use and severity as joint continuous predictors, were also
carried out. Although decision latencies have not been customarily
taken into account in reversal learning tasks, we will include them
here as complementary evidence.

Given that groups differ in alcohol and cannabis use, prior to all
analysis involving the group factor (HC, PG. CDI) we carried out
an ANCOVA disregarding the factor group, but including alcohol
and cannabis monthly use (translated into rank scores) as contin-
uous covariate predictors, and the same dependent measure used
in the corresponding between-group analysis. These pre-analyses
were thus carried out for the phase- and block-wise number of cor-
rect choices, decision latencies, and FRN magnitudes. As shown in
ANCOVAs for the potential effects of cannabis and alcohol use on
relevant dependent measures in Appendix, none of the potential
confounders (alcohol use, cannabis use, and their interaction) had
a significant impact on the abovementioned measures.

For all tests, the significance level was set at 0.05, after
Greenhouse–Geisser correction of degrees of freedom where it
was necessary.

EEG RECORDING
EEGs were recorded from 62 scalp locations using tin electrodes
arranged according to the extended 10–20 system mounted on
an elastic cap (Brain Products, Inc), and referenced online to
FCz. Vertical and horizontal eye activity were recorded from one
monopolar electrode placed below the left eye, and one monopolar
electrode located in a straight line at the outer canthi of the right
eye. Two scalp electrodes were attached to mastoids. All electrode
impedances during recording were below 5 kΩ. EEG and EOG
were sampled at 1000 Hz and amplified using a 0.016–1000 Hz
band-pass filter. Subsequently, all EEG recordings were downsam-
pled to 250 Hz, band-pass filtered using a 0.1–25 Hz 12 dB/octave,
re-referenced offline to average activity of the mastoids electrodes,
and FCz activity was recovered. Offline signal preprocessing was
done using EEGLAB software (Delorme and Makeig, 2004) freely
available at http://sccn.ucsd.edu/eeglab.

ERP EXTRACTION AND ANALYSIS
EEG recordings were segmented from −200 to +350 ms, time-
locked to the feedback onset. Epochs were corrected for ocular
artifacts by computing the SOBI ICA decomposition (Belouchrani
et al., 1993, 1997; Cardoso and Souloumiac, 1996, see also Tang
et al., 2004), as identified by the ADJUST algorithm (Mognon et al.,
2011). Other artifacts were subsequently removed using an auto-
matic rejection procedure: segments were excluded for the remain-
ing analyses when amplitudes were outside the ±100 µV range.
Afterward, segments were categorized as belonging to positive- or
negative-feedback trials (PF, NF). After the artifact correction pro-
cedure, a minimum of 27 trials for the NF and 51 for PF segments
were retained for further processing.

Next, the FRN was computed for each participant and feed-
back condition, as the difference between the average amplitude in

the 220–350 ms post-feedback interval, and the preceding positive
peak in the 150–220 ms interval. The magnitude of that difference
is normally larger for negative than for positive feedback (Hajcak
et al., 2005a,b), so a differential FRN score (henceforth, simply
FRN score) was computed as the difference between the FRN for
PF and the FRN for NF.

Statistical analyses were carried out on FRN scores for Fz and
FCz electrodes. The Pz channel was also included to test whether
observed effects could be attributed to P3 (as it has been observed
that P3 amplitude can affect FRN, and that it is affected by contin-
gency changes; Barcelo et al., 2006). P3 was thus extracted from Fz,
FCz, and Pz. However, the time window in which P3 is normally
observed includes, in our task, activity evoked by the following
trial in the sequence. In order to avoid signal contamination, we
carried out P3 analyses on a score computed as the average ampli-
tude for the last 50 ms of each segment referred to the average
amplitude during the immediately preceding 100 ms time win-
dow (see Chase et al., 2011, for a similar procedure). As we did
with the FRN, a differential P3 score (henceforth simply P3 score)
was computed as the difference between the P3 scores for NF
and PF.

Feedback-related negativity scores were submitted to a 3
(group: CDI, PG, and HC)× 2 (channel: Fz, FCz) repeated-
measures analysis of variance. P3 scores were submitted to a 3
(group)× 3 (channel: Fz, FCz, Pz) repeated-measures ANOVA.
The Bonferroni procedure was used to correct for multiple com-
parisons. A 0.05 p-level was used for all the statistical deci-
sions. Two participants from the PG group and two from the
HC group were excluded from the analysis due to equipment
malfunctioning.

BRAIN LOCALIZATION
Standardized low-resolution electromagnetic tomography
(sLORETA) was used for estimating the 3D cortical distribution of
current density underlying scalp activity. sLORETA, computations
were done using the MNI152 template, with the 3D space solution
restricted to cortical gray matter, according to the probabilistic
Talairach atlas. The cortical gray matter is partitioned in 6239
voxels at 5 mm spatial resolution. Brodmann anatomical labels are
reported using MNI space. Standardized sLORETA current source
densities with no regularization method were obtained from 61
channels (after recovering FCz) for each participant in each con-
dition, and for each time point in each feedback condition. A
discussion on the technical details of sLORETA and, specifically,
on the necessary restrictions for a viable solution to the inverse
problem can be found in Pascual-Marqui (2002).

The identification of the sources with a differential involvement
in the generation of FRN across groups followed the rationale
recently described by Catena et al. (2012 see also Silton et al.,
2009; Torres et al., 2013). A significant correlation across partic-
ipants between current source density (i.e., estimated activation)
at a certain voxel and the magnitude of FRN observed at FCz
can be interpreted as indicative of the involvement of such a
voxel in the generation of FRN. In other words, the correlations
between voxelwise current densities and FRN magnitudes can be
used to identify the brain areas involved in the generation of
FRN.
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Under such an assumption, brain localization analysis was car-
ried out according to the following steps: first, a representative
measure of the activation of each voxel for the FRN interval
was computed, by averaging voxel activations across the 220–330
post-feedback time window. Second, we computed the correlation
(across participants) between that averaged current density and
the magnitude of the FRN effect, for each voxel. And third, those
areas in which at least 10 voxels were found to significantly corre-
late with the FRN score were singled out as candidate areas with a
functional role in its generation.

RESULTS
BEHAVIORAL RESULTS
PRLT: Decision making
The main dependent variable in the global analysis was the number
of correct choices (clicks on the highly rewarded option) per each
10-trial block and each 40-trial phase. Figure 1 shows the mean
number of correct choices per phase, block, and group. The mixed
ANOVA, with phase (1–4) and block (1–4) as within-group factors,
and group (HC, PG, CDI) as the between-group factor, yielded a
significant block× phase× group interaction, F(18, 549)= 1.86,
MSE= 2.347, p= 0.03, η2

= 0.06. As expected, there were also sig-
nificant effects of phase, F(3, 183)= 3.06, MSE= 8.88, p= 0.04,
η2
= 0.05, block, F(3, 183)= 85.62, MSE= 3.68, p < 0.01,

η2
= 0.58, and phase× block, F(9, 549)= 5.416, MSE= 2.35,

p < 0.03. η2
= 0.08, showing within-phase learning effects, and

between-phases reversal costs in all groups.
Despite the significant three-way interaction, differences across

groups were not significant for any phase and block of the task
according to Bonferroni post hoc tests. Applying a non-corrected
post hoc LSD approach, differences between HC and CDI were
observed on the second block of the first phase, t (41)= 2.40,
p= 0.02, and between PG and CDI on blocks 2, t (39)= 2.07,
p= 0.04, and 3, t (39)= 2.12, p= 0.04, of Phase 3.

Results were clearer after taking monthly use and severity scores
into account. Given that monthly use and severity refer to different

FIGURE 1 | Mean number of correct choices per block and phase, for
HC, healthy controls; PG, pathological gamblers; and CDI, cocaine
dependent individuals.

addictive behaviors for PG and CDI, and that HC participants have
neither monthly use nor severity scores, we carried out separate
repeated-measures ANCOVAs for PG and CDI groups,using sever-
ity and monthly amount as covariates, and the number of correct
choices in the first block of each phase, and the number of correct
choices in the last two blocks of each phase as dependent measures
(see Statistical Analysis and footnote 1).

In search of reversal cost effects, we carried out separate ANCO-
VAs for the two clinical groups, with the number of correct choices
in the first block of each phase as dependent measure. In the PG
group, the analysis yielded a main effect of monthly amount gam-
bled, F(1, 18)= 4.42, MSE= 5.66, p= 0.05, η2

= 0.19. No other
marginal or interactive effects involving monthly amount gam-
bled or gambling severity were close to significance (minimum
p= 0.16). In the CDI group however, an identical analysis car-
ried out with cocaine monthly use and cocaine use severity as
covariates, did not yield any main or interactive significant effect
(minimum p= 0.44).

Similarly, two ANCOVAs were carried out with asymptotic
learning scores as the dependent measure. In the PG group, the
analysis did not yield any marginal or interactive significant effect
(minimum p= 0.18). In the CDI group, on the contrary, the analy-
sis yielded now a significant main effect of cocaine severity, F(1,
17)= 4.71, MSE= 4.71, p= 0.04, η2

= 0.22.
Table 2 shows where the effects yielded by these ANCOVAs

originate. The table displays partial correlations – in the PG
group – between monthly amount gambled and the number of
correct choices in block 1 (phases 1–4), with gambling severity as
variable of control; and – in the CDI group – between cocaine
use severity and the asymptotic learning measure, with cocaine
monthly use as control variable. The effect of monthly amount
gambled on first block correct choices was actually restricted to
phases 2 and 4, namely, to the first and the third reversals of the
task. Cocaine use severity, in turn, exerted its effect on phases 3
and 4.

DECISION LATENCIES
Finally, we analyzed the effects of group, monthly use, and sever-
ity on decision latencies. The main dependent measure was the
mean decision latency per phase and block. The group (HC,
PG, CDI)× phase (1–4)× block (1–4) ANOVA did not show
any significant marginal or interactive effect of group (minimum
p= 0.328).

The ANCOVA for the PG group, with block and phase as
within-group variables, and monthly amount gambled and sever-
ity scores as continuous predictors, showed significant main
effects of the monthly amount gambled, F(1, 18)= 5.66, p= 0.03,
η2
= 0.24 and gambling severity, F(1, 18)= 4.81, p= 0.04,

η2
= 0.21. No other marginal or interactive effect was close to sig-

nificance (minimum p= 0.24). An analogous ANCOVA on CDI
decision latencies, and cocaine monthly use and cocaine severity
as covariates, did not show any significant effect of monthly use,
or severity (all p > 0.10).

Figure 2 shows a graphical depiction of the monthly amount
effect observed in the PG group (coefficients represent partial
correlations between monthly amount gambled and decision
latency for each phase and block, computed while controlling for
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Table 2 | Partial correlations between monthly amount gambled and number of correct choices in block 1 (phases 1–4), and between cocaine

use severity and number of correct choices in blocks 3/4 (phases 1–4).).

Phase 1 Phase 2 Phase 3 Phase 4

partial r α partial r α partial r α partial r α

Gambling MU – correct choices (block 1) −0.12 0.63 −0.50 0.03* −0.17 0.49 −0.46 0.05*

Cocaine severity – correct choices (blocks 3/4) −0.31 0.21 −0.24 0.33 −0.69 0.01* −0.51 0.03*

Correlations larger than 0.46 (in absolute terms are bilaterally significant. Values in bold stand for statistically significant correlations and their corresponding p-values.

FIGURE 2 | Partial correlations between monthly amount gambled and
decision latency per phase and block (controlling for gambling
severity), in the PG group.

severity). Consistently across the task, the monthly amount gam-
bled positively covaried with decision latency, which means that
the intensity of addiction slowed decisions down (all correlations
above 0.445 are bilaterally significant).

In summary, the clinical groups seem to show different learn-
ing dynamics in the reversal learning task when compared to
matched controls. However, such differences cannot be fully
characterized if addictions are not considered from an idiosyn-
cratic point of view (i.e., taking chronic and acute exposure into
account).

Gambling intensity, measured as the monthly amount gam-
bled, emerges as a powerful mediator of learning-driven decision-
making: heavier gamblers tend to show signs of enhanced reversal
cost, and, additionally, tend to make significantly slower predic-
tions. Increased latency in decision-making tasks is customarily
interpreted as a sign of decisional difficulty (Spinoza-Varas and
Watson, 1994), although this measure has been paid no attention
at all in reversal learning studies.

The severity of gambling did not exert any significant effect
on reversal cost, which implies that the effect of gambling on that

particular aspect of reversal learning is not cumulative. On the
other hand, cocaine use severity, but not intensity, interfered with
asymptotic-level decision making. In this case, the potential effects
on decision latencies were negligible.

EEG RESULTS
Feedback-related negativity
Figure 3 displays ERP waveforms for each group in each feedback
condition. The 3 (group: HC, PG, CDI)× 2 (channel: Fz, FCz)
mixed ANOVA on the FRN score yielded significant main effects
of group, F(2, 57)= 4.04, MSE= 1.39, p < 0.03, η2

= 0.12, and
Channel, F(1, 57)= 20.19, MSE= 0.45, p < 0.01, η2

= 0.26, being
the largest FRN score observed at FCz. There was no interaction
between the two factors, F(2, 57)= 0.51. Bonferroni-corrected
post hoc comparisons showed that the FRN score was larger for
HC than for PG (p= 0.02). No other effects were significant. With
regard to P3, there was a theoretically irrelevant effect of channel,
F(2, 116)= 3.19, MSE= 1.17, p < 0.05, η2

= 0.05, but both the
group effect, F(2, 58)= 0.92, and the group× channel interaction,
F(4, 58)= 0.97, were very far from the significance level.

Source location
Using the bootstrapping approach (included in the sLoreta pack-
age) we observed several right hemisphere clusters of voxels that
significantly correlated with FRN scores in the control group
(Table 3): the inferior (BA46) and middle (BA9 and BA10) frontal
gyri, the insula (BA13), and the posterior cingulate gyrus (BA23).
As noted in the Section “Materials and Methods,” we take this as
evidence of the involvement of these areas in the generation of
FRN in normal conditions (please note that negative correlations
imply that the larger the activation in these areas, the larger – in
absolute values – the FRN score). These areas were established
as regions of interest to detect differences between the clinical
groups.

Feedback-related negativity-current density correlations in
those same areas for the two clinical groups are reported in Table 4.
Not surprisingly, those correlations differed from the ones in the
control group (p= 0.14, 0.06, 0.19, 0.06, 0.04 for the HC versus
CDI contrasts; and p < 0.01 for all HC versus PG contrasts across
areas). The deviation was thus larger for PG than for CDI. Density-
FRN correlations in the CDI group, although lower, were in the
same direction than the ones observed in the HC group. Corre-
lations in the PG group were mostly in the opposite direction,
and (according to the Bonferroni correction) significantly differed
from CDI’s in BA9, BA10, BA13, and BA23 (Table 4, rightmost
column).
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FIGURE 3 | ERP waveforms for each group in each feedback condition. Right bottom panel: differential FRN effect for the three groups. All amplitudes are in
µV. HC, Healthy controls; PG, Pathological gamblers; CDI, Cocaine dependent individuals; NF, Negative feedback; PF, Positive feedback.

Table 3 | Brain areas significantly correlated to the FRN score in the

control group.

Lobe Structure BA k X Y Z CSD-FRN

Correlation

Frontal Middle frontal 9 10 20 35 20 −0.70

Frontal Middle frontal 10 16 35 40 15 −0.75

Sub-lobar Insula 13 9 40 15 15 −0.71

Limbic Posterior cingulate 23 4 5 −40 25 −0.75

Frontal Inferior frontal gyrus 46 16 35 35 15 −0.74

BA, Brodmann area; k, cluster size in voxels; X, Y, and Z are in MNI space.

DISCUSSION
Our first research aim was to check for the existence of anom-
alies in reversal learning in two groups of CDI and PG, when
compared against HC. Such anomalies have been only partially
corroborated. The group× block× phase interaction effect on
correct decisions indicates that learning progressed differently in
the three groups. Such a difference is, however, subtle. In spe-
cific points of the task, individuals in the CDI group performed
worse than controls (phase 1, block 2), or than PG participants
(phase 3, blocks 2 and 3). The observation that cocaine addicts
are globally (although only slightly) more hampered than other
groups in PRLT performance is fully coincident with the results
reported by Fernández-Serrano et al. (2012). Additionally, the
significance of such a difference is strengthened by the existence
of differences at the electroencephalographic level, as discussed
later.

Table 4 | FRN-current density correlation coefficients for the key areas

involved in FRN generation (as detected in controls), and significance

of Bonferroni-corrected contrasts between correlation coefficients

across groups (PG, Pathological gamblers; CDI, Cocaine dependent

individuals).

Structure BA CDI PG p (PG versus CDI)

Middle frontal 9 −0.47 0.35 <0.01*

Middle frontal 10 −0.43 0.34 0.01*

Insula 13 −0.53 0.72 <0.01*

Posterior cingulate 23 −0.42 0.78 <0.01*

Inferior frontal gyrus 46 −0.36 0.07 0.10˚

˚Non-significant; *p < 0.05. p values in bold correspond to significant differences

between PGs and CDIs.

In relation to our second research aim, group analyses demon-
strate that the difficulty to interpret between-group PRLT perfor-
mance differences can be due – at least in part – to differences
within the clinical groups. On the one hand, asymptotic learn-
ing, as measured by the averaged number of correct choices in the
two last blocks of each phase, was significantly affected by cocaine
severity, that is, by the estimated cumulative exposure to cocaine
during the course of the addictive process.

On the other hand, reversal costs (as observed in phases 2 and
4; see Table 2) were specifically associated to gambling inten-
sity, namely, to the averaged amount gambled per unit of time.
Those gamblers who spend more money in gambling activities
also tend to show larger reversal costs. This is compatible with
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Leeman and Potenza’s (2012) proposal that there is a privileged
link between gambling and learning inflexibility2. Additionally,
we provide evidence that gambling, but not cocaine use, slows
decisions down. Increased latency in decision-making tasks is cus-
tomarily interpreted as a sign of decision difficulty (Spinoza-Varas
and Watson, 1994). So, this finding supports the idea that gambling
is specifically linked to the decisional aspects of reversal learning.
This association between gambling intensity, reversal cost, and
increased decision difficulty probably deserves further research.

The fact that the monthly amount gambled (i.e., gambling
intensity), but not gambling severity, exerts a significant impact on
phase-by-phase first block correct choices implies that the gam-
bling effect on such measure is not cumulative, that is, not due
to practice with gambling scenarios, or chronic gambling-induced
neuroadaptation. In other words, it is unlikely that increased rever-
sal costs are attributable to practice or sensitization. Conversely,
the evidence that cocaine use severity, but not monthly use (i.e.,
intensity), exerts an impact on asymptotic reversal learning seems
to prove that the cumulative effect of cocaine exposure (neuro-
toxicity) is exerted on a different component of reversal learning
performance, not necessarily involving learning inflexibility. Relat-
edly, Albein-Urios et al. (2012a) and Torres et al. (2013) have
recently demonstrated that some other well-known neuropsy-
chological anomalies observed in CDI (e.g., working memory
and motor inhibition deficits) are also attributable to cocaine
neurotoxic effects.

Still, the interpretation of our PRLT behavioral results requires
some further considerations. Firstly, recent evidence (van Holst
et al., 2010; Shaffer and Martin, 2011) shows that there exist non-
trivial psychological differences underlying differential preferences
for low-rate high-stakes gambling modalities (casino games, sport
bets), versus high-rate low-stakes ones (Video-lottery terminals,
slot machines). Our sample mostly consisted of male slot machine
gamblers, and was not large enough to segregate these two cate-
gories. At this moment, the role of gambling preferences in PRLT
performance remains open. And secondly, in most implemen-
tations of the PRLT reversals do not occur at fixed times, but
when the participant have reached a pre-established learning cri-
terion (for example, five-correct choices in a row; Franken et al.,
2008). Performance is then assessed as the total number of rever-
sals during the task, the total number of incorrect choices, the
mean number of trials-to-criterion, or the mean number of incor-
rect choices in a row after a reversal (perseverative series; Franken
et al., 2008; de Ruiter et al., 2009; Camchong et al., 2011; Lucan-
tonio et al., 2012). These measures are customarily interpreted as
measures of reversal cost or reversal learning (in)flexibility.

In our version of the task, phase length was fixed (40 trials),
to ensure comparability of learning curves across groups in global
analyses (and consequently to make the distinction between rever-
sal cost and asymptotic learning possible). In addition, our main
flexibility-related dependent measure was the number of correct

2On the contrary, Ersche et al. (2008) made a very careful evaluation of a number
of performance indices and found true reversal cost in cocaine users (but not in
amphetamine users). Importantly, that effect was found in current cocaine users,
but not in abstinent ex-addicts. At difference with gambling, the existence of reversal
costs associated to chronic effects of cocaine addiction remains undemonstrated.

choices in phase-by-phase first blocks. The reason underlying
the use of such measure (instead of the more common perse-
verative series mean length), is strictly statistical: given that the
PRLT provides probabilistic false feedback (punishment for a cor-
rect choice) the length of error series tends to be very variable
within each participant, depending on the particular ordering of
trials in the series. Most PRLT implementations do not warrant
asymptotic learning, but allow for a high number of reversals, so
variability can be reduced by means of averaging. In our case,
the task ensures asymptotic learning in each phase (see foot-
note 1), but contains only three contingency reversal points, and
thus a more stable measure is required. This particularity, how-
ever, does not compromise the interpretation of the measure in
terms of reversal cost/learning inflexibility (at least for blocks
2–4).

Our third and last research aim was to analyze electroen-
cephalographic differences between-groups (and, particularly, the
differences between the two clinical groups) with regard to their
response to feedback during reversal learning. We have observed
abnormal feedback-evoked cortical activity in the PG group. If we
take the magnitude and sign of the differential FRN score in the
control group as a reference of normality, the deviation from that
reference was maximal for gamblers (the FRN was visually smaller
for CDI than for HC, but CDI did not statistically differ either
from HC or from the PG).

According to Hajcak et al. (2005a,b), the FRN is mainly elicited
by unexpected negative outcomes (see also Holroyd et al., 2004),
and reflects the binary evaluation of good versus bad outcomes.
If that interpretation is taken as correct, it implies that gamblers
are particularly hampered to adequately ponder the impact of
NF. Consequently, we can assume that they are also hampered to
learn to make decisions on the individual history of losses. This
is fully coincident with the finding that gambling slows decisions
down, and also with our separate finding that recreational gam-
blers, at non-pathological levels, are less sensitive to losses than
non-gamblers (Torres et al., submitted).

Results regarding source location point in the same direction.
In accordance with the results we have obtained with HC, Hamp-
shire et al. (2012) found several areas to be particularly active when
reversal events were compared against other switch events (i.e.,
changes in the set of stimuli). These areas included the most pos-
terior extent of the right inferior frontal gyrus, extending into the
anterior insula, and the frontopolar portion of the middle frontal
gyrus (see also Mitchell et al., 2008), and were more active when
NF led to a change in the response pattern. In that study, the dorso-
lateral prefrontal cortex was also found to be involved in reversal
events, whereas other studies have attributed to it more general
higher-order executive functions involving attention (Reminjse
et al., 2005), and coordination of search behavior (Hampshire and
Owen, 2006). In any case, this set of anatomical areas is almost fully
coincident with the ones found to be involved in the generation of
the FRN in HC in the present study.

The only discordance between the present and previous results
seems to be the involvement of the posterior portion of the cin-
gulate gyrus in the generation of FRN. D’Cruz et al. (2011), and
Robinson et al. (2010) found the activation of posterior cingu-
late cortex after positive feedback in the reversal learning task

www.frontiersin.org March 2013 | Volume 4 | Article 122 | 98

http://www.frontiersin.org
http://www.frontiersin.org/Personality_Science_and_Individual_Differences/archive


Torres et al. Reversal learning in addicted individuals

to depend on whether it was expected or not. In a work by
Gläscher et al. (2009), activation in the same area was associ-
ated to the experienced value of the chosen option. Relatedly,
Nashiro et al. (2012) found it to be more active when feedback
was emotional than when it was neutral. And finally, a study by
Albein-Urios et al. (2012b), found it to be involved in regula-
tion of negative emotions. So, it is plausible that variability in the
magnitude of FRN is associated to emotional aspects of feedback
valuation.

Most importantly when these areas were taken as regions of
interest for the clinical groups, PG strikingly differed from CDI.
Although, as noted above, the magnitude of FRN did not differ
between the clinical groups, sLORETA analyses unveiled differ-
ences in the involvement of these areas in FRN generation. There
is ample evidence that addictive processes are associated to abnor-
mal response to feedback and abnormal activation of prefrontal
and orbitofrontal areas (see Schoenbaum et al., 2006, for a review).
However, our results provide the first direct neuroanatomical evi-
dence in favor of Leeman and Potenza’s (2012) proposal that
reversal learning deficits are particularly severe in gamblers (when
compared against other populations of addicted individuals).

Despite its several specific strengths (the careful selection of
participants, the close matching between-groups in intellectual
functioning and sociodemographic variables and the absence
of comorbidities in them), this study has also some limita-
tions that are worth mentioning. One of them is undoubtedly
the absence of enough trials in the reversal learning task to
track changes in the FRN across the task, and, more specifi-
cally, to clearly separate between reversal errors (those occur-
ring in the first trials after reversal points) and errors spon-
taneously occurring during other parts of the task. We have
shown that learning dynamics are behaviorally relevant; further
research is needed to describe in a similarly detailed way the
evolving changes in cortical activity occurring in parallel with
such learning dynamics. A second limitation is the impossibil-
ity to separate gamblers with preferences for different games of
chance. Third, despite the careful selection of participants, it is
virtually impossible to match groups in every potentially rele-
vant factor. Specifically, potentially addictive behaviors tend to
show complex correlation patterns. In our case, cocaine users were
also more likely to use alcohol and cannabis than gamblers and
controls. Although cannabis and alcohol use did not exert any

direct effect on PRLT performance or cortical activity, the pos-
sibility exists that these drugs modulated the chronic effects of
gambling/cocaine. This limitation is common to virtually all stud-
ies in which the group comparison methodology is used. And
finally, despite the recording of drug/gambling exposure mea-
sures, group comparison studies are less conclusive than prospec-
tive studies, with regard to the possibility to establish directional
causal links between neuropsychological abnormalities and addic-
tive behaviors. These four potential weaknesses warrant further
research.

FINAL REMARKS
To date, results regarding reversal learning deficits in addicts
have been elusive. This work confirms previous proposals that
feedback-based instrumental learning is more inflexible in patho-
logical gambling than in other forms of addiction, such as
cocaine dependence. At the same time, however, it raises impor-
tant questions about the causes of such inflexibility and the
role within-group variability in clinical samples. At the behav-
ioral level, the main findings of this research point out that
gambling severity slows decisions and increases reversal cost,
whereas cocaine addiction affects asymptotic scores in reversal
learning tasks. More importantly, psychophysiological and neu-
roanatomical data provided the first direct evidence that reversal
learning deficits in gamblers differ from drug addicts’ and are
related to abnormal activity in specific prefrontal and orbitofrontal
areas.
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APPENDIX
The IRAB provides information on frequency of drug use, amount
per drug use episode, and duration of use. The combination
of frequency and amount per episode allows for an estimate of
the amount used per unit of time. Duration of use is custom-
arily expressed in months, whereas amount units vary across
substances. Severity is computed as the monthly use× duration
product (note that severity scores can reach extremely high val-
ues, so correction measures are taken for analysis; e.g., translating
them into ranks, computing them from standardized duration and
monthly use scores).

Table A1 displays the observed IRAB results for regular use
of cannabis, tobacco, alcohol, and cocaine, as well as the equiva-
lent measures of gambling. Only those drugs of abuse used once
a month by at least 15% of the individuals in any of the samples
have been included. Mean consumption of all other drugs included
in the IRAB (MDMA, amphetamine, methamphetamine, heroine,
benzodiazepines, hallucinogens) is negligible. The number of ille-
gal drugs used at least once in the whole lifetime, however, provides
extra information about the different drug use patterns in the three
groups.

ANCOVAs FOR THE POTENTIAL EFFECTS OF CANNABIS AND ALCOHOL
USE ON RELEVANT DEPENDENT MEASURES
Either monthly use of cannabis and alcohol, or severity of alco-
hol/cannabis consumption could have been used as covariates
for the analyses reported in this appendix. However, severity and
monthly use scores (once translated into ranks) were virtually co-
linear (severity-monthly use correlation was r= 0.754 for alcohol,
and r= 0.937 for cannabis). The joint inclusion of severity and
monthly use measures in the following ANCOVAs would imply

a violation of this analysis’ criteria, and would thus lead to
inconsistent results.

PRLT: Decision-making
The within-subject pre-analysis ANCOVA, with block and
phase as within-group factors, and alcohol and cannabis
monthly use (translated into rank scores) as covariates
did not yield any direct or interactive significant effects
for any of the covariates. Only the block× phase× alcohol
monthly use approached significance (p= 0.10; all other
F <= 1).

PRLT: Decision latencies
As in the previous case, the ANCOVA pre-analysis with phase
and block as within-group variables, cannabis and alcohol
monthly use as continuous predictors, and phase- and block-
wise decision latencies as dependent measure, did not yield
any main or interactive effect of the covariates (minimum
p= 0.186).

FRN Scores
As we did with behavioral measures, we carried out a pre-
analysis ANCOVA on FRN scores, with channel as the within-
group factor, and alcohol and cannabis monthly use (trans-
lated into rank scores) as covariates. This analysis did not
yield any significant main or interactive effects of alcohol
or cannabis (all p > 0.38). Regarding P3 scores, only a the-
oretically irrelevant alcohol monthly use× channel interaction
was observed, F(2, 112)= 4.39, p= 0.02. Again, alcohol and
cannabis use can be discarded as potential causes of group
effects.
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Complex fear learning procedures might be better suited than the common differential
fear-conditioning paradigm for detecting individual differences related to vulnerability for
anxiety disorders.Two such procedures are the blocking procedure and the protection-from-
overshadowing procedure. Their comparison allows for the examination of discriminatory
fear learning under conditions of ambiguity. The present study examined the role of indi-
vidual differences in such discriminatory fear learning. We hypothesized that heightened
trait anxiety would be related to a deficit in discriminatory fear learning. Participants gave
US-expectancy ratings as an index for the threat value of individual CSs following blocking
and protection-from-overshadowing training.The difference in threat value at test between
the protected-from-overshadowing conditioned stimulus (CS) and the blocked CS was
negatively correlated with scores on a self-report tension-stress scale that approximates
facets of generalized anxiety disorder (GAD), the Depression Anxiety Stress Scale-Stress
(DASS-S), but not with other individual difference variables. In addition, a behavioral test
showed that only participants scoring high on the DASS-S avoided the protected-from-
overshadowing CS.This observed deficit in discriminatory fear learning for participants with
high levels of tension-stress might be an underlying mechanism for fear overgeneralization
in diffuse anxiety disorders such as GAD.

Keywords: individual differences, selective fear-conditioning, discriminatory fear learning, anxiety, cue competition

INTRODUCTION
According to a diathesis-stress model of anxiety disorders, only
individuals with certain ingrained vulnerabilities will develop an
anxiety disorder following a frightening or traumatic condition-
ing experience (Mineka and Zinbarg, 2006). The underlying idea
of this model is that particular personality traits may predispose
some individuals to enhanced fear conditionability (ease of asso-
ciative fear learning; Otto et al., 2007). That is, following a real-life
conditioning event, vulnerable individuals are suggested to have a
maladaptive fear response, which serves as the foundation for the
development of an actual anxiety disorder. Thus,an important step
to truly grasping the etiology of anxiety disorders is identifying
individual difference variables that influence fear conditionability
in a laboratory setting (i.e., Eysenck, 1976; Zinbarg and Mohlman,
1998; Lissek et al., 2005; Mineka and Zinbarg, 2006). Despite con-
siderable efforts to do so, research has yielded mixed empirical
results (Joos et al., 2012).

Imperfections of current research methods have been pin-
pointed as part of the reason behind the inconclusiveness of the
findings (Lissek et al., 2005). For example, one crucial aspect of
conditioned fear responding that might be particularly prone to
effects of individual difference variables, behavioral avoidance, has
often been overlooked in research so far (Beckers et al., 2013).
In addition, the commonly used differential fear-conditioning

paradigm has been criticized as a model for pathological fear learn-
ing (Lissek et al., 2006; Mineka and Oehlberg, 2008; Beckers et al.,
2013). In this paradigm, a neutral stimulus (conditioned stimulus,
CS+) is repeatedly paired with an aversive outcome (unconditioned
stimulus, US; e.g., shock), resulting in a conditioned fear-like reac-
tion to the CS. This is revealed by increased US-expectancy ratings
and physiological reactivity upon presentation of the CS+. A sec-
ond neutral stimulus (CS−) is never followed by the US, thus
acting as a safe signal in the paradigm. A comparison of fear
responding to the CS+ and the CS− allows for the assessment
of discriminatory fear learning. Reduced discriminatory fear learn-
ing is considered maladaptive, because in such case responding is
not based upon actual stimulus contingencies (Lissek et al., 2005).

This procedure essentially represents a hedonically strong situa-
tion: the CS+ clearly signals danger, while the CS− clearly signals
safety (Lissek et al., 2006). Because of this threat unambiguity,
responses can be expected to be relatively uniform across individ-
uals (Lissek et al., 2006). The lack of ambiguity in this procedure
obstructs the examination of interindividual variability in fear
learning: mostly everyone will exhibit fear upon confrontation
with the CS+ and inhibit fear upon confrontation with the CS−
(Lissek et al., 2006; Beckers et al., 2013). A number of studies have
actually failed to find an effect of trait anxiety (a known vulnera-
bility factor for anxiety disorders; Spielberger and Gorsuch, 1983)
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on differential fear conditioning (e.g., Joos et al., 2012; Torrents-
Rodas et al., 2013; but see Baas et al., 2008; Indovina et al.,
2011; Gazendam et al., 2013). When comparing clinical with non-
clinical populations, reduced discriminatory fear learning has been
sometimes successfully observed among participants with anxiety
disorders (for a review, see Lissek et al., 2005). From these studies,
however, it is not clear if discriminatory fear learning is involved in
the etiology or the maintenance of the disorders, because patients
are tested after they have been diagnosed with an anxiety disorder
(Beckers et al., 2013).

The use of a weaker or a more ambiguous assessment situation
might be better suited to study individual differences in fear con-
ditioning, because it increases the variance of individual responses
and will make the proposed maladaptive responses of vulnerable
individuals more apparent (Lissek et al., 2006; Beckers et al., 2013).
For example, it has been observed that relative to low-neuroticism
participants, participants with high neuroticism showed increased
avoidance to generalization stimuli derived from a CS+ (Lommen
et al., 2010). Generalization stimuli do not have a direct link to the
US; their threat value is estimated from their perceptual similarity
to the CS+, which makes them essentially ambiguous. Chan and
Lovibond (1996) used another ambiguous assessment method,
a conditioned inhibition paradigm (A+ training intermixed with
AB− training), and found that individuals who were high in trait
anxiety and were also unaware of stimulus contingencies in the
task showed an expectancy bias (increased US-expectancy) for all
CSs. These results provide empirical evidence for the conceptual
argument of Lissek et al. (2006) that individual differences are
particularly likely to be observed in weak or ambiguous testing
situations.

Following this reasoning, the optimal assessment of individual
differences in discriminatory fear learning requires a compari-
son of an ambiguous danger and an ambiguous safe signal. This
can be achieved through the use of a selective fear-conditioning
paradigm, where multiple stimuli compete for behavioral control
of the fear response, thus creating some level of ambiguity. For
example, a selective conditioning procedure called protection from
overshadowing can be regarded as the ambiguous counterpart for
the learning of a danger signal (CS+) in differential fear condition-
ing. In protection from overshadowing, one CS (C) is presented
without being followed by the US in a first elemental condition-
ing phase (C−). In a second compound conditioning phase, C is
presented together with another CS (D) to make up a compound
of two CSs (CD), which is followed by the US (CD+). Follow-
ing a protection-from-overshadowing procedure (C− then CD+)
in associative learning tasks, heightened responding is generally
assigned to the protected-from-overshadowing stimulus D relative
to a situation where only CD+ training is given (Vandorpe and
De Houwer, 2005). The fact that C is not followed by the US in
selective conditioning, when presented alone, suggests that D is
probably dangerous (with a higher threat value), given that the
chances of the US are clearly increased by adding D to C. How-
ever, the high threat status of D remains somewhat ambiguous
and can only be inferred, because D is never observed in isolation
before test.

In order to analogously create an ambiguous signal for rel-
ative safety, one CS (A) can be repeatedly followed by a US in

a first phase of conditioning (A+). In a subsequent compound
conditioning phase, A can be presented together with another CS
(B) to make up a compound of two CSs (AB), which is also fol-
lowed by the US (AB+). Following such blocking procedure (A+
then AB+) in associative learning tasks, it is typically found that
responding to the blocked CS B is reduced relative to a situation
where only AB+ training is presented (Kamin, 1969; Dickinson
et al., 1984). The blocking effect has been observed in a variety of
learning procedures in diverse species (see Haselgrove and Evans,
2010, for an overview). Thus, in a conditioning procedure, the fact
that A is followed by the US when presented alone suggests that B
is probably safer (has a lower threat value) than a protected-from-
overshadowing D, given that the chances or the intensity of the
US following the AB compound are not increased by B. Still, the
relative safety of B in comparison to D remains ambiguous and
can only be inferred, given that B is never observed in isolation
before test (both B and D are only ever presented in a compound
that is always followed by the US; Beckers et al., 2013). Individual
differences in such selective learning of relative safety might there-
fore be readily observed. In line with this idea, it has indeed been
shown that trait anxiety is correlated with reduced blocking (thus,
impaired safety learning for a blocked stimulus; Boddez et al.,
2012). Therefore, a selective discrimination learning procedure,
where protection-from-overshadowing and blocking training are
combined, allows examining discriminatory fear learning under
conditions of ambiguity and uncovering individual differences
therein.

Since the early years of fear-conditioning research, most atten-
tion has been paid to the role of trait anxiety in conditionability
(e.g., Spence, 1964), specifically in relation to deficient safety learn-
ing. Trait anxiety is usually assessed by means of the State and Trait
Anxiety Inventory (STAI; Spielberger and Gorsuch, 1983), which
has recently been questioned as a pure measure of dispositional
anxiety and is now seen rather as a measure of general negative
affect (Bieling et al., 1998; Grös et al., 2007; Bados et al., 2010). To
address the lack of specificity of the STAI and other questionnaires,
the Depression Anxiety Stress Scales (DASS; Lovibond and Lovi-
bond, 1995) were developed. They measure three negative emo-
tional states with good discriminative validity (Clara et al., 2001;
Crawford and Henry, 2003): depression (loss of self-esteem and
motivation; DASS-D), anxiety (physical arousal; DASS-A), and
tension-stress (persistent tension and a low threshold for distress;
DASS-S). The DASS-A has predictive validity for panic, phobia,
and other anxiety disorders (Brown et al., 1997) and might be
related to reactivity to threat. The DASS-S has been mainly linked
to generalized anxiety disorder (GAD; Brown et al., 1997), thus
possibly having a specific relationship with discriminatory fear
learning [GAD patients experience chronic anxiety over a num-
ber of situations; American Psychiatric Association (APA), 2000].
DASS-S has recently been linked to worry (Szabó, 2011). Interest-
ingly, worry has recently also emerged as a predictor for heightened
conditionability (Otto et al., 2007; Gazendam and Kindt, 2012;
Joos et al., 2012), making it crucial to discriminate the role of anxi-
ety and tension-stress during fear conditioning. Other personality
traits related to trait anxiety such as neuroticism and extraver-
sion have also been implicated as potential sources for individual
variability in fear learning (Eysenck, 1976) and this proposal has
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received partial support from a few studies (e.g., Frederikson and
Georgiades, 1992; Pineles et al., 2009).

Disentangling the web of mixed results regarding these closely
related personality characteristics and their influence on discrim-
inatory fear learning under ambiguous conditions should allow
a better understanding of vulnerability factors for anxiety disor-
ders. In the present study, participants underwent blocking and
protection-from-overshadowing training (see Table 1) and gave
trial-by-trial US-expectancy ratings as indication of the threat
value of each elemental and compound CS. The difference between
the US-expectancy rating for the protected-from-overshadowing
CS D and the blocked CS B (D minus B) at test was used as a mea-
sure of discriminatory fear learning (analogous to the difference
score between CS+ and CS− typically used as index of learn-
ing in standard differential fear-conditioning studies, e.g., Joos
et al., 2012). Based on the findings of Boddez et al. (2012), we
hypothesized that trait anxiety should be associated with reduced
discriminatory fear learning, mainly due to insufficient safety
learning of the blocked CS. Other individual difference vari-
ables that have been implicated in conditionability were assessed
as well for their unique contribution to disturbed discrimina-
tory fear learning. Further, we examined the generalization of
these effects to a behavioral task and across contexts. The behav-
ioral task, in which participants chose between chocolate bars
carrying symbolic representations of the blocked CS B and the
protected-from-overshadowing CS D, was used to test whether
individual differences can be observed in overt behavior as well.
The role of test context (same or different as training context) was
explored because of the lack of empirical data on the context speci-
ficity of learning following a selective fear-conditioning paradigm;
we assumed that generalization across contexts might constitute
another possible source of interindividual differences.

MATERIALS AND METHODS
PARTICIPANTS
A total of 68 participants from University of Amsterdam and the
surrounding areas participated for course credits or a small mone-
tary compensation (C 7). Fourteen participants were excluded for
lack of acquisition learning1. The remaining sample (20 males)
had a mean age of 22.00 (SD= 4.48) years (see Table 2 for further
demographics). All participants gave informed consent for their
participation and the experimental procedure was approved by the
Faculty Ethical Committee at the University of Amsterdam.

STIMULI AND MATERIALS
Images of six colored three-dimensional geometrical objects as
seen from four viewing angles (computer-generated) served as
CSs: a yellow stick, a blue disk, a purple cylinder, a red plane, an
orange cone, and a green cube. The longest dimension (height,
diameter, or internal diagonal) of all objects was 60 mm. Objects
appeared on the computer screen surrounded by a white frame,
measuring 106 mm× 106 mm. They were centered on the screen
with either an orange or blue background, counterbalanced across
participants.

Conditioned stimulus assignment was partially counterbal-
anced across participants. The yellow stick, blue disk, and purple
cylinder were counterbalanced to serve as elemental acquisition
CSs A, C, or E. During the compound conditioning phase, the

1Excluded participants gave a positive US-expectancy rating for an elemental or
compound CS never followed by the US and/or a negative US-expectancy rating for
an elemental or compound CS always followed by the US on the very last trial of
either elemental or compound training. These participants did not differ from the
remaining sample on any of the demographic or personality variables. The conclu-
sions of the experiment do not change when these participants are included in the
analyses.

Table 1 | Conditioning contingencies.

Type of training Elemental Compound Context Test

Blocking A+ AB+ B−, D+, F−, A+, C−, E−

Protection from overshadowing C− CD+ D+, B−, F−, C−, A+, E−

Control E− EF−
Switch

No switch

Letters represent CSs; − represents no US was administered; + represents US was administered.

Table 2 | Mean and standard deviations (SD) for questionnaires, post-acquisition CS valence and US expectancy at CS test.

Questionnaire STAI-S STAI-T DASS-D DASS-A DASS-S EPQ-N EPQ-E IUS

Mean 32.91 36.46 4.74 3.61 8.33 8.13 14.26 61.17

SD 7.34 7.19 6.08 3.86 6.78 5.37 3.67 17.30

Post-acquisition CS valence B D F A C E

Mean 0.51 −1.56 1.85 −2.34 2.20 2.71

SD 3.22 2.77 2.72 2.93 2.54 2.19

US expectancy at CS test B D F A C E

Mean −0.29 3.07 −3.62 4.29 −3.53 −4.44

SD 3.76 2.57 1.74 1.65 2.66 1.27
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compound CSs were composed of the yellow stick and the red
plane; the blue disk and the orange cone; the purple cylinder and
the green cube (de facto counterbalanced to AB, CD, and EF, as
a result of the counterbalancing of A, C, and E). In this phase,
the two images, randomly assigned to the left or right part of the
screen, appeared separated by 48 mm.

The US was an aversive 1-s 95-dB scream delivered through
headphones.

ASSESSMENTS
US expectancy
Participants rated US expectancies by clicking with a mouse on
a computerized 11-point Likert scale ranging from −5 (certainly
no scream) to 5 (certainly scream). The validity of this measure to
assess fear learning is reviewed extensively by Boddez et al. (2013).

Evaluative ratings
Valence ratings of CSs and the US were assessed on an 11-point Lik-
ert scale, with−5 indicating very unpleasant and 5 indicating very
pleasant. The US was also rated on 5-category scales for intensity
(light, moderate, intense, enormous, unbearable) and startlingness
(not, light, moderate, strong, very strong ).

Questionnaires
State and Trait Anxiety Inventory (Spielberger and Gorsuch, 1983;
Dutch version by van der Ploeg, 2000) measures trait and state
anxiety with 20 items each, with sum scores representing sever-
ity. The psychometric characteristics of the STAI are as follows:
test-retest reliability 0.73–0.86 for STAI-T and 0.33 for STAI-S,
internal consistency of 0.90 for STAI-T and 0.86–0.93 for STAI-S
(Spielberger and Gorsuch, 1983) and excellent convergent validity
across ethnic groups (Novy et al., 1993).

The 42-item DASS (Lovibond and Lovibond, 1995; Dutch
translation by de Beurs et al., 2001) have good psychometric
properties. Cronbach’s alphas for internal consistency of the three
subscales DASS-D, DASS-A, and DASS-S are 0.97, 0.95, and 0.92,
respectively (Antony et al., 1998).

Two scales of the Dutch Eysenck Personality Question-
naire (EPQ) measure neuroticism (22-item EPQ-N, Cronbach’s
alpha= 0.87) and extraversion (19 item EPQ-E; Cronbach’s
alpha= 0.85; Sanderman et al., 2012).

Responses to situations of ambiguity might also be influenced
by dispositional intolerance of uncertainty. The 27-item Dutch
version of the Intolerance of Uncertainty Scale shows good reli-
ability with Cronbach’s alpha of 0.88 in a student sample (IUS;
Freeston et al., 1994; Dutch translation by de Bruin et al., 2006).

Forced-choice behavioral test
Participants chose among 10 chocolate bars placed randomly in
an open box by the exit of the experimental room. Five of the bars
had a wrapping depicting the blocked CS B, while the rest had a
wrapping representing the protected-from-overshadowing CS D;
thus, participants’ choice reveals their preference for one or the
other CS. This procedure was modeled after Blechert et al. (2007).

PROCEDURE
After signing an informed consent form, participants sat in front
of a computer in a dimly lit room, where they were separated

from the experimenter by a barrier. They filled in a computerized
version of STAI-T and STAI-S.

On-screen instructions informed participants that their task
was to predict the occurrence of a scream based on the objects
presented on the screen. The US-expectancy rating scale and the
usage of the mouse were explained. The experimenter repeated
the on-screen instructions and asked participants to put on the
headphones.

The selective conditioning procedure consisted of three phases:
an elemental and a compound training phase, followed by a test
phase (Table 1). During elemental training, three individual CSs
were presented four times each, with one CS always being followed
by the US (4 A+, 4 C−, and 4 E−). During compound training,
participants viewed four presentations of three compound CSs,
with two compound CSs being followed by the US (4 AB+, 4
CD+, and 4 EF−). Thus, across phases participants received block-
ing (A+ then AB+), protection-from-overshadowing (C− then
CD+), and filler training (E− then EF−). The filler stimuli were
used in order to indicate to participants that compound stimuli
can occur without the US and to discourage participants from con-
cluding that mere compoundness predicts US occurrence. Both
learning phases occurred on the same orange or blue computer
background (Context A).

In the test phase, six individual CSs were presented in a fixed,
counterbalanced order that included the critical CSs B and D first,
followed by all other elemental CSs (either B−, D+, F−, A+, C−,
E−, or D+, B−, F−, C−, A+, E−). D and A trials were reinforced
at test to prevent random ratings (Lovibond, 2003). Order was
partially counterbalanced across participants in order to check for
the influence of the reinforced test trials on the other ratings. Test
trials occurred either on the same background (Context A) or on
a background different from the acquisition context (Context B).
Participants were randomly assigned to the context-switch or the
no-context-switch condition.

Each elemental or compound CS presentation lasted 8 s. An
active US-expectancy rating scale was available at the bottom of
the screen during the first 5 s. If participants failed to confirm their
rating by clicking the mouse button in this time frame, the pointer
position at the end of the 5-s time frame of the current trial was
recorded as an indication of their response2. Presentations of ele-
mental or compound CS were randomized within the acquisition
phases, with the restriction that no more than two identical tri-
als were presented in succession. Inter-trial intervals (ITI) had an
average duration of 20 s (15s, 20s, 25s). During ITIs and the last
3 s of CS presentation an inactive US-expectancy scale was present
on the screen.

Following the test phase, participants took off the headphones
and indicated for each elemental or compound CS presented dur-
ing training whether it had been followed by the scream and the
certainty in their response. After giving evaluative ratings for the
CSs and the US, participants filled in the EPQ, the DASS, and the
IUS. Then, participants performed the forced-choice behavioral

2Twelve percent of all trials across participants were not confirmed. The number
of unconfirmed trials correlated negatively with the neuroticism scale of the EPQ,
ρ(54)=−0.29, p= 0.04. Number of unconfirmed trials was not significantly related
to any of the other questionnaire scores.
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test. Reinforcement of D at test might have potentially affected the
choices made during the following behavioral test, but this should
have occurred across participants, if anything acting to reduce the
influence of individual differences on behavior.

DATA ANALYSIS
As counterbalancing factors (initial background, CS assignment,
and test order) had no significant effects in preliminary analyses,
the data were collapsed across them. Conditioning effects dur-
ing elemental and compound training phases were analyzed using
a 3 (trial type: A, C, E, or AB, CD, EF) by 4 (trial number: 1–
4) repeated measures analyses of variance (ANOVAs). Repeated
measures ANOVA was also used to examine the ratings of the six
individual CSs at test, with a Bonferroni correction for pairwise
comparisons. Greenhouse-Geisser corrections were applied when
the assumption of sphericity was violated. In order to test for gen-
eralization of learning across contexts, context switch was entered
as a between-subject variable in the repeated measures ANOVA.

To test for individual differences in discriminatory fear learn-
ing, we calculated correlations between scores on personality mea-
sures and the D-B difference score. The normal distribution of
each variable was first examined with a Kolmogorov–Smirnov test.
When the data were not normally distributed, Spearman’s corre-
lations were used. Otherwise, Pearson’s r is reported. Participants
scoring more than two standard deviations away from the mean
on a personality measure were excluded for the analyses with that
particular measure (n= 1 for STAI-S; n= 4 for DASS-D; n= 2 for
DASS-A; n= 4 for EPQ-E; n= 1 for IUS). In order to check for
generalization to a behavioral task, choice data were subjected to
a chi-square test to evaluate deviation from random choice.

RESULTS
VALENCE RATINGS
Mean ratings for the US were −2.80 (SD= 1.83) for valence,
2.76 (SD= 0.70) for intensity, and 2.89 (SD= 1.04) for startling-
ness, indicating that participants perceived the scream as aversive.
US valence ratings were marginally correlated only with scores
on STAI-T, r (54)= 0.27, p= 0.047. Post-acquisition CS valence

ratings can be seen in Table 2. As expected, CSs with higher threat
values were given lower valence ratings compared to CSs with
lower threat value.

CONDITIONING EFFECTS
Trial-by-trial US-expectancy ratings for the CSs during both learn-
ing phases can be seen in Figure 1. The ANOVAs revealed signifi-
cant Trial type×Trial number interactions for both the elemental,
F(3.89, 206.36)= 133.16, p < 0.001, η2

p = 0.72, and the com-

pound phase, F(4.51, 238.89)= 81.50, p < 0.001,η2
p = 0.61. These

results show that participants learned the contingencies between
the specific CSs and the US across trials in both conditioning
phases.

Unconditioned stimulus-expectancy ratings for the individual
CSs at test can be found in Table 2. The six CSs elicited different
ratings, F(2.99, 158.45)= 130.45, p < 0.001, η2

p = 0.71. All pair-
wise comparisons (each elemental CS with every other elemental
CS) were significant (p < 0.01), except that US-expectancies for C
were not significantly different from these for E and F (p > 0.10).
The blocked stimulus B was rated significantly higher than the safe
stimuli C, E, and F, which suggests that it remained ambiguous
at test. The protected-from-overshadowing stimulus D was rated
significantly lower than the dangerous stimulus A at test, which
suggests it also remained somewhat ambiguous at test. However,
the contrast between B and D was highly significant (p < 0.001).
These results indicate that on average participants assigned higher
threat value to the protected-from-overshadowing (relatively dan-
gerous) CS D than the blocked (relatively safer) CS B, in line with
expectations.

The main effect of CS on US-expectancy ratings was not mod-
ulated by context, F < 1. The test context did not affect ratings for
B and D (p= 0.83). Our context manipulation did not affect the
generalization of the assigned threat values.

INDIVIDUAL DIFFERENCES IN DISCRIMINATORY FEAR LEARNING
Contrary to our hypothesis, scores on the STAI-T did not correlate
with overall discriminatory fear learning (D-B), ρ(54)=−0.15,
p= 0.29. However, DASS-S scores did correlate with D-B,

FIGURE 1 | US-expectancy rating during elemental (left panel) and compound conditioning (right panel).
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ρ(54)=−0.29, p= 0.03, and remained significant when control-
ling for DASS-A scores, ρ(49)=−0.29, p= 0.04. This suggests
that high levels of persistent tension are linked to a deficit in
discriminatory fear learning under ambiguity.

Remarkably, neither STAI-T, nor DASS-S, nor any of the other
scores on personality measures were correlated to the difference
between the US-expectancy rating between the two elemental CSs
A and C (A minus C). The results confirm that interindivid-
ual differences in discriminatory fear learning are more readily
detected for the ambiguous danger and safe signals than for
non-ambiguous ones.

When looking at ratings for the individual CSs, STAI-T did not
correlate with any of the US-expectancy ratings at test, although a
trend was observed for the filler CS E, ρ(54)= 0.19, p= 0.07. The
DASS-A emerged as the only marginally significant predictor of
ratings for the ambiguous danger CS D,ρ(49)=−0.27, p= 0.05. A
trend was observed for a correlation between the DASS-S and both
CS B, r (54)= 0.26, p= 0.06, and CS D, ρ(54)=−0.26, p= 0.06.
When controlling for DASS-A, the correlation between DASS-S
and B became highly significant, r (49)= 0.45, p= 0.001, while its
correlation with D became insignificant, ρ(49)=−0.03, p= 0.85.
When controlling for DASS-S, the correlation between DASS-A
and D also became insignificant, ρ(49)=−0.17, p= 0.22. The
correlations between DASS-S and the other cues presented at test
did not reach significance (all p > 0.10). Further, the correlation
between DASS-S and the difference score between stimulus B and
F at test, which might reflect more specifically the safety value of
B, did not reach significance, r (54)= 0.159, p= 0.249.

No significant correlations or trends emerged between other
personality measures (DASS-D,EPQ,and IUS) and the threat value
assigned to any of the CSs, including the two stimuli of interest: the
blocked stimulus B and the protected-from-overshadowing stim-
ulus D. This suggests that the tension-stress scale of the DASS is
best suited to capture individual differences in discriminatory fear
learning under conditions of ambiguity; those differences more-
over appear to occur predominantly in the selective learning of
safety rather than danger.

FORCED-CHOICE BEHAVIORAL TEST
Generalization of the learned threat to overt behavior was exam-
ined through the total number of participants who showed a
preference toward B. Participants did not show an overall pref-
erence for B over D during the forced-choice behavioral test,
χ2(1)= 1.28, p= 0.26. Since only DASS-S emerged as a predictor
of the extent of discrimination learning, a median split was per-
formed to further analyze the data. The test showed that the two
groups differed in their choice behavior, χ2(1)= 4.43, p= 0.04.
The high DASS-S group chose B more often than D, χ2(1)= 5.26,
p= 0.02 (Figure 2), whereas the low DASS-S group was indiffer-
ent, χ2(1)= 0.33, p= 0.56. This suggests that participants with
high DASS-S scores actively avoided D.

DISCUSSION
This study examined individual differences in discriminatory
fear learning under conditions of ambiguity. A reduction of
discriminatory fear learning between a blocked CS and a
protected-from-overshadowing CS was contrary to our hypothesis

FIGURE 2 | Number of participants choosing a chocolate bar depicting
either CS B or CS D in the forced-choice behavioral test according to
DASS-S group.

not related to any of the trait anxiety scores (STAI-T and DASS-A),
but uniquely related to higher levels of tension-stress as measured
by DASS-S. This result was driven mainly by increased threat value
assigned to the blocked CS B, which suggests that these partic-
ipants overestimate threat for ambiguous signals with relatively
low threat value (i.e., overgeneralize threat from the AB+ com-
pound trials to B). A tendency to overgeneralize was revealed for
the high tension-stress group also in their performance during a
behavioral task, where the high DASS-S participants showed more
behavioral avoidance to a mere depiction of the protected-from-
overshadowing CS D on a food item wrapping. This suggests that
these participants judge ambiguous situations with the slightest
hint of threat more readily as dangerous (i.e., a better-safe-than-
sorry strategy). Such overgeneralization bias has been suggested as
one of the underlying mechanisms of anxiety disorders with a gen-
eralized nature (e.g., Lissek and Grillon, 2010; Lissek et al., 2010).

This bias appears also to affect avoidance behavior under cir-
cumstances where there is no source of threat (as in the behavioral
task). The observed behavioral pattern of the high tension-stress
individuals can be seen as a sign of threat generalization toward
an innocuous stimulus (a wrapping depicting a threatening CS).

The present study did not replicate the earlier observation by
Boddez et al. (2012) of a significant correlation between trait anx-
iety as measured by STAI-T and threat value assigned to a blocked
CS. The procedural differences between the two studies might par-
tially explain the divergence. However, the nature of the STAI-T
scale should be taken into account. Recent attempts to discrimi-
nate between depression and anxiety have prompted researchers
to question the ability of STAI-T to specifically capture the con-
cept of dispositional anxiety. Its items seem to reflect depression
and general negative affect, rather than anxiety itself (Bieling et al.,
1998; Grös et al., 2007; Bados et al., 2010). In contrast, the anxiety
and stress scales of the DASS have been shown to capture fac-
tors of anxiety that are distinct from depressive symptoms (which
are captured by the depression scale), with the DASS-A index-
ing in particular diagnostic approximations for phobias and panic
disorder and the DASS-S capturing aspects of anxious distress
that relate to more free-floating anxiety disorders such as GAD
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(Brown et al., 1997; Lovibond, 1998). Thus, the DASS scales offer
the possibility to truly examine the divergent influence of three
negative affective states upon discriminatory fear learning and to
more readily draw conclusions about the link between vulner-
ability factors, discriminatory fear learning, and anxiety. Future
research concerning individual differences in fear learning should
utilize this aspect of the DASS scales to its advantage.

Only scores on the DASS-S scale were found to be linked to
reduced discriminatory fear learning. One can argue that this
relationship might be explained by an increased sensitivity of par-
ticipants that score high on DASS-S to the aversive stimulus, but
this is unlikely given the lack of correlation between US valence
ratings and DASS-S scores, ρ(54)=−0.05, p= 0.72. Another pos-
sible interpretation of the results could be that participants with
high tension-stress scores were less able to generalize from the
last A+ trial in the elemental phase to the first AB+ trial in the
compound phase and thus have learned more about the added
stimulus B. Additional analyses, however, revealed no correlation
between DASS-S scores on the one hand and expectancy ratings
on the first AB+ trial, nor between DASS-S scores and general-
ization decrement (defined as the difference between responding
on the final A+ trial and responding on the first AB+ trial), both
ps > 0.7.

Depression Anxiety Stress Scale-Stress items correspond closely
to the diagnostic criteria of GAD from the DSM-IV [American
Psychiatric Association (APA), 2000] and the total score on the
scale has recently been empirically linked to worry behavior, a core
symptom of GAD (Lovibond, 1998; Szabó, 2011). The fact that
worry has been shown to be related to increased conditionability
(e.g., Otto et al., 2007) combined with the present results suggest
that general tension-stress might be a vulnerability factor for GAD
and maybe other diffuse anxiety disorders through its effect on
discriminatory fear learning under conditions of ambiguity. More
research with clinical and non-clinical samples is needed to con-
firm this possibility. The tentative results of this study suggest that
in treatment, increasing the ability of GAD patients to discriminate
between safer and more dangerous signals might be worthwhile in
order to decrease behavioral avoidance and to improve function-
ing. Indeed, therapists increasingly come to recognize that learning
about safety periods is a promising route in the treatment of GAD
(e.g., Woody and Rachman, 1994; Fonteyne et al., 2009).

A secondary aim of this study was to examine the context
specificity of selective learning. Our results show that selective
learning generalizes across contexts. However, our context manip-
ulation might have not been salient enough, as it consisted of
only a screen background switch in the absence of any explicit
instructions. Other limitations of this study include the studied
sample (young university students), which puts generalization to
the general population under question, and the use of correlational

analyses and self-report data, which is known to be prone to
demand characteristics.

Important questions remain for future research. The negative
relation between selective discrimination learning and DASS-S
scores might either be specific for threat-related situations (e.g.,
fear conditioning) or reflect a more general deficit in selective
learning in people that are high in tension-stress. Future research
might try to discriminate between a fear-specific versus a more
general locus of the effect (e.g., by testing selective learning in
neutral contingency learning tasks in relation to DASS-S scores).
Also, learning theory and research suggest that several processes are
involved in blocking and other forms of selective learning (Pearce
and Bouton, 2001; De Houwer and Beckers, 2002; Shanks, 2010).
An important challenge for future research is therefore to pre-
cisely determine the mechanisms that cause variation in selective
(fear) learning. A deficit in selective attention (Le Pelley, 2004;
Haselgrove et al., 2010) is one candidate process that could under-
lie the observed decrease in discrimination between protection
from overshadowing and blocking in participants high in DASS-
S (again, such lack of selective attention might be threat-specific
or domain-general). Future research could examine this possibil-
ity by using attention measuring techniques (e.g., eye-tracking;
Beesley and Le Pelley, 2011).

The present study offers empirical justification for the use of
the selective fear-conditioning paradigm in the search for indi-
vidual differences in discriminatory fear learning. A relationship
between interindividual differences and discriminatory fear learn-
ing was observed only for ambiguous danger versus safety signals
(D versus B) and not for unambiguous ones (A versus C). The
present paradigm might therefore be useful for the examination
of vulnerabilities to GAD. Future work should also strive toward
establishing the unique contributions of anxiety, tension-stress,
worry, and general negative affect to decreased discriminatory fear
learning. Special attention needs to be paid to the tension-stress
factor as this might predispose for the maladaptive expansion of
threat toward innocuous stimuli.
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