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Resilient buildings and cities are in the center of common interests in modern 
academic communities for science and engineering related to built environment. 
Resilience of buildings and cities against multidisciplinary risks, e.g. earthquakes, 
strong winds, floods, etc., is strongly related to the sustainability of buildings and cities 
in which reduction of damage during a disaster and fast recovery from the damage are 
key issues. The reduction of damage is related to the level of resistance of buildings 
and the time of recovery is affected by the amount of supply of damaged members, 
assurance of restoration work, etc. Robustness, redundancy, resourcefulness, 
and rapidity are four key factors for supporting the full realization of design and 
construction of resilient buildings and cities. This research topic gathers cutting-edge 
and innovative research from various aspects, e.g. robustness of buildings and cities 
against earthquake risk, structural control and base-isolation for controlling damage 
risks, quantification of resilience measures, structural health monitoring, innovative 
structural engineering techniques for higher safety of buildings, resilience actions 
and tools at the urban scale, etc.
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Editorial on the Research Topic

Innovative Methodologies for Resilient Buildings and Cities

Resilient buildings and cities are in the center of common interests in modern academic
communities for science and engineering related to built environment. Resilience of buildings
and cities against multidisciplinary risks, e.g., earthquakes, strong winds, floods, etc., is strongly
related to the sustainability of buildings and cities in which reduction of damage during a
disaster and fast recovery from the damage are key issues. The reduction of damage is related
to the level of resistance of buildings and the time of recovery is affected by the amount
of supply of damaged members, assurance of restoration work, etc. Robustness, redundancy,
resourcefulness, and rapidity are four key factors for supporting the full realization of design
and construction of resilient buildings and cities. This Research Topic gathers cutting-edge and
innovative research from various aspects, e.g., robustness of buildings and cities against earthquake
risk, structural control and base-isolation for controlling damage risks, quantification of resilience
measures, structural health monitoring, innovative structural engineering techniques for higher
safety of buildings, resilience actions and tools at the urban scale, etc. After a detailed review, the
following eight papers have been published in this Research Topic, i.e., collapse risk assessment of
reinforced-concrete buildings, robustness evaluation of building structures considering the whole
generation process of earthquake ground motions, multi-hazard prevention and mitigation in
building structures, robustness evaluation of building structures with long natural period, optimal
viscous damper placement for elastic-plastic structures subjected to the critical double impulse,
proposal of configurations in concentrically steel braced frame, deformability of pipes in buildings
as non-structural members, assessment of seismic vulnerability of buildings at regional scale.

In the first paper, Noh and Tesfamariam present the risk assessment for collapse of reinforced
concrete moment resisting frame (RC MRF) buildings located in Vancouver, Canada which
were designed in compliance with the building code. They investigate three- and six-story RC
MRF building systems that include unreinforced masonry infill walls by comparing with those
without such infill walls. These building systems represent low- to mid-rise structures. They
conduct incremental dynamic analysis and develop the seismic fragility curves. Then mean annual
frequency of collapse is evaluated via a sophisticated combination of fragility curves and hazard
curves. It is shown that the bare RC buildings without infill wall are not sufficiently resistant
to collapse to earthquakes in the case that the number of stories increases. Furthermore, it is
demonstrated that the URM infill walls are apt to influence the behavior of the framed structure
to collapse. It may be important to investigate not only the collapse risk of building structures but
also the detailed behavior to collapse when developing earthquake-resisting systems for upgrading
the earthquake resilience.
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In the second paper, Makita et al. focus on the robustness
evaluation under the detailed consideration of the process
of theoretical ground motion generation. In the process of
theoretical ground motion generation, three stages are taken into
account, i.e., (i) the process of fault rupture, (ii) the characteristics
of wave propagation from the fault to the earthquake bedrock,
(iii) the site amplification above the earthquake bedrock.
They investigate the uncertainty in the fault rupture slip (slip
distribution and rupture front). The process of wave propagation
from the fault to the earthquake bedrock is expressed by
the stochastic Green’s function method in which the Fourier
amplitude of the ground motion at the earthquake bedrock
from a fault element is represented by Boore’s model and the
phase angle is modeled by the phase difference method. The
robustness for the uncertain fault rupture slip and the uncertain
fault rupture front is evaluated seen to play a key role for resilient
building design. Since the critical ground motion produces the
most detrimental building response among possible scenarios, it
is expected that the proposed method can be a reliable tool for
use in resilient building design.

In the third paper, Lin et al. present a research on multi-
hazard prevention and mitigation in building structures which
is of much interest in the civil engineering field. They propose
an analytical model that facilitates to calculate the structural
resistance of a type of multi-hazard resilient prefabricated
concrete (MHRPC) frame which is subjected to simulated
earthquake ground motions and subject to scenarios of column
removal. The MHRPC frame consists of unbonded post-
tensioning (PT) tendons, energy-dissipating steel angles, and
large rotational shear plates in addition to prefabricated RC
beams and columns. Through a set of laboratory experiments,
it is shown that the MHRPC frame exhibits low damage
features and possesses self-centering properties of under seismic
loading. On the other hand, when subjected to scenarios of
column removal, the MHRPC frame is proven to possess high
resistance against progressive collapse. It is concluded that this
paper provides useful data for the design of MHRPC frame
structures which are primarily designed for earthquake and
progressive collapse. It seems important to take into account the
concept of multi-hazard prevention and mitigation to enable the
development of structural design methods for more robust and
resilient reinforced concrete building structures.

In the fourth paper, Makita et al. focus on the use of the three-
dimensional finite difference method (3DFDM) for generation of
simulated groundmotions with rather long periods. The 3DFDM
is taken advantage for capturing the critical ground motion
which should be considered in the design stage of structures
with a rather long natural period. Since it is understood that the
3DFDM is usually time-consuming, its use in a simple sensitivity
algorithm is not preferred. This is because an independent
response sensitivity is to be calculated for many design
parameters. To remedy this problem, the authors introduce the
method of bi-cubic spline interpolation for uncertain parameter
distributions (seismic moment distribution). Then the response
surface method is used effectively for predicting the response
surface approximately from some sampling points. The authors
treat the fault rupture slip distribution described in terms of

seismic moments as an uncertainty parameter. It is shown that
the most critical ground motion for structures with a rather long
natural period can be captured by the proposed method in an
effective manner. It seems desirable to take into account the
whole system of ground motion generation with a certain level of
accuracy in order to develop a resilient structural design method
of buildings for unpredictable earthquake occurrence.

In the fifth paper, Akehashi and Takewaki propose a new
method for optimal viscous damper placement for elastic-plastic
multi-degree-of-freedom (MDOF) structures subjected to the
critical double impulse as a representative of near-fault ground
motions. The quantities in terms of the maximum interstory
drift along the building height and the sum of the maximum
interstory drifts in all stories are selected as the objective function
and constraint. The corresponding optimization algorithm
is investigated in which time-history response analyses and
sensitivity analysis are effectively used. A novel concept of double
impulse pushover (DIP) is proposed for determining the input
velocity level of the critical double impulse. It is demonstrated
that the combination of two algorithms, one for effective
reduction of the overflowed maximum interstory drift via the
concentrated allocation of dampers and the other for effective
allocation of dampers via the use of a stable objective function, is
effective for finding a stable optimal damper placement. It seems
that the optimal damper placement, i.e., effective and efficient use
of damper materials, leads to the design of controlled building
structures with increased robustness, redundancy, and resilience.

In the sixth paper, Yang et al. investigate the concentrically
braced frame (CBF) which is a prevalent earthquake resistant
system. While concentric braces have large stiffness, the check
of buckling is important in its use. Several configurations of
these bracing systems are proposed for different building codes
available worldwide. These codes require the satisfaction of some
details in the structural members and connections. However, it is
true that there is no guidance in the selection of the best bracing
configuration for design. The authors systematically examine
the effect of the bracing configuration on the seismic response
of a five-story prototype office building located in Vancouver,
Canada. The authors design five different bracing configurations
and investigate the candidates which follow the National Building
Code of Canada and CSA S16 standard. They conduct the
structural analysis in detail and systematically compare structural
responses, initial costs, and life-cycle costs of the prototype
building with five different bracing configurations. They derive
the results that the different bracing configurations lead to
different results in sizing the structural members. It seems that
this result affects the initial material usage and the overall life-
cycle cost of the building. It appears that the appropriate selection
of bracing configuration leads to a reliable structural design of
buildings with larger resilience.

In the seventh paper, Wang et al. study the pipes of a diameter
of 150mm (called DN150) which are often connected by grooved
fit joints and employed as the stem pipelines. They enable to
convey water vertically to different building stories and distribute
them horizontally to different rooms. They are usually called
the non-structural members which do not contribute to the
structural safety for disturbances, but may influence significantly
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the functionality of buildings. Large deformability is needed
in the grooved fit joints to allow the deformation between
adjacent stories during an earthquake. The grooved fit joint can
be improved by introducing a wider groove which enables the
achievement of such large deformability. However, the authors
claim that its seismic performance has never been thoroughly
studied yet. This study conducted quasi-static tests on 12 DN150
grooved fit joints, including four elbow joints and eight DN150-
DN80 Tee joints. The mechanical behavior, rotational capacity
and failure mode were examined and discussed. Finally, seismic
fragility analysis of DN150 stem pipeline system in a 10-story
building is conducted. It is demonstrated that the improved
joints are sufficiently resistant for the maximum plausible
earthquake ground motion and the leakage can be prevented
in a reliable manner. It seems that the non-structural elements
are important to assure the resilience of buildings in view of the
business continuity.

In the eighth paper, Diana et al. explain that assessing seismic
vulnerability at large scales requires accurate attribution of
individual buildings to more general typological classes that are
representative of the seismic behavior of the buildings sharing
the same attributes. One-by-one evaluation of all buildings is a
process of requiring long time and a lot of cost. It is shown that
detailed individual evaluations are only suitable for important
buildings, such as hospitals and other buildings, which play a
central and emergent role in the post-earthquake phase. For other
ordinary buildings, more simplified approaches seem sufficient.
The central issues for reliable seismic assessment at large scales
are to define a taxonomy that contains the most widespread
typological classes as well as performing the attribution of the
appropriate class to each building. The authors explain that a
fast and accurate survey process is needed to attribute a correct

class to each building which composes the urban system. The
authors use the association-rule learning (ARL) to find links
between building attributes and typological classes. They evaluate
the accuracy of wide spreading these links learned on <250
buildings of a specific district in terms of class attribution and
seismic vulnerability prediction. They make it clear that the time
required to provide seismic vulnerability scenarios at city scale
is significantly reduced, while accuracy is reduced by <5%. The
authors enable this by considering only three attributes available
on public databases (i.e., period of construction, number of
floors, and shape of the roof). It seems important to assess the
seismic vulnerability of buildings at regional scales by conducting
the definition of the accurate attribution of individual buildings
to more general typological classes that are representative of the
seismic behavior of the buildings with the same attributes. This
enables a reliable achievement of the construction of resilient
buildings with less vulnerability.
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Seismic Collapse Risk Assessment
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Resisting Frame Buildings Designed
With 2014 Canadian Standard
Association Standard A23.3
Nurbaiah Mohammad Noh and Solomon Tesfamariam*
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This paper presents collapse risk assessment of code-conforming reinforced concrete

moment resisting frame (RC MRF) buildings located in Vancouver, Canada. This

assessment investigates the three- and six-story of regular RC MRF building systems,

with and without unreinforced masonry infill wall, representing low- to mid-rise structures.

These buildings are designed according to the current National Building Code of Canada

and detailed based on the 2014 Canadian Standards Association A23.3 standard

provision for high seismic regions. Two different ductility classes of seismic building

design, namely ductile and moderately ductile, are considered to identify the capability,

equality, and/or difference of the seismic performance of these designed buildings.

Nonlinear dynamic analysis is applied in the performance-based seismic assessment

procedures to assess the collapse response of structural for the set of 50 pair ground

motion records. Next, the seismic fragility curves are developed through incremental

dynamic analysis. Finally, mean annual frequency of collapse is calculated through

combination of fragility curve and hazard curve. The results indicate that the bare

RC buildings are vulnerable to earthquake-induced collapse when the number of the

story increased. The presence of the URM infill walls significantly influence the collapse

behavior of the frame structure. Compared to moderately ductile MRF buildings, ductile

MRF buildings show a better collapse performance, are strongly influenced by the

capacity of the building system.

Keywords: moment resisting frame, reinforced concrete buildings, collapse risk, National Building Code of

Canada, code-conforming building, masonry infill walls, fragility curve, nonlinear analysis

INTRODUCTION

Collapse of buildings is identified as main contribution to injuries, casualties, and economic
loss from past earthquakes (Porter, 2016). Current seismic design philosophy of Canadian and
other countries, under rare earthquake events, focuses on buildings collapse prevention (DeVall,
2003; Haselton et al., 2011; Iervolino et al., 2017). In the current National Building Code of
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Canada (NBCC), reinforced concrete (RC) frame structures
can be designed for two different ductility levels: ductile and
moderately ductile (Mitchell et al., 2003; NBCC, 2010). The
ductile and moderately ductile designs should have similar
seismic performance under the site-specific design earthquake.
However, the presence of unreinforced masonry infill (URM)
infill walls, which is normally not considered in analysis and
design process, may affect the performance and risk of collapse
of infilled-RC frames in a severe earthquake to be greater or
lesser than bare RC frames depending on the characteristics of
URM infill walls (Mehrabi et al., 1996; Asteris et al., 2016; Sattar
and Liel, 2016b). Thus, designing the buildings, by following
a prescriptive design code, the collapse safety is uncertain
(e.g., Burton and Deierlein, 2013; Jeon et al., 2015). In this
paper, collapse risk of Canadian buildings is quantified, with
seismicity of Vancouver, British Columbia, for the two ductility
classes (ductile and moderately ductile) and with and without
consideration of URM infill wall.

Various studies are reported on code-conforming RC
moment-resisting frames (MRF). Haselton et al. (2011)
implemented performance-based earthquake engineering
(PBEE) approach to assess the collapse risk of ductile RC-MRF
buildings designed according to ASCE 7-02 (ASCE 2002, 2005)
and ACI 318-05 (2002). All models were developed using
lumped-plasticity element to capture strength and stiffness
degradation. Nonlinear dynamic analysis through incremental
dynamic analysis (IDA) method was conducted to quantify
collapse safety of 30 RC MRF varying from 1- to 20-stories.
The collapse risk accounted for the effects of both record-to-
record (RTR) variability and modeling uncertainty. The seismic
assessment results show that the collapse probability of the
buildings for the 2% in a 50-years hazard level, P(C|Sa2/50),
ranges from 3 to 20%. The mean annual frequency of collapse
(λc) values range in 0.7 × 10−4 to 7.0 × 10−4 (i.e., probability
of collapse in 50 years Pc = 0.4–3.4%). Koopaee et al. (2017)
investigated the effect of ground motion selection method on
seismic collapse fragility of 10-story RC MRF, representing
mid-rise building, designed to New Zealand standard (NZS
1170.5, 2004; NZS 3101, 2006). In this study, fiber-based model
was used to account the loss in vertical load carrying capacity
of columns. Nonlinear dynamic analysis was carried out using
multiple stripe analysis, using ground motion records selected
at various hazard levels. The results indicate that the case study
building has a 23% of P(C|Sa2/50), which is higher than value
reported in Haselton et al. (2011), particularly when comparing
with average value estimated from 8- to 12-story RC frame
buildings [i.e., P(C|Sa2/50) = 17.5%]. This study found that
considering loss of vertical load carrying capacity in structural
model contributed to the higher value of collapse rate. Iervolino
et al. (2017) quantified the seismic risk of code-conforming
RC MRF buildings designed with the Italian NTC 2008 (Italian
building code, 2008) design code. All the structures are designed
for five sites with increasing seismic hazard. The results show
that the RC MRF buildings considered in this study have λc

between 1.0 × 10−5 and 8.47 × 10−5 and on average λc = 2.4 ×
10−5 (i.e., Pc = 0.12%). The studies highlighted that as the site

hazard level increases, the probability of collapse increases for all
building systems.

Several studies focused on the seismic performance
assessment of the RC frame with URM infill wall, which
includes non-collapse or collapse, compared with bare RC frame
buildings. Past earthquakes have indicated that most of the
RC frame with URM infill wall buildings experiencing poor
seismic performance (e.g., Zhao et al., 2009; Kam et al., 2010).
Presence of URM infill wall can increase strength, stiffness and
energy dissipation of the RC frame that lead to better seismic
performance of buildings, but may introduced brittle or shear
failure in the column due to interaction between infill and
surrounding frame (e.g., Klingner and Bertero, 1978; Mehrabi
et al., 1996; Stavridis et al., 2012; Stylianidis, 2012). The column
shear failure is caused by the force from compressive diagonal
strut in the URM infill wall. The columns shear failure can
lead to a loss of the axial gravity load carrying capacity of
the columns and typically occurs prior to flexural yielding of
the columns at low drift levels (Burton and Deierlein, 2013).
Neglecting columns shear failure due to the interaction between
infill and surrounding frame in the seismic collapse assessment
may lead to increase the uncertainty in the system response
(Burton and Deierlein, 2013; Jeon et al., 2015; Sattar and Liel,
2016a). Therefore, a numerical modeling of infilled-RC frame
that capable to simulate interaction between infill and frame and
column shear failure is required to explicitly assess the collapse
risk of RC frame with URM infill walls.

In this paper, the collapse risk assessment of code-conforming
RC MRF buildings designed according to 2014 Canadian
building code is carried out. The collapse assessments are
conducted for ductile and moderately ductile RCMRF buildings.
Figure 1 shows four set of building typologies considered in
this study, which focusing on two different ductility class of
RC MRF buildings with and without URM infill walls. The first
step of this study is characterizing a set of typical structure
by the archetypical buildings concepts. The selection of the
archetypical structures is based on the FEMA P695 guidelines
(FEMA-P695, 2009) to quantify the building’s response and
performance factor in the NBCC 2010 seismic design code.
The details of the archetypical RC MRFs buildings with and
without the masonry infill are outlined in sections Selection of
Buildings: Characteristics and Configuration and Seismic Design
Procedure. Next, the nonlinear structural analysis model is
developed based on the selected building designs by considering
the typical and critical failuremodes of the structures as described
in section Nonlinear Simulation Models: RC Frames and URM
Infill Walls. Then, the ground motion is selected and scaled
corresponded to a target seismic hazard level as discussed in
section Ground Motion Selection. Next, the nonlinear model is
used to simulate the response of the building until structural
collapse through incremental dynamic analysis (IDA) [section
Incremental Dynamic Analysis (IDA)]. Finally, as described in
section Collapse Fragility Assessment, a collapse fragility curve is
developed using IDA results. For this study, the seismic collapse
risk assessment involves; (1) the evaluation of themedian collapse
capacity [g]; (2) the collapse margin ratio (CMR), (3) the mean
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FIGURE 1 | Collapse risk assessment of RC frame framework.

annual frequency of collapse, λc, and (4) probability of collapse
in 50 years.

CODE-CONFORMING RC FRAME
STRUCTURES AND GROUND MOTION
SELECTION

Selection of Buildings: Characteristics and
Configuration
For seismicity of Vancouver, BC, two sets of office building
occupancy code-conforming RC MRF buildings (ductile and
moderately ductile detailing) and building heights (3- and 6-
stories) are designed. These buildings are founded on soft rock,
which is the reference ground condition (class C) in the NBCC
2010. The Canadian code specifies that contribution URM infill
wall is not considered in the design (DeVall, 2003). However, in
this study, collapse risk assessment is carried for the RC building
with and without consideration URM infill walls (Figure 2B).
The building is regular in plan and elevation as shown in
Figure 2. The RC office building considered has 7–6m bays in
N-S direction and 3 bays in the E-W direction consisting of 2–
9m and a bay (Figure 2). The story height for each level is 3.65m.
The following section explains the seismic design procedure and
detailing according to the current NBCC and CSA A23.3-14
(CSA, 2014) standard provision, respectively.

Seismic Design Procedure
Each MRF RC building is designed based on the 2010 NBCC
(NBCC, 2010) seismic design provision. The minimum design
base shear force, of each studied building, was computed using

the equivalent static force procedure, as (Mitchell et al., 2003):

V =
S(Ta)MvIEW

RdRo
(1)

where, S (Ta) is design spectral response acceleration expressed
as a ratio of gravitational acceleration, g, at the design period
Ta, Mv is the factor to account for higher mode effects, IE is the
earthquake importance factor, W is the building seismic weight
including 25% of snow load, and Rd and Ro are the ductility-
related and overstrength-related force modification factors. The
empirical fundamental lateral period, Ta is given by 0.075h3/4n ,
where hn is height of building. However, since the dynamic
fundamental periods usually greater than Ta value (more than
150%), therefore, the fundamental lateral period value used to
select the design spectral response acceleration is taken as 1.5Ta.

The buildings are designed with importance factor, IE =

1.0, on very dense soil and soft rock (Soil class C) and assumed
fixed at ground level. Two different levels of ductility factors,
which are ductile (Rd = 4.0 and R0 = 1.7) and moderately
ductile (Rd = 2.5 and R0 = 1.4), are also considered (Mitchell
et al., 2003). Since there is no eccentricity in the buildings,
the effects of accidental torsional eccentricity is calculated by
applying the lateral forces Fx at an accidental eccentricity
of ±0.1Dnx =4.245m, where Dnx is a plan dimension of
the building in the computed eccentricity direction that is
perpendicular to the direction of seismic loading. The same
floor plan is used at all levels as illustrated in Figure 2. Typical
super imposed load values of 1.0, 0.5, 0.5 kN/m2 are used as
partition, mechanical services, and roofing material, respectively.
The office floor live load of 2.4 kN/m2 and snow load of
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FIGURE 2 | Code-conforming RC frame buildings; (A) Frame plan, (B) Frame elevations and types, and (C) typical columns and beams detailing.

2.2 kN/m2 are considered. Concrete compressive strength, fc
′

and concrete modulus of elasticity, Ec was taken as 30 and
24,700 MPa, respectively. High yielding strength deformed
rebar with yield strength, fy = 400 MPa is used. The E-W
moment resisting frame was chosen for the current study, as
shown in Figure 2B. ETABS 2015, which has an option for
current Canadian code CSA A23.14, is utilized to analyze and
design three-dimensional structure system. The modal response
spectrum analysis procedure including second order P-Delta
effects is considered in the design.

Table 1 provides a summary of the design characteristics for
beams and columns. The interior and exterior column is 500 ×

500 and 450 × 450mm, respectively. The columns are assumed
fixed at the base with ignoring soil-structure interaction. The
beams of both the N-S and E-W frames are 400mm wide ×

600mm deep for first three stories and 400 × 550mm for other
stories. The two-way slab floor system consists of a 210mm thick
slab. For the infilled-RC frame buildings, the URM infill walls
are considered as a non-structural element and neglected in the
structural design process. Thickness and compressive strength of
infill panels are 150mm and 6.9 MPa, respectively.

Nonlinear Simulation Models: RC Frames
and URM Infill Walls
A two-dimensional (2-D) models of code-conforming RC frame
buildings with and without URM infill walls (Figure 3A) are

developed using the Open System for Earthquake Engineering
Simulation (OpenSees) software package (OpenSees, 2009). The
2-D model employs a leaning column to account for P-1 effects.
For the RC members, the model used lumped- plasticity element
models and rigid beam-column joints zones. The lumped-
plasticity model can be introduced using an elastic beam-column
element with two zero-length elements at both element ends, as
shown in Figure 3B. The zero length-elements are related to a
rotational hinge model with a hysteretic response to represent
the flexural behavior for the elements. The rotational hinge
behavior is attached by the multiple uniaxial materials to display
the moment-rotation or force-deformation relationship. This
simulation approach is used for the collapse prediction to capture
deterioration of the steel reinforcing bars due to the rebar
buckling and low cyclic-fatigue, as well as to record the strength
and stiffness deterioration in assessing the global collapse. In this
study, Rayleigh damping model is used, which is a damping ratio
of 5% is assigned to the first and third modes of the structure.
For nonlinear dynamic analysis, the Newton algorithm is used to
solve the system equations.

To describe the flexural behavior of the RC beam-column
element, the most common OpenSees implementation of the
peak oriented hysteretic model developed by Ibarra et al. (2005)
(modIMKmodel), is adapted. This model captures four modes
of cyclic deterioration, which includes; (1) the basic strength
deterioration, (2) the post-capping strength deterioration, (3)
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TABLE 1 | Summary of design characteristic of Ductile and Moderately Ductile RC frame.

Structure ID Ductility class Rd Ro Infill Beam size (mm) Column size (mm)

3S_D_NI No Infill

3S_D_I

6S_D_NI

Ductile 4.0 1.7 Full Infill

No infill

400× 600a

400× 550b
500× 500c

450× 450d

6S_D_I Full Infill

3S_MD_NI No infill

3S_MD_I

6S_MD_NI

Moderately ductile 2.5 1.4 Full Infill

No infill

400× 600a

400× 550b
500× 500c

450× 450d

6S_MD_I Full infill

aBeam size for level 1–3, bBeam size for level -6, c Internal column size, dExternal column size.

FIGURE 3 | Schematic of RC frame modeling using lumped plasticity elements; (A) overview of overall model, (B) detail model for infilled—RC frame, (C) monotonic

curve for RC frame member developed by Ibarra et al. (2005), (D) in-plane lateral force-displacement envelope model proposed by Decanini et al. (2014), and

(E) hysteretic curve (cyclic behavior).
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FIGURE 4 | Spring model for column shear failure.

the unloading stiffness deterioration, and (4) the accelerated
reloading stiffness deterioration. The hysteretic model requires
six key parameters: elastic stiffness (Ke), effective yield moment
(My), strain hardening ratio (Mc/My), pre-capping rotation
(θcap), post-capping rotation (θpc), and cyclic deterioration
parameter (λ). The moment-rotation law (backbone) according
to Ibarra et al. (2005) is illustrated in Figure 3C. All the
parameters are obtained using the predictive equations and tools
developed by Haselton et al. (2007). The My was calculated for
each element from the sectional analysis.

Analytical method to model infilled-frame buildings with
consideration of shear failure are limited in the literature.
Crisafulli and Carr (2007) developed a new macro model for
the seismic response of infilled RC frames, which is can be
modeled by four-node element. This model developed based on a
multiple-strut formulation that includes two parallel off-diagonal
struts and a special shear spring in each direction to account the
diagonal tension failure and shear mechanism in the infill walls.
Although the model capable to represent different type of failure
modes in shear for URM infill wall, but the bending moment
and shear forces of the surrounding frame not able to predict
appropriately due to the simplicity of the model. Jeon et al.
(2015) adopted a three-strut model developed by Chrysostomou
et al. (2002) to assess seismic fragility of lightly RC frames with
URM infills. Fiber-type displacement based model was used to
capture the flexural response of the surrounding frame. Two
off-diagonal struts and one central strut at each direction were
employed to simulate the column shear failure. A contact length
between the column and infill panel is computed by using
Smith (1967) approach. Two types of column shear failure were
considered: shear failure and flexure-shear failure. The column
shear failure was simulated using two zero-length springs at the
face of the beam and the flexure-shear mode the column shear
strength model adopted from Sezen and Moehle (2004). For the
flexure-shear failure has been modeled using a zero-length spring

at center of the column incorporating with limit state model
proposed by Elwood (2004). Burton and Deierlein (2013) applied
a pair of central and off-diagonal compression-only strut at both
direction with zero contact length to assess seismic performance
of the non-ductile RC frame with URM infill walls. Lumped-
plasticity model that can be introduced using an elastic beam-
column with two zero-length elements at both ends is used to
idealize beams and columns response. The flexure hinge and
shear spring in series was introduced at top and bottom column
to capture the column shear failure, and has been modeled based
on the flexure-shear failure type that occurred after infill failure.
Sattar and Liel (2016b) assessed the collapse risk of masonry-
infilled RC frame buildings using the strut modeling enhanced
by finite element (FE) analysis. Two struts in each direction were
employed to simulate the column shear failure, which the contact
length were determined through FE model response. This study
also implemented lumped-plasticity model with spring in series
at the top of column only. Burton and Deierlein (2013) and
Sattar and Liel (2016a) also used similar approach developed by
Sezen and Moehle (2004) to calculate the column shear strength.
Although all studies applied similar approach to capture the
response of strut and column shear failure, but the infilled-RC
frame model developed by Burton and Deierlein (2013) is less
sophisticated and able to simulate most of the seismic collapse
mode of buildings. Therefore, in this study, the model and tools
developed by Burton and Deierlein (2013) for the infilled-frame
structures is adopted (Figure 3B).

A pair of off-diagonal strut, as presented in the Figure 3B,
is used to capture shear failure due to the interaction
between the column and the infill walls. As illustrated in
Figure 4, zero-length shear springs model with a rigid softening
material model is attached in series with the flexural hinges
at the face of the columns. The column shear strength
is calculated by using a model developed by Sezen and
Moehle (2004). Whereas, the column shear deformation are

Frontiers in Built Environment | www.frontiersin.org October 2018 | Volume 4 | Article 5312

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://www.frontiersin.org/journals/built-environment#articles


Noh and Tesfamariam Collapse Risk Assessment of RC Buildings

TABLE 2 | First three fundamental periods of 3− and 6− story RC MRF buildings.

Structure ID Building

type

Period, (s)

Mode-1 Mode-2 Mode-3 T1 [Tmin, Tmax]

3S_D_NI No Infill 1.30 0.225 0.20 1.5 [0.2, 2.0]

3S_D_I Full Infill 0.32 0.14 0.14 0.4 [0.1, 1.0]

3S_MD_NI No Infill 1.45 0.374 0.20 1.5 [0.2, 2.0]

3S_MD_I Full infill 0.33 0.20 0.14 0.4 [0.1, 1.0]

6S_D_NI No Infill 2.28 0.70 0.38 2.0 [0.2, 3.0]

6S_D_I Full Infill 0.59 0.20 0.20 0.6 [0.2, 1.0]

6S_MD_NI No Infill 2.38 0.75 0.40 2.5 [0.2, 3.0]

6S_MD_I Full infill 0.61 0.21 0.20 0.6 [0.2, 1.0]

obtained from the modeling parameter and acceptance criteria
offered in Tables 6–8 of ASCE/SEI 41 (2007), which a
proposed supplement to ASCE/SEI 41 developed by Elwood
et al. (2007). Furthermore, this study assumed that collapse
generated by axial column failure occur at ultimate shear
deformation.

For the URM infill wall, an equivalent diagonal struts model
is implemented to simulate the behavior of the masonry infill
in terms of strength and stiffness. The performance of the
masonry infill wall subjected to the in-plane effect is simulated
by using two opposing pairs of the diagonal compression-only
strut in each direction (Figure 3B). The monotonic backbone
curve, shown in Figure 3D, proposed by Decanini et al. (2014)
is applied to define the overall in-plane behavior of URM infill
walls. The strength of the infill model is calculated using strength
model proposed by Priestley and Calvi (1991) and Paulay and
Priestley (1992). The distribution amount of force and stiffness
of the strut are adopted from Chrysostomou (1991) who has
investigated the force and stiffness distribution of central and
off-diagonal strut of infilled-frame buildings using the principle
of virtual displacements. The author founds that the maximum
force distributed to the off-diagonal strut is ∼25% of the total
strut force. Thus, in this study, the stiffness proportion assigned
to the central and off-diagonal strut are 75 and 25% of the total
strut stiffness, respectively (Figure 4). The available elements
and materials in the OpenSees are used to define the model.
The selection of the most appropriate hysteretic model used
to calculate and capture the strength, stiffness, and behavior
of the URM infill walls is presented in Noh et al. (2017).
Figure 3E shows the cyclic behavior of single-story infilled-frame
by executing monotonic curves of RC frame member and infill
wall, as illustrate in Figures 3C,D.

Table 2 presented the first three mode period of vibration
obtaining throughmodal analysis conducted in OpenSees model.
The dynamic fundamental period that calculated for the code-
conforming RC frame models is based on the effective cracked
stiffness of the structural members (Table 2). As shown in
Table 2, the spectral acceleration at 1.5 s is selected and the time
range used to select ground motion is between 0.2 and 2.0 for the
3-story building without infill. For the 3-story building with infill,
the spectral acceleration is selected at 0.4 s. While for 6-story

FIGURE 5 | Example of selected ground motion records for 3S_D&MD_NI

(T1 = 1.5 s).

building without infill the spectral acceleration is selected at 2.0
and 2.5 s for ductile and moderately ductile, respectively, ranges
from 0.2 to 3.0 s. The spectral acceleration at 0.6 s is selected for
a 6-story building with infill, with ranges from 0.2 to 1.0 s. As
reported in Table 2, the dynamic fundamental period obtained
for same building height is not constant as suggested in the code
provision. It is also observed that the fundamental period of the
infilled-RC frame decreases due to the presence of URM infill
wall. According to Banik and Halder (2016) the fundamental
period of the RF frame buildings not only depends on the
building height, but the fundamental period also influenced by
effective stiffness properties of structural members, bay width,
number of bays and support conditions.

Ground Motion Selection
The RC buildings located in Vancouver, BC, Canada was
considered due to its location and population and significant
seismic activities (Onur et al., 2005; Atkinson and Goda, 2011).
The selected building site consisting of very dense soil and soft
rock site condition (Site class C) with the average shear-wave
velocity in the upper 30m (Vs30) between 360 and 760m/s. Sa(T1)
of the buildings with 5% damping.

In order to perform the nonlinear dynamic analysis, a set
of 50 ground motion records is selected based on the seismic
hazard of interest. In this study, ground motion records were
selected using the multiple conditions mean spectrum (CMS)
method developed by Goda and Atkinson (2011). The selected
ground motion records that follow same procedure reported
in Tesfamariam et al. (2015) and Tesfamariam and Goda
(2015a,b), that considered three dominant sources of earthquake:
shallow crustal, deep in-slab, and off-shore megathrust interface
earthquakes type from the Cascadia subduction zone. Figure 5
shows an example of the ground motion records selected for
3S_D&MD_NI buildings with T1 = 1.5 s.
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FIGURE 6 | Incremental dynamic analysis curves for 3-story buildings; (A) 3S_D_NI, (B) 3S_MD_NI, (C) 3S_D_I, and (D) 3S_MD_I.

INCREMENTAL DYNAMIC ANALYSIS (IDA)

A series of nonlinear dynamic analyses is conducted through
IDA to evaluate the seismic response and collapse fragility
(Vamvatsikos and Cornell, 2002). The IDA was carried out based
on multiple records of ground motions by increasing scale factor
of each ground motion amplitude until cause sideways collapse.
In this study, the IDA is implemented on eight RCMRF building
models using 50 pairs of ground motion records selected based
on the 2% PE in 50 years. Collapse is defined as the dynamic
instability point when the maximum inter-story drift ratio of
the buildings exceeds 0.10 (Haselton et al., 2007) and IDA curve
transforms to horizontal line for each ground motion. The IDA
curves provide a relationship between intensitymeasure level and
maximum inter-story drift ratio.

In this assessment, collapse mechanisms due to column shear
failure are not directly simulated in the analysis model. However,
the columns are expected to experience critical shear failure
when interacting with URM infill walls. Therefore, the shear
critical failure modes, so-called non-simulated collapse mode, is
evaluated by post-processing IDA result. In this process, force-
based limit state check is applied to predict the median collapse

drift ratio (ĈDR) at which critical shear failure will occur. The

ĈDR is defined using Equation (2) developed by Aslani and
Miranda (2005),

ĈDRshear =
1

0.26
(

P
Agfc ′ρsh

+ 25.4
) ≥

1

100
(2)

where P is the axial load on the column, Ag is the gross
cross-sectional area of the column, and ρsh is the transverse
reinforcement ratio. The median CDR is calculated based on
the properties of the column. The capacity of the deformation
increases with decreasing axial load or more shear reinforcement.

Figures 6, 7 show IDA results for the 3- and 6-story RC MRF
buildings. The circle marks on each IDA curve, in Figures 6C,D,
7C,D, shows the shear failure occurs predicted by Equation
(2). For columns with ductile shear design and detailing, the

predicted shear failure occurs at a ĈDR between 0.0295 and
0.0339 rad, while for moderately ductile the predicted shear

failure occurs at a ĈDR between 0.0206 and 0.0275 rad. From the
IDA results, the collapse fragility relationships, as described in
the following section, are then developed to compute the median
collapse capacity.
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FIGURE 7 | Incremental dynamic analysis curves for 6-story buildings; (A) 6S_D_NI, (B) 6S_MD_NI, (C) 6S_D_I, and (D) 6S_MD_I.

COLLAPSE FRAGILITY ASSESSMENT

Seismic collapse fragility curve shows the probabilistic
relationship between the frequency of failure (collapse) of
buildings and peak ground motion acceleration in an earthquake
(Porter, 2017). In this study, a damage measure, which represents
actual response of the building under seismic excitation, is
based on maximum interstory drift (i.e., maximum interstory
drift ratio is 0.1 for collapse). The collapse fragility curve that
constructed based on the IDA results can be represented by a
lognormal cumulative distribution function (Baker, 2015), as
shown in Equation (3).

P (C|IM = x) = 8



ln

(
x
µ

)

β


 (3)

where P (C|IM = x) is the probability that a ground motion with
IM = x will cause the structure to collapse, 8 () is the standard
normal cumulative distribution function, µ is the median of
the fragility function and β is the standard deviation of lnIM
(sometimes referred to as the dispersion of IM).

Figures 8A,B show the collapse fragility curves for 3- and 6-
story RC MRF buildings derived from IDA and Equation (2). In

this study, the collapse fragility assessment is also accounted for
both record-to-record (RTR) variability and structural modeling
(M) uncertainties for a comparison purposes. A modeling
uncertainty of βln, M = 0.50 is assumed as suggested by Haselton
and Deierlein (2007). The total uncertainty, βln, Total that account
for both RTR and M is computed by using the square root of the
sum of the squares (Equation 4),

βln,Total =

√
β2
ln,RTR

+ β2
ln,M

(4)

The dotted line is used to represent the RTR+M fragility curve.
Figure 8 also illustrates the collapse fragility curve for RC MRF
with and without consideration of shear failure, as shown by the
solid and dashed curve, respectively.

Based on these fragility curves, the collapse performance
parameters, in terms of the median collapse capacity, can be
obtained at the ground motion capacity with 50% of probability
of reaching the collapse targets. The results in Figure 8 shows that
the median collapse capacity for ductile bare RC MRF buildings
ranging from 0.15 to 0.53 g, which is greater than the moderately
ductile buildings varying from 0.08 to 0.41 g. Presence of URM
infill walls on the RC MRF frame considered in this study
increase the median collapse capacity by 66–90% and 74 and
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FIGURE 8 | Fragility curves of (A) 3-story and (B) 6-story MRF RC frame with

and without URM infill walls.

FIGURE 9 | Ground motion hazard curve for Vancouver for different periods

on soil Class C.

94% for ductile and moderately ductile building, respectively,
as compared to the bare RC MRF buildings. As shown in
Figure 8, the collapse fragility capacity with consideration of

shear failure significantly reduced by 8–30% compared to the
sidesway collapse mechanism. Overall, the median collapse
capacity decreases with increasing building height.

Median collapse capacity results are then expended to the
evaluation of collapse median ratio (CMR). The CMR is
evaluated by dividing the median collapse capacity of the
structure by the ground motion intensity, SMT. As recorded in
Table 2, the ductile RC MRF buildings with and without URM
infill walls induce higher CMR compared to moderately ductile
RC MRF buildings, ranging from 0.65 to 2.25, and 0.45 to 1.92,
respectively. Any CMR value that <1.0 indicates that the median
collapse capacities are lower the SMT and vice-versa.

MEAN ANNUAL FREQUENCY OF
COLLAPSE

Themean annual frequency of collapse in seismic risk assessment
(Porter, 2017 and Ellingwood and Kinali, 2009) is given by:

λc =

∫ ∞

0
FR(x)

dH(x)

dx
dx (5)

where FR(x) is the cumulative distribution function of seismic
capacity of structural (collapse fragility curve), and dH(x) is the
differential of the seismic hazard curve. Equation (5) can be
expressed as

λc =
∑

P [C|Q = x] P[Q = x] (6)

where P[Q = x] denote the seismic hazard and P[C|Q =

x] represents the seismic fragility of a structure with collapse
damage.

The ground motion hazard curves were selected at Vancouver,
BC, Canada for site classification C and a period according to
building model. Figure 9 shows the hazard curve for Vancouver
at different periods.

The probability of collapse that will occur at least once in time,
t (t= 50 years) is calculated using the following equation:

P[C in t years] = 1− exp(−λc.t) (7)

where λc is the expected value of collapse derived from
Equation (5).

Seismic collapse assessment results for 3-and 6-story RC
MRF buildings with and without URM infill walls, in terms of
mean annual frequency of collapse and probability of collapse
at 50 years, are reported in Table 3. Figure 10 shows the mean
annual frequency of collapse of this study including results from
different studies that used different code during seismic design
process. Data in Table 3 also reported for both RTR and RTR+M
uncertainties.

As reported in Table 3 and illustrated in Figure 10, the mean
annual frequency of collapse for ductile RC MRF buildings is
between 16 and 39× 10−5 with probability of collapse in 50 years
ranging from 0.8 to 1.92%. For the moderately ductile RC MRF
buildings, the calculated mean annual frequency of collapse is
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TABLE 3 | Result of seismic collapse assessment for ductile and moderately ductile RC MRF with and without URM infill walls.

Structure ID Median collapse,

Sa [g]

SMT

[g]

CMR λc _RTR

[×10−5]

Pc [in 50 years] λc _RTR+M

[×10−5]

Pc [in 50 years]

3S_D_NI 0.63 0.31 2.03 9.05 0.0045 16 0.0078

3S_D_I 1.85 0.92 2.01 10.62 0.0052 20 0.0101

6S_D_NI 0.15 0.23 0.65 23.39 0.0116 39 0.0192

6S_D_I 1.51 0.67 2.25 8.53 0.0042 16 0.0080

3S_MD_NI 0.41 0.31 1.32 23.31 0.0116 36 0.0177

3S_MD_I 1.58 0.92 1.71 36.76 0.0182 80 0.0391

6S_MD_NI 0.08 0.17 0.45 130 0.0630 165 0.0794

6S_MD_I 1.29 0.67 1.92 11.69 0.0058 21 0.0105

FIGURE 10 | Mean annual frequency of collapse for ductile and moderately ductile RC MRF buildings with and without URM infill walls comparison with other building

design codes.

between 13 and 165 × 10−5 with probability of collapse in 50
years ranging from 1.05 to 7.94%. These results reveal that the
seismic safety level is higher for the ductile RC MRF buildings
than moderately ductile RC MRF buildings, due to the special
detailing of reinforcement during design in increasing resistance
for structural collapse.

Furthermore, this study also found that the 6-story bare RC
MRF buildings have slightly higher mean annual frequency of
collapse than the 3-story bare RCMRF building, which have λc =

39 to 165 × 10−5, corresponding to 1.92 to 7.94% probability
of collapse in 50 years. This study observes that the increase
in building height will increase the overall mass of the building
that becomes dominant over the increase in the lateral stiffness.
Moreover, this is due to lower spectral acceleration based on the
hazard site for longer periods during building design stage, which
in turn may affect the collapse capacity of the buildings.

Comparison of the bare RC MRF and RC MRF with
URM infill walls buildings illustrates inconsistent results among
infilled-RC MRF buildings. As observed, the 6-story RC MRF

building with URM infill walls show lower collapse rate
compared to the 6-story bare RCMRF buildings, ranging from 16
to 21× 10−5. Whereas, the collapse rate of 3-story RCMRF with
URM infill walls buildings are 20–80 × 10−5 illustrates higher
collapse rate compared to the 3-story bare RC MRF buildings.
The results of 6-story bare RC MRF buildings and 3-story RC
MRF building with URM infill walls buildings are at least 2.5 and
1.2 times, respectively, to collapse compared to the 6-story RC
MRF building with URM infill walls. Collapse performance of
the RC MRF buildings with URM infill walls shows not uniform
results may be effects of the geometric and material properties
of the URM infill walls and surrounded frame. Besides, as the
number of the stories increases, the inter-story drift ratios will
be increased due to the increase in the building stiffness offered
by the URM infill walls. Overall, this observation denotes that
the RCMRF buildings with ductile design provide better collapse
resistance and enhanced the safety of the buildings.

The results of mean annual frequency of collapse of ductile
RC MRF buildings are further compared with studies conducted
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by Haselton et al. (2011) and Iervolino et al. (2017), whereby
each building is designed based on different code provision
that includes American code, and Italian code, respectively. For
comparison purposes, the collapse assessment are evaluated by
considering both record-to-record and modeling uncertainties.
It can be observed that there is significant variation in the mean
annual frequency of collapse for different designed buildings,
which may due to the differences in design spectral, response
reduction factors, site location, ground motion selection method,
and structural configurations. As shown in Figure 10, RC frame
building designed based on Canadian code have calculated mean
annual rate of collapse between 1.6 and 3.9 × 10−4 whereas
American code (Haselton et al., 2011) have calculated mean
annual rate of collapse between 1 to 4.7 × 10−4. The mean
annual rate of collapse for buildings designed based on Italian
code ranging from 0.13 to 0.85× 10−4. The range value of mean
annual frequency of collapse for Canadian buildings is similar
to the American buildings, which can considerably perceived
to be within a reasonable range as reported in Haselton et al.
(2011). In comparison, the buildings designed for Italian codes
has significantly lower mean annual rate of collapse than the
others buildings designed for Canadian and American codes.
The decrease in collapse probability for Italian buildings is due
to different response reduction factors during design process,
site location and response history analysis. In addition, different
approach to nonlinear dynamic analysis is adopted, where
Canadian and American buildings assessed using IDA method
whereas Italian buildings assessed using multiple stripe analysis
method.

DISCUSSION AND CONCLUSION

This study evaluates the seismic collapse risk of two sets of
code-conforming RC MRF buildings, considering ductile and
moderately ductile design details, and with and without URM
infill walls. The code-conforming RC MRF buildings were
designed according to current Canadian seismic design code,
NBCC 2010, and detailing, CSA A23.3-14. IDA method is
used to perform nonlinear dynamic analysis. Collapse fragility
relationships are developed from IDA results to represent the
probability of building collapse as a function of ground motion
intensity. The collapse mean annual frequency is determined by
integrating seismic hazard and fragility function.

The results from this assessment identified that the mean
annual frequency of collapse varied between 16 and 165 ×

10−5 correspond to the collapse probabilities in 50 years from
1 to 7.9%. The ductile RC MRF buildings present better seismic
collapse performance, for both 3- and 6- story buildings when
compared to moderately ductile RC MRF buildings. These
results are expected since the ductile RC MRF buildings are
designed based on special reinforcement detailing with higher
overstrength that importance to against structural collapse. It was
observed that structural configurationmay lead to different result
of collapse probability at 50 years.

Seismic collapse assessments are also conducted to show
the seismic performance over building height. Comparative
studies between 3- and 6-story RC MRF buildings without infill
demonstrate that as the building height increases, the calculated
mean annual frequency of collapse is increases. This study would
be useful to extend by investigating the influence of soil-structure
interaction (SSI) effect, which this effect also may contribute to
collapse risk. The collapse response is expected to be different for
RC frame with SSI effect between building height and structural
systems because the flexibility of the soil foundation reduces the
overall stiffness of the structures that lead to expanding in the
fundamental period of the system.

This study also investigated the influence of URM infill
walls on the seismic collapse risk of buildings. A comparative
study of this building system shows that the RC MRF buildings
with URM infill walls are capable to resist higher ground
motion of intensities. However, there is an inconsistency
in term of collapse rate, whereby the 6-story RC MRF
buildings have higher collapse rate when compared among
the buildings considered. The presence of infill walls, in
terms of material and geometric characteristic, and number of
building story are considered as the main factors associated
with these outcomes. A more comprehensive study of URM
infill wall is recommended to enhance understanding on
the overall contribution of infill wall to collapse safety by
considering both in-plane and out-of-plane URM infill walls
effect.

This study further compares the mean annual frequency of
collapse of ductile RC MRF buildings for different codes. It has
been observed that the RC MRF buildings designed by Canadian
code is in reasonable range of collapse risk for buildings. Further,
there is significant variation in the mean annual frequency of
collapse of the building designed for Italian codes.

The results presented in this paper only focused on the low-
to mid-rise buildings. However, the results obtained from this
study are helpful to comprehend seismic safety level of current
Canadian buildings. This study can be extended by considering
the SSI effect and both in-plane and out-of-plane URM infill
walls effect to obtain better understanding on the overall seismic
collapse performance of buildings in Canada.
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The process of theoretical ground motion generation consists of (i) the fault rupture

process, (ii) the wave propagation from the fault to the earthquake bedrock, (iii) the

site amplification. The uncertainty in the site amplification was taken into account in the

previous research (Makita et al., 2018). On the other hand, the uncertainty in the fault

rupture slip (slip distribution and rupture front) is dealt with in the present paper. The

wave propagation from the fault to the earthquake bedrock is expressed here by the

stochastic Green’s function method in which the Fourier amplitude of the ground motion

at the earthquake bedrock from a fault element is represented by the Boore’s model and

the phase angle is modeled by the phase difference method. The validity of the proposed

method is investigated through the comparison with the existing simulation result by

other methods. By using the proposed method for ground motion generation and for

optimization under uncertainty in the fault rupture slip, a methodology is presented for

deriving the critical ground motion imposing the maximum response of an elastic SDOF

model at the earthquake bedrock or at the free ground surface. It is shown that the

critical response exhibits the SDOF response several times larger than that due to the

average fault rupture slip model. Furthermore, the robustness evaluation with respect

to the uncertain fault rupture slip and the uncertain fault rupture front is presented for

resilient building design. Since the critical ground motion produces the most detrimental

building response among possible scenarios, the proposed method can be a reliable tool

for resilient building design.

Keywords: critical ground motion, worst input, stochastic Green’s function method, fault rupture, wave

propagation, phase difference, site amplification, resilience

INTRODUCTION

Many peculiar earthquake ground motions have been observed in the world, e.g., Mexico (1985),
Northridge (1994), Kobe (1995), Chi-chi (1999), Tohoku (2011), Kumamoto (2016). To model
these ground motions from their occurrence mechanisms, several models have been proposed.
The whole process of ground motion generation consists of (i) the fault rupture process, (ii) the
wave propagation from fault to the earthquake bedrock, (iii) the site amplification. These models
can be classified generally into the theoretical approach, the numerical analysis approach, the
semi-empirical approach and the hybrid approach. In the theoretical approach and the numerical
analysis approach, the wavenumber integration method and the finite difference method are the
representatives and are suitable for the generation of directivity pulses and surface waves with the
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predominant period longer than 1–2 s (Bouchon, 1981; Hisada
and Bielak, 2003; Yoshimura et al., 2003; Nickman et al., 2013).
On the other hand, the semi-empirical approach is suitable for
the generation of random ground motions with the predominant
period shorter than 1–2 s and can generate a large groundmotion
in terms of small-size ground motions using the scaling law of
fault parameters. The empirical Green’s function (Wennerberg,
1990) and the stochastic Green’s function (Hisada, 2008) are often
used in the semi-empirical approach. The hybrid approach is the
method which combines the random ground motions of shorter
predominant period with the waves of longer predominant
period by using a matching filter.

Although most of the previous approaches of ground motion
generation were aimed at generating ground motions for a
fixed set of parameters, several parameters should be treated as
uncertain numbers (aleatory or epistemic) to make the approach
more reliable (Abrahamson et al., 1998; Lawrence Livermore
National Laboratory, 2002; Morikawa et al., 2008; Cotton et al.,
2013).

As for researches on the effect of uncertainty of parameters
on response variability, Taniguchi and Takewaki (2015) derived
the bound of earthquake input energy to building structures
by considering shallow and deep ground uncertainties and soil-
structure interaction. Okada et al. (2016) proposed a new interval
analysis technique for a soil-pile-structure interaction model by
taking into account the uncertainty in soil properties. Makita
et al. (2018) considered a base-isolation, building-connection
hybrid structural system (Murase et al., 2013, 2014; Kasagi et al.,
2016; Fukumoto and Takewaki, 2017) and took into account the
uncertainty in the site amplification. They treated the fault as
a point source. On the other hand, the uncertainty in the fault
rupture slip (slip distribution and rupture front) is dealt with
in the present paper. The wave propagation from the fault to
the earthquake bedrock is expressed by the stochastic Green’s
function method (Irikura, 1986; Yokoi and Irikura, 1991) in
which the Fourier amplitude at the earthquake bedrock from a
fault element is represented by the Boore’s model (Boore, 1983)
and the phase angle is modeled by the phase difference method
(Yamane and Nagahashi, 2008). The validity of the proposed
method is investigated through the comparison with the existing
simulation result by other methods.

By using the proposed method for ground motion generation
and for optimization under uncertainty in the fault rupture slip, a
methodology is presented for deriving the critical groundmotion
causing the maximum response of an elastic SDOF model at
the earthquake bedrock or at the free ground surface (Drenick,
1970; Takewaki, 2007). The uncertainty in the fault rupture slip is
treated by using an interval analysis in which the slip distribution
and rupture front are modeled as interval parameters, i.e., the
parameters in the certain prescribed range can take any value
in a non-probabilistic sense (Ben-Haim, 2006). It is shown
that the critical ground motion imposes the maximum SDOF
response which may be several times larger than that computed
under the average fault rupture slip model. Furthermore, the
robustness evaluation with respect to the uncertain fault rupture
slip and the uncertain fault rupture front is presented for resilient
building design. Since the critical ground motion produces the

worst building response among possible scenarios, the proposed
method can be a reliable tool for resilient building design.

STOCHASTIC GREEN’S FUNCTION
METHOD FOR GROUND MOTION
GENERATION

In a previous research by the authors (Makita et al., 2018), a
point-source model of the fault rupture was assumed and the
fault rupture process could not be taken into account. In this
paper, the stochastic Green’s function method based on a plane-
source model of the fault rupture is introduced. The method will
be explained in the following section.

Ground Motion Generation Using Scaling
Law
The generation of ground motions using the plane-source model
of the fault rupture is conducted by dividing the fault plane
into many fault elements and considering the delay of the
fault element rupture initiation in the fault rupture process.
The stochastic Green’s function method is used for generating
a small ground motion resulting from the rupture of a fault
element.

Assume that the fault plane is divided into NL × NW

fault elements (NL: number of divisions in the longitudinal
direction, NW : number of divisions in the width direction)
and the slip in one fault element is divided into ND slips. It
was made clear by Irikura (1983) that NL, NW , and ND can
be regarded almost equal to the cubic root of the product
of the ratio of the seismic moment M0 L of the whole fault
to the seismic moment M0 S of the fault element and the
ratio of the stress drop 1σS of the fault element to the
stress drop 1σL of the whole fault. In the stochastic Green’s
function method, this scaling law is usually used and is
expressed by

LL

LS
=

WL

WS
=

DL

DS
=

τL

τS
=

(
M0 L

(1σL/1σS )M0 S

)1/3

≈ NL, NW , ND

(1)

where L, W, D, τ denote the fault length, fault width, fault slip,
rise time (fault slip time), respectively, and ( )L, ( )S indicate
the quantity related to the whole fault and that to the fault
element.

When 1σL/1σS = 1, the ground motion displacement
Uij (t) due to one fault element is produced by ND slips uij (t)
and is expressed by

Uij (t) = f (t) ∗ uij (t)

=

ND∑

k=1

uij

(
t −

(
k− 1

) τij

ND

)
(2)

where ij indicates the ij sub-element in one fault element and τij
is the rise time of the ij sub-element. Furthermore f (t) is the slip
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correction function specifying the initiation of slips in one fault
element and is expressed by

f (t) =

ND∑

k=1

δ

(
t −

(
k− 1

) τij

ND

)
(3)

where δ(t) is the Dirac delta function. Figure 1A shows the
conventional slip function D(t) and slip correction function f (t).

From these preparations, the ground motion displacement
U (t) due to the whole fault may be expressed by

U (t) =

NW∑

i=1

NL∑

j=1

f
(
t − tij

)
∗ uij (t)

=

NW∑

i=1

NL∑

j=1

ND∑

k=1

uij

(
t − tij −

(
k− 1

) τij

ND

)
(4)

In this paper, the slip correction function f (t) revised by Irikura
(1986) and Yokoi and Irikura (1991) is used and is described by

f (t) = δ (t) +
1

n′

(ND−1)n′∑

k=1

uij

(
t −

(
k− 1

)
τ

(ND − 1) n′

)
(5)

Irikura (1986) introduced the number n′ of re-division to remove
the effect of artificial periodicity due to the equal-size element
division. Figure 1B presents the slip function D(t) and slip
correction function f (t) revised by Irikura (1986) and Yokoi and
Irikura (1991). Irikura (1994) introduced the following constraint
in the setting of n′.

n′ND

τ
> 2fH (6)

where fH is the upper bound of the effective frequency.
Finally the ground motion displacement U (t) due to the

whole fault can be expressed in terms of the ground motion
displacements uij (t) due to the fault elements.

U (t) =

NL∑

i

NW∑

j

uij
(
t − tij

)

+

NL∑

i

NW∑

j

(ND−1)n′∑

k

1

n′
uij

(
t − tij −

(
k− 1

)
τ

(ND − 1) n′

)
(7)

The concept of the stochastic Green’s function method used in
the present study is illustrated in Figure 2.

Assuming that the fault rupture develops in a concentrically,
tij can be expressed by

tij = tp ij + tr ij

=
rij

β
+

ηij

Vr
(8)

where tpij: the propagation time from the fault element to the
recording point at the earthquake bedrock, trij: the slip initiation
time in the fault element (the slip initiation time of the initiating
point = 0), rij: the distance from the fault element to the
recording point at the earthquake bedrock, ηij: the distance from
the slip initiation point in the whole fault to the fault element,
β : the shear wave velocity of the ground, Vr : the slip propagation
speed in the fault.

Small Ground Motion From Element Fault
A small ground motion (acceleration) at the earthquake bedrock
due to the slip of a fault element can be derived by setting a
point source at the center of the fault element (Boore, 1983). The
Fourier amplitude spectrum of the ground motion acceleration
at the earthquake bedrock can be expressed by

∣∣AS ij (ω)
∣∣ = Source (ω) · Pass (ω) (9)

where Source (ω) is the term related to the source (fault) and
Pass (ω) is the term related to the wave attenuation in the pass
from the fault element to the earthquake bedrock.

In Boore (1983), Source (ω) and Pass (ω) are set as

Source (ω) =
RθφFS · PRTITN

4πρβ3

∣∣ω2Ṁ (ω)
∣∣ (10)

Pass (ω) =
1

rij
exp

[
−

π f rij

Q
(
f
)
β

]
(11)

where Rθφ : radiation pattern coefficient, FS: amplification due to
the free surface (=2), PRTITN: reduction factor that accounts for
the partitioning of energy into two horizontal components, ρ :
mass density of earthquake bedrock, β : shear wave velocity of
earthquake bedrock, Q

(
f
)
: Q-value. Furthermore, Ṁ (ω) is the

source spectrum and is expressed by

∣∣∣Ṁ (ω)
(
2π f

)2∣∣∣ =
M0ij

(
2π f

)2

1+
(
f /fc ij

)2 P
(
f , fmax

)
(12)

where M0ij is the seismic moment of the fault element ij and fc ij
is the corner frequency of the fault element ij. P

(
f , fmax

)
is a filter

for reducing the higher frequency components and is expressed
by

P
(
f , fmax

)
=

1√
1+

(
f /fmax

)m (13)

where fmax is the cut-off frequency for higher frequency
components andm = 4 is assumed according to Boore (1983).

In this paper, the phase difference method due to Yamane
and Nagahashi (2008) is used for expressing the phase of ground
motion. The standard deviation of the phase difference due to the
fault element ijcan be expressed by

σij/π = 0.06+ 0.0003rij (14)
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FIGURE 1 | Slip function D(t) and slip correction function f (t), (A) Conventional ones, (B) Revised ones by Irikura (1986).

FIGURE 2 | Concept of stochastic Green’s function method used in the present study.

This relation refers to inland earthquakes (Makita et al., 2018).
In this paper, the near-fault ground motion is assumed in which
the effect of the rupture directivity is small. With this standard
deviation of the phase difference, the phase spectrum is described
by

φk+1 ij = φk ij + 1φk ij (k = 1, 2, . . . ,N/2− 1)

1φij = −
(
µ + s · σij

)
(15)

where φk ij is the k-th phase spectrum of the fault element ij
and 1φk ij is the k-th phase difference spectrum of the fault

element ij.N is the number of adopted frequencies. Furthermore,
µ is the mean of the phase difference and s is the Gaussian
random number with 0 mean and unit standard deviation. In
this paper, a constant value of µ is assumed in all the fault
elements.

The Fourier transformASij (ω) of the acceleration aSij (t) at the
earthquake bedrock due to the fault element ij can be expressed
by

AS ij (ω) =
∣∣AS ij (ω)

∣∣ · eiφij(ω) (16)
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TABLE 1 | Similarities and differences between this research and benchmark test.

This research Benchmark test

Superimposing method (Irikura, 1986; Yokoi and Irikura, 1991)

Amplitude Boore (1983)

Phase angle Yamane and Nagahashi

(2008)

Boore (1983)

The inverse Fourier transform of AS ij (ω) leads to the
acceleration aS ij (t) at the earthquake bedrock due to the fault
element ij. Finally, the substitution of this aS ij (t) into Equation
(7) (difference of displacement and acceleration does not matter)
provides the acceleration a (t) at the earthquake bedrock due to
the whole fault.

VERIFICATION OF THE METHOD OF
GROUND MOTION GENERATION USING
PHASE DIFFERENCE METHOD

The benchmark test was conducted by Kato et al. (2011) and the
model S21 is used for comparison. The benchmark test uses an
empirical envelope function of acceleration time histories. On
the other hand, the method proposed in this paper employs the
phase difference method for representing the phase. Therefore,
the proposed method was validated against the above benchmark
test. Table 1 shows the similarities and differences between the
proposed method and the method used in the benchmark test.

The fault plane and three recording points for the model
S21 used in the benchmark test Kato et al. (2011) are shown in
Figure 3. The recording points are three points (a), (b), (c). The
fault plane is assumed to be vertical and the fault type is the right-
lateral strike-slip fault. The fault length=8000m, fault width =

4,000m, fault slip quantity = 1m, the seismic moment =M0 =

1.04 × 1018Nm, strike angleθ , dip angle δ and rake angle λ are
(90◦, 90◦, 180◦). The hypocenter is located at (0, 1,000, 4,000m)
and the fault rupture is propagated concentrically with rupture
velocity Vr = 3000(m/s). The hypocenter of each sub-fault is
assumed to be located at the center.

In Somerville et al. (1999), Eshelby (1957), and Brune (1970),
the area S(km2) of the fault, the stress drop 1σ of large
earthquakes and the corner frequency fc are described by the
following equations:

S = 2.23×
(
M0 × 107

)3/2
× 10−15 (17)

1σ =
7

16

M0

R3
× 10−14 (18)

fc = 4.9 · 106Vs

(
1σ

M0

)1/3

(19)

where R(km) is the effective radius (S = πR2). In these equations,
the unit ofVs is km/s, that of1σ is bar and that ofM0 is dyne-cm.

From Equations (17–19), 1σ = 13.95(Mpa) and fc =

0.404(Hz) are calculated, then τ = 2/fc ≈ 5.0(s) is set from
Boore (1983). The soil conditions are summarized in Table 2

and the amplification of the ground motion is evaluated by
one-dimensional wave propagation theory.

The fault plane is divided into NW × NL elements. NW = 4 is
set in the fault width direction andNL = 8 is set in the fault length
direction. The area of sub-fault is SS = 1 (km2). The seismic
moment in each fault element (M0S) is 5.40 × 1015Nm and the
stress drop (1σS) is assumed to be 13.95(Mpa). The slip DS of
each sub-fault is 0.167(m) from M0S = µSSDS and ND = 6
from the ratio of fault plane to sub-fault (1/0.167m). Thus the
seismicmoment after superimposing the small earthquakes (M0

′)
is calculated as M0

′ = NW · NL · ND · M0S ≈ 1.04 × 1018(Nm),
which is the same as M0. The corner frequency (fcS) is 2.33Hz
from Equation (19) and the radiation pattern (Rθφ) is set to 0.63,
which is a uniform value in the frequency domain. As for the
phase angle, the standard deviation of phase differences (σij/π )
are calculated from Equation (14) and its meanµ/π in each point
is set to −0.140 at Point (a), −0.125 at Point (b) and −0.130 at
Point (c). Regarding the horizontal component of superimposing
wave, only the SH wave is generated by setting PRRITEN to
1 for simplification. Each small earthquake is generated by
disassembling into the NS direction component and the EW
direction component. Table 3 summarizes the source parameters
of the fault plane and sub-faults.

As described above, the amplification of ground motion at
the above control points of the soil surface is evaluated by one-
dimensional wave propagation theory. In this model, the number
of layer is one and the transfer function for describing ground
amplification is defined by the following equation:

HG (ω) =
1

cos kH + iα sin kH
(20)

where k, H, and α are the complex wave number, the thickness
of layer and the complex impedance, defined by the following
equations:

k = ω
√

ρ/G∗, G∗ = (1+ 2ξ i)G, α =
√

ρ1G1
∗/
√

ρ2G2
∗ (21)

G and G∗ are the shear modulus and the complex shear modulus.
Furthermore ξ is the hysteretic damping ratio of soil. In the
benchmark test, ξ =0 is given. It is noted that, since the radiation
damping is taken into account at the earthquake bedrock, the
amplification divergence does not occur.

Figure 4 shows the comparison between the proposedmethod
and the abovementioned benchmark test (Kato et al., 2011). The
upper one in Figure 4 presents the acceleration at the free ground
surface at three points. The lower one in Figure 4 illustrates the
pseudo velocity response spectrum. The numbers 1, 2, 3 in figure
legend indicate the difference of uniform random numbers for
phase angles in Hisada (Kato et al., 2011) and the difference of
Gaussian random numbers for phase difference (Equation 15) in
Makita et al. (2018). It can be observed from these figures that,
while the acceleration time histories exhibit somewhat different
properties, especially in its envelope, the pseudo velocity response
spectra of both approaches correspond fairly well. This result
supports the validity of the method used in this paper. A less-
damped response (acceleration time history) by the proposed
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FIGURE 3 | Fault plane and three recording points replotted based on Kato et al. (2011).

TABLE 2 | Soil conditions.

Layer Thickness

H (m)

Shear wave

velocity Vs (m/s)

Mass

densityρ (kg/m3)

Q-value

Q (−)

1 1,000 2,000 2,600 —

2 (half-space) — 3,464 2,700 70f1.0

method with respect to the benchmark test case may result from
the fact that, while an envelope function is used in the benchmark
test, such function is not used in the proposed method. However,
such difference does not cause serious difference in the structural
response because the envelope function influences only the initial
and ending parts of acceleration time histories with slight effect
on the maximum structural response.

CRITICAL FAULT RUPTURE SLIP
MAXIMIZING THE STRUCTURAL
RESPONSE

Concept of Critical Setting of Fault Rupture
Slip Distribution and Fault Rupture Front
Maximizing the Structural Response at the
Earthquake Bedrock and Free-Ground
Surface
The soil model and the fault model treated in section Verification
of the Method of Ground Motion Generation Using Phase
Difference Method (Tables 2, 3) are used again in this section.
Although the soil model used in this section (the same as in the
benchmark test) seems rather simple, it is noted that the principal
objective of this paper is to pay attention to the influence of
the fault rupture process on the response of structures on the
surface ground. More detailed examination of the effect of the
soil properties above the earthquake bedrock will be made in the
future as discussed in the previous paper (Makita et al., 2018).

Figure 5 presents the conceptual diagram of the critical setting
of the fault rupture slip distributionDij and the fault rupture front

TABLE 3 | Source parameters.

SCALING PARAMETERS

Along the fault width direction NW 4

Along the fault length direction NL 8

Along the slip ND 6

FAULT PARAMETERS FAULT ELEMENT PARAMETERS

Fault length W 4 km Area of fault element SS 1 km2

Fault width L 8 km Seismic moment M0S 5.40× 1015 Nm

Area of fault plane S 32 km2 Slip DS 0.167 m

Earthquake focal depth 4 km Stress drop △ σS 13.95 Mpa

Seismic moment M0 1.04× 1018Nm Radiation pattern Rθφ 0.63

Slip D 1 m Cutoff frequency fm 6 Hz

Stress drop △ σL 13.95 Mpa – –

Rupture velocity Vr 3000 m/s – –

maximizing the structural response at the earthquake bedrock
and free-ground surface (Case A: elastic SDOF model at the
earthquake bedrock, Case B: elastic SDOF model at free-ground
surface). T is the natural period of the SDOF model and h is the
damping ratio. The fault rupture front includes the fault rupture
initiation time trij (related to the rupture propagation velocity in
the fault) and the rise time τij of the slip in each fault element.
More specifically, trij and τij are treated as independent uncertain
parameters in the latter uncertainty modeling. The uncertainty in
the fault rupture slip distribution (quantity of slip) for the fixed
fault rupture front (concentrically) is treated in section Critical
Setting of Fault Rupture Slip Distribution and the uncertainty
in the fault rupture front (trij and τij) for the fixed fault rupture
slip distribution is dealt with in section Critical Setting of Fault
Rupture Front.

A genetic algorithm (GA) has been used for optimization
(Goldberg, 1989), i.e., the maximization of the response for
uncertain parameters. In this paper, a candidatemodel of the fault
rupture slip distribution or the fault rupture front are treated
as chromosomes, and the parameters of each fault element
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FIGURE 4 | Comparison between the result due to the present method and the result due to the benchmark test [partly from Kato et al. (2011)].

are treated as genes. First, we generate a number of candidate
models (first generation), in which fault parameters are changed
randomly. Then, we evaluate these models and generate the
next generation by selecting elite individuals, do mutation and
conduct crossover. In this GA, the Elitist expected value model
is used in which the population size is 200, the number of elite
individuals is 2 and the probability of crossover is 0.8. It is noted
that global and local search of the optimal solution is possible
via GA.

Critical Setting of Fault Rupture Slip
Distribution
The quantities of the fault rupture slip in fault elements
are selected as uncertain parameters. The fault rupture
initiation time trij and the rise time τij of the slip in
each fault element are fixed to the nominal values in
this section, i.e., the fault rupture develops from the

initiation point concentrically. The ( )C denotes the
nominal value and α is the uncertain parameter. The
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FIGURE 5 | Conceptual diagram of critical setting of fault rupture slip distribution and fault rupture front maximizing the structural response at the earthquake bedrock

and free-ground surface (Case A: SDOF model at the earthquake bedrock, Case B: SDOF model at free-ground surface).

TABLE 4 | Parameters of interval analysis.

DC
ij

0.167 (m) α 30 (%)

1 D 0.167 (m) 1D 0.167 (m)

interval parameters of the fault rupture slip can be
expressed by

DI =

{[
Dij

C − α1D–
ij
,Dij

C + α1D̄ij

]} (
i = 1, · · ·NW , j = 1, · · ·NL

)

(22)

The over-bar indicates the upper-side value and the under-bar
does the lower-side value. The parameters of the interval analysis
are shown in Table 4.

In this section, the quantities of the fault rupture slip in
fault elements are varying in accordance with the following
condition.

DI = [Dc − α1D– Dc + α1D̄]

= [0.167(m)− 0.3× 0.167(m) 0.167(m)+ 0.3× 0.167(m)]

= [0.117(m) 0.217(m)] (23)

Furthermore, the rise time is set to τ = W/(2Vr) = 0.67s from
Day (1982) because τ = 5.0s is too long in this model as shown
in Kato et al. (2011).

Time–History of Wave
Figure 6 shows the critical ground surface acceleration and
deformation of the SDOF model (T = 0.5 s) at three points for
Case A (earthquake bedrock motion) and Case B (free-ground
surface motion) with respect to uncertain fault rupture slip
distribution. Furthermore, Figure 7 presents the critical ground
surface acceleration and deformation of SDOF model (T=1.0,
2.0 s) at three points for Case A (earthquake bedrockmotion) and
Case B (free-ground surface motion).

It can be observed from Figures 6, 7 that the amplification of
the ground motion acceleration and the deformation response of
the SDOF model of T = 0.5, 1.0 s is larger than those of T =

2.0 s. This means that the effect of the criticality in the uncertainty
of the fault rupture slip is larger in the model of shorter natural
periods T = 0.5, 1.0 s. In other words, the deviation of structural
response between the critical and the nominal case is larger for
the natural periods of the SDOF model at T = 0.5 s and T = 1.0 s
compared to the case where T = 2.0 s.

Fourier Amplitude Spectrum
Figure 8 shows the Fourier amplitude of critical ground-surface
acceleration at three points for three SDOF models (T = 0.5, 1.0,
2.0 s) for Case A (earthquake bedrock motion) and Case B (free-
ground surface motion). The broken line indicates the natural
frequency of the SDOFmodel. It can be observed that the Fourier
amplitude of critical ground-surface acceleration is amplified
much around the natural frequency of the SDOF model. This
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FIGURE 6 | Critical ground surface acceleration and deformation of SDOF model (T = 0.5 s) at three points for Case A (earthquake bedrock motion) and Case B

(free-ground surface motion).

phenomenon is remarkable in the SDOF model of T = 0.5 s at
Point (c). It may be concluded that the critical setting of the
fault rupture slip quantity makes the SDOF model resonant to
the input.

Phase Difference Distribution
Figure 9 presents the phase difference distribution of critical
ground-surface acceleration at three points for three SDOF
models (T = 0.5, 1.0, 2.0 s) for Case A (earthquake bedrock
motion) and Case B (free-ground surface motion). It can be seen
that the standard deviation σ/π at Point (c) is the smallest and
that at Point (a) is the largest. This may be related to the forward
directivity effect. Furthermore σ/π of the critical model is larger
than that of the nominal model at Point (b) and that is smaller
than that of the nominal model at Point (c) except (i) of Case B.
In addition,µ/π of the critical model becomes larger than that of
the nominalmodel. Thismeans that the critical setting of the fault
rupture slip quantity makes the acceleration time history delayed.

Fault Rupture Slip Distribution
Figure 10 illustrates the fault rupture slip distribution
maximizing the response of the three SDOF models (T = 0.5,

1.0, 2.0 s) at three points for Case A (earthquake bedrock
motion) and Case B (free-ground surface motion). The
seismic moment is indicated at the top of the figures. It
can be observed that the seismic moment of the critical
fault rupture distribution exhibits a value close to the value
for the nominal model M0 = 1.04 × 1018Nm. It can also
be seen that the critical fault rupture distributions are
different in Case A and Case B. This may be because the
site amplification is included in Case B in the process of
criticality.

Figure 11A shows wave superimposing time tij (from the
fault rupture initiation in the fault to the arrival at the
earthquake bedrock) for each fault element at three points and
Figure 11B presents the grouping of fault elements with large
slip maximizing the response of two SDOF models (T = 1.0,
2.0 s) at three points for Case B (free-ground surface motion).
The triangle in Figure 11A indicates the rupture initiation
point and the numbers above Figure 11B indicate the mean
of wave superimposing time tij at grouping fault elements.
It can be observed from Figure 11B that the mean of wave
superimposing time tij at grouping fault elements is slightly
shorter than the natural period of the SDOF model. This
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FIGURE 7 | Critical ground surface acceleration and deformation of SDOF model (T = 1.0, 2.0 s) at three points for Case A (earthquake bedrock motion) and Case B

(free-ground surface motion).
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FIGURE 8 | Fourier amplitude of critical ground-surface acceleration at three points for three SDOF models (T = 0.5, 1.0, 2.0 s) for Case A (earthquake bedrock

motion) and Case B (free-ground surface motion).

may lead to the fact that the acceleration input reflecting the
critical fault rupture slip distribution contains the component
resonant to the natural period of the SDOF model and amplifies
the structural response. In other words, the Fourier amplitude
spectrum at the ground surface is amplified in the frequency
range of the critical mean of wave superimposing time at
grouping fault elements resonant to the natural period of
the SDOF model. In addition, the slip of the fault element
with the wave superimposing time of 3.71 s becomes large
and this may induce a pulse-type wave. Furthermore, the slip
distribution in Figure 11B may be regarded as an asperity
distribution and this distribution can be used as a tool for
setting an asperity in the characteristic model of the fault
rupture.

Critical Setting of Fault Rupture Front
The fault rupture initiation time trij and the rise time τij of the
slip in each fault element are selected as uncertain parameters.
The quantities of the fault rupture slip in fault elements are fixed

to the nominal values in this section. ( )C denotes the nominal
value and α is the uncertain parameter. The interval parameters
of the fault rupture initiation time and the rise time of the slip can
be expressed by

tr
I=

{[
tr ij

C − α1t–
rij
, trij

C + α1t̄rij

]} (
i = 1, · · ·NW , j = 1, · · ·NL

)

(24)

τr
I=

{[
τij

C − α1τ–
ij
, τij

C + α1τ̄ij

]} (
i = 1, · · ·NW , j = 1, · · ·NL

)

(25)
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FIGURE 9 | Phase difference distribution of critical ground-surface acceleration at three points for three SDOF models (T = 0.5, 1.0, 2.0 s) for Case A (earthquake

bedrock motion) and Case B (free-ground surface motion).
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FIGURE 10 | Critical fault rupture slip distribution for three SDOF models (T = 0.5, 1.0, 2.0 s) at three points for Case A (earthquake bedrock motion) and Case B

(free-ground surface motion).
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FIGURE 11 | Wave superimposing time tij for each fault element and grouping of fault elements with large slip, (A) Wave superimposing time for each fault element at

three points for Case A and Case B, (B) Grouping of fault elements with large slip maximizing the response of two SDOF models (T = 1.0, 2.0 s) at three points for

Case B (free-ground surface motion).

where

1t–
r ij

= tr ij
C, 1t̄r ij = tr ij

C

1τ–
ij
= 1τ– = τij

C, 1τ̄ij = 1τ̄ = τij
C (26)

As explained before, the over-bar indicates the upper-side value
and the under-bar does the lower-side value. Furthermore 1( )
indicates the parameter for normalization of variation. The
parameters for interval analysis is shown in Table 5.

Time–History
Figure 12 presents the critical ground surface acceleration and
deformation of three SDOF models (T = 0.5, 1.0, 2.0 s) at three
points for Case B (free-ground surface motion) with respect to
uncertain fault rupture front. It can be observed that the critical

TABLE 5 | Parameters of interval analysis.

tr ij
C Concentrically distributed

α 30 (%)

1tr ij tr ij
C

1tr ij tr ij
C

τij
C 0.67 (s)

α 30 (%)

1 τ 0.67 (s)

1τ 0.67 (s)

acceleration record at Point (c) is amplified much as a pulse-type
one and those at Point (a) and (b) are also amplified largely.
It can also be seen that, while the uncertainty in the quantity
of the fault rupture slip increases the response for the nominal
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FIGURE 12 | Critical ground surface acceleration and deformation of three SDOF models (T = 0.5, 1.0, 2.0 s) at three points for Case B (free-ground surface motion)

with respect to uncertain fault rupture front.

parameters up to about two times as observed in the previous
figures, the uncertainty in the rupture propagation velocity in the
fault and the rise time of the slip amplifies the response several
times. This phenomenon is remarkable in the model of T = 0.5,
1.0 s. However, this is less obvious for T = 2.0 s at Point (c).

Fourier Amplitude of Ground-Surface
Acceleration
Figure 13A presents the Fourier amplitude of ground-surface
acceleration at three points maximized for fault rupture front
for three SDOF models (T = 0.5, 1.0, 2.0 s) and Case B
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FIGURE 13 | Critical ground surface acceleration at three points with respect to uncertain fault rupture front for three SDOF models (T = 0.5, 1.0, 2.0 s) and Case B

(free-ground surface motion), (A) Fourier amplitude, (B) Phase difference distribution.

Frontiers in Built Environment | www.frontiersin.org November 2018 | Volume 4 | Article 6436

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://www.frontiersin.org/journals/built-environment#articles


Makita et al. Uncertainty in Fault Rupture Slip

FIGURE 14 | Critical fault rupture front obtained for three points and three SDOF models (T = 0.5, 1.0, 2.0 s) corresponding to Case B (free-ground surface motion),

(A) wave superimposing time tij at each fault element, (B) Rise time τij at each fault element.
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FIGURE 15 | Robustness function with respect to deformation of three SDOF models (T = 0.5, 1.0, 2.0 s) at three points corresponding to Case B (free-ground

surface motion), (A) Uncertain quantity of fault rupture slip, (B) Uncertain quantity of fault rupture front.

(maximization for free-ground surface motion). The broken
line indicates the natural frequency of the SDOF model. It can
be observed that, as seen in the case of the uncertainty in
the fault rupture slip, the Fourier amplitude of ground-surface
acceleration is amplified much around the natural frequency of
the SDOF model. This phenomenon is remarkable at Point (c)
and this may be related to the fact that the critical acceleration
record at Point (c) is amplified much as a pulse-type one
in Figure 12. Furthermore, the amplification is larger than
that considering the uncertainty in the quantity of the fault
rupture slip. It should be remarked that the natural period
of the SDOF model does not coincide with the amplified
range of the Fourier amplitude for the model T = 2.0s at
Point (c). This may cause the lower response amplification of
the model T = 2.0s at Point (c) in Figure 12(iii) than other
models.

Phase Difference Distribution
Figure 13B shows the phase difference distribution of ground-
surface acceleration at three points maximized for fault rupture

front for three SDOF models (T = 0.5, 1.0, 2.0 s) and Case B
(free-ground surface motion). It can be seen that the standard
deviation σ/π of the critical one is larger than that of the
nominal one. On the other hand, the standard deviation σ/π

of the critical one becomes smaller than that of the nominal
one at Point (c). It may result from the fact that, while
the duration time at Point (a) and (b) becomes longer, the
duration at Point (c) becomes shorter as a result of pulse-
type ground motion. In addition, µ/π becomes larger as a
result of criticalization of the rupture front (the uncertainty
in the rupture propagation velocity in the fault and the rise
time of the slip). This phenomenon was also observed in
considering the uncertainty in the quantity of the fault rupture
slip.

Critical Fault Rupture Front
Figure 14 presents the wave superimposing time tij (from the
fault rupture initiation in the fault to the arrival at the earthquake
bedrock) at each fault element and the rise time τij at each fault
element characterizing the critical fault rupture front maximized
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for three points and three SDOF models (T = 0.5, 1.0, 2.0 s)
corresponding to Case B (free-ground surface motion). The
triangle in Figure 14 indicates the rupture initiation point. It
can be observed from Figure 14A that the fault element rupture
occurs in a concentrated manner corresponding to the time
interval of the natural period of the SDOF model. In addition,
the rupture directivity effect can be observed in the model of T =

1.0, 2.0 s at Point (c) and it may be related to the fact that the
pulse-type input induces larger responses. Furthermore, it can be
observed from Figure 14B that, while the rate of τij around the
nominal value is large in the model of T = 0.5 s, τij moves to
the lower limit around τij = 0.47–0.49 s in the model of T = 1.0,
2.0 s.

Robustness Evaluation for Uncertain Fault
Rupture Slip Distribution and Uncertain
Fault Rupture Front
Figure 15A shows the robustness function α̂, proposed by Ben-
Haim (2006), with respect to the deformation of the SDOF
model for uncertain parameters of quantity of fault rupture
slip for Case (B). Once the value α̂ in the vertical axis is
fixed, the corresponding deformation of the SDOF model in
the horizontal axis indicates the maximum value for varied
uncertain parameters (quantity of fault rupture slip) prescribed
by α̂. In particular, the deformation of the SDOF model for
α̂ = 0 indicates the maximum response for the nominal
parameters. It can be observed that the robustness becomes
the smallest for the model at Point (b). This is because the
response of the SDOF model is the largest at Point (b). The
slope of the robustness function indicates the degree of the
robustness. As the slope becomes steeper, the model becomes
more robust.

Figure 15B presents the robustness function α̂ with respect to
the deformation of the SDOF model for uncertain parameters
of fault rupture front (slip initiation time and rise time) for
Case (B). Once the value α̂ in the vertical axis is fixed,
the corresponding deformation of the SDOF model in the
horizontal axis indicates the maximum value for varied uncertain
parameters (slip initiation time and rise time) prescribed by α̂.
It can be observed that the robustness becomes the smallest for
the model at Point (b) as in Figure 15A. Compared to the case
in Figure 15A, the slope of the robustness function becomes
small.

Since the robustness is closely related to the resilience, the
presented method using the robustness function seems useful
for the evaluation of resilience of buildings against uncertain
fault rupture slip distribution and uncertain fault rupture
front.

CONCLUSIONS

To promote a new methodology for resilient building design,
a critical excitation method has been proposed in which the
whole process of theoretical groundmotion generation is treated.

The process consists of (i) the fault rupture process, (ii) the
wave propagation from the fault to the earthquake bedrock,
(iii) the site amplification. The uncertainty in the fault rupture
slip has been dealt with in the present paper, i.e., the quantity
of the fault rupture slip, the rupture propagation velocity in
the fault and the rise time of the slip. The wave propagation
from the fault to the earthquake bedrock has been expressed
by the stochastic Green’s function method in which the Fourier
amplitude at the earthquake bedrock from a fault element has
been represented by the Boore’s model and the phase angle
has been modeled by the phase difference method. The validity
of the proposed method has been investigated through the
comparison with the existing simulation result by other methods
incorporating the empirical envelope function of acceleration
time histories. By using the proposed method for ground motion
generation and for optimization under uncertainty in the fault
rupture slip, a methodology has been presented for deriving
the critical ground motion causing the maximum response
of an elastic SDOF model at the earthquake bedrock or at
the free ground surface. A genetic algorithm (GA) has been
used for optimization, i.e., the maximization of the response
for uncertain parameters. The following conclusions have been
derived.

(1) While the uncertainty in the quantity of the fault rupture
slip increases the response for the nominal parameters up to
about two times, the uncertainty in the rupture propagation
velocity in the fault and the rise time of the slip amplifies the
response up to 1.7–8.0 times.

(2) The response at the epicenter becomes larger than that at
other recording point.

(3) The setting of the objective function for criticality, i.e.,
the maximum response of an elastic SDOF model at the
earthquake bedrock or at the free ground surface, does not
affect largely the result of the critical excitation problem.
In other words, the ground above the earthquake bedrock
plays a role as a filter of ground motions and it does not
affect the critical nature of groundmotions at the earthquake
bedrock.

Since the critical ground motion produces the worst building
response among possible scenarios, the proposed method can be
a reliable tool for resilient building design.
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Research on multi-hazard prevention and mitigation in building structures is the most

recent developing trend in civil engineering. In this study, an analytical model is proposed

to calculate the structural resistance of a type of multi-hazard resilient prefabricated

concrete (MHRPC) frame under earthquake and column removal scenarios. The

MHRPC frame is assembled using prefabricated RC beams and columns, unbonded

post-tensioning (PT) tendons, energy-dissipating steel angles, and large rotational shear

plates. According to the experimental results, the MHRPC frame exhibits the features

of low damage and self-centering under seismic loading. Meanwhile, when subjected

to column removal scenarios, the MHRPC frame is proven to demonstrate a high

progressive collapse resistance. In order to calculate the seismic and progressive

collapse resistance of the MHRPC frame, analytical models for the critical components

in the MHRPC frame (PT tendons and steel angles) are compared and selected based

on the experimental results and numerical simulations. Furthermore, calculation methods

for the seismic and progressive collapse resistance of the MHRPC frame specimens are

proposed. The calculation results are validated using the experimental results. This study

could provide a reference for the design of MHRPC frame structures, considering both

earthquake and progressive collapse.

Keywords: calculation model, multi-hazard, prefabricated concrete frame, earthquake, progressive collapse

INTRODUCTION

Over the past several years, increased attention has been paid to multi-hazard mitigation and
prevention of building structures in the engineering community. Li et al. (2011) reviewed the
state-of-art research on the multi-hazard from the perspective of (1) damages and loses, (2)
assessment of effects, and (3) design and mitigation strategies. The importance of life-cycle and
multi-hazard design are highlighted. Gidaris et al. (2017) reviewed the multi-hazard fragility and
restoration models of highway bridges for the risk and resilience assessment of regional portfolios
and transportation networks. Kamath et al. (2015) and Shah et al. (2016) evaluated the residual
lateral resistance of a two-story RC frame after the post-earthquake fire. The effectiveness of ductile
detailing in improving the structural residual strength is validated. A multi-hazard resistant bridge
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pier considering earthquake and explosion load is proposed and
experimentally tested by Fujikura et al. (2008). ElSayed et al.
(2015) suggested the layout of seismically detailed reinforcement
in concrete-block shear walls for resisting the blast load. For the
most commonly constructed multi-story RC frame structures,
numerous existing studies have proven that earthquake-induced
collapse and progressive collapse starting from a local failure are
the major failure modes of multi-story RC frames (Sozen et al.,
1998; Lu et al., 2012). Hence, increasing the resistance capacity
of seismic and progressive collapse is critical for improving the
safety margin and collapse resistance of RC frames.

Progressive collapse of a building structure refers to the
disproportionate chain collapse action of a structure, initiated
by a small and localized failure that may be caused by
fire, explosion or overloading (Ellingwood, 2006). A typical
progressive collapse example of an RC frame is the 1995 bombing
of the Murrah Federal Building in Oklahoma City (Sozen et al.,
1998). Thereafter, numerous countries published progressive
collapse design requirements for RC frames.

In fact, the seismic and progressive collapse designs for RC
frames vary significantly in terms of the design methodology.
Seismic design aims to resist a system-level lateral load and
realize a “strong-column-weak-beam” failure mode under an
earthquake. Hence, the seismic resistance of frame columns is
critical to the seismic performance of an RC frame. In contrast,
progressive collapse design needs to bridge local unbalanced
vertical loads by enhancing lateral components to redistribute
the unbalanced gravity load, and avoiding the initial failure
propagation. According to Lin et al. (2017), an RC frame with
a relatively low seismic design intensity can hardly meet the
requirements of progressive collapse design, and its beams should
be strengthened to prevent progressive collapse. However, after
the progressive collapse design, it is found that newly added
progressive collapse reinforcements in the beams may lead to
an unfavorable “strong-beam-weak-column” failuremode, which
will, in turn, weaken the structural seismic performance.

In order to improve the seismic and progressive
collapse resistance of newly-designed RC frame structures
simultaneously, a novel multi-hazard resilient prefabricated
concrete (MHRPC) frame, incorporating a series of high-
performance components, namely post-tensioning (PT) tendons,
energy-dissipating steel angles, and shear plates, is proposed, as
illustrated in Figures 1A,B (Lin et al., in press). Furthermore,
the seismic and progressive collapse performance of the newly
proposed MHRPC frame was experimentally compared with
a conventional RC frame by means of seismic cyclic tests of
beam-column joint specimens and progressive collapse tests
of two-span substructures, as illustrated in Figures 1C,D. The
test setups are shown in Figure 1E. The results indicate that,
compared to the conventional RC frame, the MHRPC frame
specimen exhibits substantially smaller residual deformations
and less component damage following the seismic cyclic test.
During the progressive collapse test, the MHRPC specimen
exhibits a significantly higher progressive collapse resistance
than the conventional RC specimen, and meets the chord
rotational capacity requirement as stipulated in Department
of Defense (2016), which demonstrates superior progressive

collapse resistance. It is concluded that the MHRPC frame
system provides a satisfying solution for improving the seismic
and progressive collapse resistance of RC frame.

Although many experimental, numerical, and analytical
studies have been conducted on the earthquake resilient RC
structures (Priestley and Tao, 1993; Wolski et al., 2009; Gerami
et al., 2013; Fakharifar et al., 2014; Gerami and Sivand-Pour,
2014; Song et al., 2014, 2015; Lu et al., 2015). Limited work
has been reported on the progressive collapse performance of
this type of structures. Moreover, existing analytical models for
the progressive collapse resistance calculation are only suitable
for conventional RC frames (Yi et al., 2008; Lu et al., 2018).
Note that the proposed MHPRC frame is comprised of a series
of high-performance components, the resistance contribution
of different components needs to be quantified under both
earthquake and column removal scenarios. Hence, it is necessary
to propose an accurate and easy-to-implement analytical model
for the seismic and progressive collapse designs of the MHRPC
frame system.

Based on the experimental results, an analytical model is
proposed in this study to calculate the structural resistance
of the MHRPC frame, considering earthquake and column
removal scenarios analytically. The results are compared to the
experimental ones and exhibit strong agreement. This study
could provide a reference for the design of multi-hazard resilient
RC frame structures.

RESISTANCE CONTRIBUTIONS OF KEY

COMPONENTS IN MHRPC FRAME

Seismic Cyclic Test
According to Lin et al. (in press), the measurement results
of the PT tendons and steel angles in the seismic cyclic
tests are illustrated in Figure 2. The results indicate that the
tendon force increased as the joint rotation amplitude increased
(Figure 2A). Meanwhile, the steel angles were found to yield,
and dissipated energy once the joint rotation reached 1.6%
(Figure 2B). Compared to the steel angles, the shear plates
remained elastic during the seismic cyclic tests (Lin et al.,
in press).

Progressive Collapse Test
The measurement results of the PT tendons, steel angles, and
shear plates in the progressive collapse test are illustrated in
Figure 3. According to the experimental observations of Lin et al.
(in press), the loading process of the MHRPC specimen can
be divided into the beam mechanism and catenary mechanism
stages. During the beam mechanism stage, progressive collapse
resistance is provided by the compressive arch action (CAA) and
flexural capacities of the beams. The displacement corresponding
to the peak resistance at this stage is defined as Db as shown in
Figure 3B. During the catenary mechanism stage, the progressive
collapse resistance originates from the catenary force of the PT
tendons and steel angles. The displacement corresponding to
code required chord rotation (i.e., 0.20 rad) is defined as D0.20 as
shown in Figure 3B (Department of Defense, 2016). According
to the strain gauge reading on the shear plate, the shear plate acts
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FIGURE 1 | Schematic and test results of the MHRPC frame. (A) Deformation of MHRPC frame under column removal scenario. (B) Details of beam-column joint.

(C) Comparison of the seismic cyclic performance between MHRPC and conventional RC frames. (D) Comparison of the progressive collapse performance between

MHRPC and conventional RC frames. (E) Test setups (Lin et al., in press).
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FIGURE 2 | Measurement results of seismic cyclic test. (A) Tendon force. (B) Angle strain (Lin et al., in press).

FIGURE 3 | Measurement results of progressive collapse test. (A) Tendon force. (B) Angle strain (Lin et al., in press).

as a cantilever beam and resists the shear force transferred from
the bolt during the test (Lin et al., in press).

It can be concluded that, for the proposed MHRPC frame,
the energy-dissipating steel angles and PT tendons served
as the key load-resisting components in both the seismic
cyclic and progressive collapse tests. The shear plate was
responsible for transferring part of the shear force at the

beam ends and ensuring a large chord rotational capacity
under the column removal scenario. Therefore, this study
focuses on analyzing the resistance contributions of the PT
tendons and steel angles. Based on the component-level
analyses, an analytical model is developed to calculate the
seismic cyclic and progressive collapse resistance of the tested
specimens.
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ANALYTICAL MODEL FOR PT TENDON

In this study, referring to the Design Specification for
Unbonded Post-Tensioned Precast Concrete Special Moment
Frames Satisfying ACI 374.1 and Commentary (ACI 550.3-
13) (American Concrete Institute, 2013), the PT tendon model
proposed by Mattock (1979) is adopted. According to Mattock
(1979), the stress-strain relationship of a PT tendon can be
expressed by Equation (1):

fs = Eε




0.020+

0.98
[
1+

(
Eε

1.04fpy

)8.36] 1
8.36





(1)

where E is the elastic modulus of the PT tendon; f py is the yield
strength of the PT tendon, which can be approximated as 90% of
the ultimate strength; ε is the strain of the PT tendon, which can
be calculated by ε = ε0 + 1ε ; ε0 is the initial strain. According
to the material test carried out by Lin et al. (in press), the tensile
strength of the PT tendon is 1,993 MPa.

In the tests on the MHRPC frame specimens, as the
prefabricated beams and columns are covered by steel sleeves at
the ends, the deformation of the PT tendon is assumed to arise
primarily from the relatively rigid body rotations between the
prefabricated components. Hence, the incremental strain (1ε )
can be calculated by analyzing the specimen deformation modes.
Thereafter, the resistance contribution of the PT tendons can be
determined using Equation (1).

ANALYTICAL MODEL FOR STEEL ANGLE

In the MHRPC frame, the steel angle connections aid in: (1)
providing flexural strength and dissipating seismic energy in the
seismic cyclic tests; and (2) providing a catenary force during
the catenary mechanism stage of the progressive collapse tests.
It should be noted that, in the catenary stage, the steel angles will
experience large deformations. Hence, the analytical model of the
steel angle should be able to calculate the load-carrying capacity
in both the small and large deformation stages.

The connection between the steel angles and prefabricated
components is identical to the widely used semi-rigid connection
with top and seat angles. The steel angles are arranged around the
beam-column joint region, and connected to the prefabricated
beams and columns by means of high-strength bolts. As semi-
rigid connections with top and seat angles are used extensively
in steel structures, numerous experimental, numerical and
analytical studies exist (Kishi and Chen, 1990; Calado and
Ferreira, 1994; Mander et al., 1994; Bernuzzi et al., 1996; Ahmed
et al., 2001; Kishi et al., 2001; Garlock et al., 2003; Komuro et al.,
2004; Li, 2007; Yuan, 2007; Yang and Jeon, 2009; Ahmed and
Hasan, 2015; Hasan et al., 2017; Kong and Kim, 2017). Among
these researches, Kishi and Chen (1990) proposed calculation
methods for the initial stiffness and ultimate moment capacity
of different types of semi-rigid connections, including the top
and seat angle connection. Mander et al. (1994) calculated the
plastic moment capacity of the connection by means of virtual
work principles. For the initial stiffness, the Kishi and Chen

model 1990 was adopted byMander et al. (1994) in their research.
Another widely used steel angle connection model was proposed
by Garlock et al. (2003), based on cyclic load tests on different
steel angles.

Key Parameters of Steel Angle

Connections
When the beam-column joint is subjected to a rotation of θ , the
prefabricated beam rotates along point O and the deformation of
top and seat angles are shown in Figure 4A. Under such a load,
the top angle is subjected to a horizontal force V as shown in
Figure 4B and the plastic hinges locate at the column side of the
steel angle. Furthermore, the beam side of the seat angle rotates
along the plastic hinge on the steel angle as shown in Figure 4C.

According to Kishi and Chen (1990), Mander et al. (1994),
and Garlock et al. (2003), when the top angle is subjected to a
horizontal force V at the beam side, its strength is affected by
the following parameters: plastic hinge distance g, angle thickness
t, and angle width b, among others. The distance between two
plastic hinges is determined by the bolt size and location and
the steel angle filet length. In order to provide an improved
description of the analytical model for the steel angle, a series
of parameters for calculating the steel angle resistance (g1, g1’,
g2, g2’, r, L, t, and L’) are defined, as illustrated in Figure 4D.
Moreover, the geometric parameters of a steel angle connection
are defined, including the steel angle leg length (l1 and l2),
bolt diameter (d), and bolt head diameter (D). Based on the
deformation mode in Figure 4C, the seat angle strength depends
primarily on the flexural resistance at the plastic hinge location.

Analytical Model for Steel Angles
The analytical model for the steel angle connections includes
calculation methods for the yield moment, initial stiffness, and
post-yield resistance. Hence, the proposed model is introduced
in terms of these three aspects.

Yield Moment
(1) The Kishi and Chen (1990) and Garlock et al. (2003) method
(namely, Method Y1)

When the beam-column joint reaches the yield state,
according to the moment equilibrium between the external force
(My) and internal force, the yield moment can be expressed as
follows (Kishi and Chen, 1990; Garlock et al., 2003):

My = Mseat +Mp + Vph (2)

whereMseat is the flexural strength at plastic hinge 3 (Figure 4C),
which can be calculated by Equation (3); Mp is the flexural
strength at plastic hinge 2 (Figure 4B); Vp is the shear force
transferred from the frame beam; and h is the beam height.

Assuming that both angle legs have the same thickness t, the
flexural strength of a steel angle with a width b and material
strength f y can be calculated according to Equation (3).

Mp =
fybt

2

4
(3)
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FIGURE 4 | Deformation of MHRPC joint. (A) Overall deformation. (B) Top angle. (C) Seat angle. (D) Dimensions of steel angle.

Moreover, the shear force Vp can be calculated using Equation
(4), as suggested by Garlock et al. (2003):

Vp =
2Mp

g
(4)

(2) The Mander et al. (1994) method (namely, Method Y2)
In contrast to Kishi and Chen (1990) and Garlock et al. (2003),

Mander et al. (1994) deduced the expression for the yieldmoment
by means of the virtual work principle, as indicated in Equation
(5):

My = m3 +m2 + (m1 +m2)
h′

g
(5)

where m1, m2, and m3 are the flexural strength at plastic hinges
1, 2, and 3, respectively, which can also be calculated by Equation
(3); h′ is the distance between plastic hinge 2 and the rotation
center O; and g is the distance between plastic hinges 1 and 2.

Initial Stiffness
The initial stiffness of the top and seat angle connection can
be derived by calculating the initial stiffness of the top and seat
angles, respectively. The initial stiffness contribution of the seat
angle can be calculated by Equation (6) (Mander et al., 1994).

Kseat =
4EI

lso
(6)
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where E is the elastic modulus of the steel; I is the sectional
moment of inertia; and lsois the distance between plastic hinge
3 and the angle leg tip, as indicated in Figure 4A.

Calculationmethods for the initial stiffness contribution of the
top angle include the Kishi and Chen (1990) and the Garlock et al.
(2003) methods.

(1) The Kishi and Chen (1990) method (namely, Method S1)
According to Kishi and Chen (1990), the top angle acts as

a cantilever beam and its initial stiffness contribution can be
derived according to Equation (7):

Ktop =
3EI

1+ 0.78t2

g′2

h20

g′3
(7)

where E is the elastic modulus of the steel; I is the sectional
moment of inertia; t is the angle thickness; g′ is the distance from
plastic hinge 1 to the mid-thickness of the angle leg on the beam
side; and h0 is the distance between the mid-thickness of the top
and seat angles on the beam side. When the top and seat angles
have the same thickness, h0 = h+t.

(2) The Garlock et al. (2003) method (namely, Method S2)
Garlock et al. (2003) assumed that the top angle is fixed at the

bolt positions on both the beam and column sides, as illustrated
in Figure 5. The initial stiffness contribution of the top angle can
be calculated by Equations (8–10). The initial stiffness can be
expressed in terms of the bending and shear stiffness (Kbend and
Kshear):

1

Ktop
=

1

Kshear
+

1

Kbend
(8)

Kshear =
12EI

0.26gt2
(9)

Kbend =
12EI

g3
−

6EICθ

g2
(10)

Cθ =

[ 3
g2
(1+ 2 e

g )

2
g (1+

3e
2g )+

2
L (1+

3e
2L )

]
(11)

where Cθ is the rotation angle corresponding to a unit movement
of the steel angle heel, which can be derived by Equation (11); e is
the half-length of the square rigid zone, which is equal to t/2; and
g and L are two steel angle connection parameters, as defined in
Figure 5. As suggested by Garlock et al. (2003), when calculating
the initial stiffness contribution of the top angle, g1

′ and L′

as depicted in Figure 4D are assigned to g and L, respectively.
Taking the beam height into consideration, the flexural stiffness
contribution of the top angle can be determined.

Post-yield Resistance
The shear force of the top angle following yielding can be
calculated by Equation (12), according to Garlock et al. (2003):

V =

(
2Mp

g − ∆

)
α (12)

where ∆ is the movement of the top angle heel, as illustrated in
Figure 5; and α is the material hardening parameter of the steel.

FIGURE 5 | Analytical model for top angle (Garlock et al., 2003).

It should be noted that Kishi and Chen (1990) also proposed a
power-law-basedmodel to simulate the post-yield behavior of the
steel angle connection. However, the power index in the Kishi and
Chen method 1990 should be calibrated by means of a series of
experimental data, which is not practical in engineering design;
therefore, it is not adopted in this study.

Model Selection for Steel Angle
Steel Angle Database
In order to the compare the accuracies of the different methods
mentioned above, a total of 45 steel angle connection specimens
were collected from the literature (Calado and Ferreira, 1994;
Mander et al., 1994; Bernuzzi et al., 1996; Garlock et al., 2003;
Komuro et al., 2004; Li, 2007; Yuan, 2007; Yang and Jeon, 2009;
Ahmed and Hasan, 2015). Detailed information regarding these
specimens can be found in the database in Appendix Table 1 in
Supplementary Material.

Moreover, a benchmark FE model for the steel angle
connection in the experiments of Lin et al. (in press) is
constructed using MSC.Marc. Based on the benchmark model,
24 FE models with various design parameters (bolt positions,
angle thicknesses, and material strengths) are built to establish
the numerical database in Appendix Table 2 in Supplementary
Material.

The cyclic tests on steel angles conducted by Garlock et al.
(2003) are used to validate the accuracy and feasibility of the FE
models. Taking specimen L6-516-9 as an example, solid elements
are used to construct the models. The steel angle model is divided
into four layers along the thickness. The material parameters are
assigned according to the tension coupon results provided by
Garlock et al. (2003). The simulated cyclic response of specimen
L6-516-9 is compared to the experimental result in Figure 6,
which indicate that the above FE model can accurately reproduce
the cyclic behaviors of the steel angle in the tests.

Based on the above experimental and numerical database,
different analytical models for the steel angle connection are
compared and selected. Subsequently, the selected models
are used to analyze the experimental results of the MHRPC
specimens.
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FIGURE 6 | Validation of numerical model (specimen L6-516-9) (Garlock et al.,

2003).

Model Selection

Yield strength
The ratios between the calculated yield strengths and
experimental results for the 45 specimens in the experimental
database are compared in Figure 7A. The blue hollow triangle
data points indicate the results from Method Y1 (Kishi and
Chen, 1990; Garlock et al., 2003), while the red solid diamond
data points represent the results from Method Y2 (Mander et al.,
1994). The mean absolute errors (MAEs) of Methods Y1 and Y2
are represented by the blue and red solid lines, respectively. Note
thatMethod Y2 is only suitable for beam-column joint specimens
with top and seat angle connections, and the corresponding data
points for specimens 1–7 (Garlock et al., 2003) are absent as
these tests are cyclic tests of the steel angles.

The results indicate that both methods can provide an
accurate estimation of the yield strength of the steel angle
connections. The MAE of Method Y1 is 16.42% with a standard
deviation of 0.163, while the MAE of Method Y2 is 30.91% with
a standard deviation of 0.197. Moreover, additional data points
from Method Y1 are within the range of ±20%, as illustrated in
Figure 7A.

The calculated yield strengths using Method Y1 are compared
to the numerical database results in Figure 7B. The results
demonstrate that Method Y1, validated by the experimental
database, can accurately calculate the yield strength of the steel
angle connection model. The MAE is 7.44% with a standard
deviation of 0.064. Hence, Method Y1 is adopted in this study
to calculate the yield strengths of the steel angle connections.

Initial stiffness
Similarly, the ratios between the calculated initial stiffness and
experimental results for the specimens in the experimental
database are illustrated in Figure 8A. The blue hollow triangle
data points denote the results from Method S1 (Kishi and
Chen, 1990), while the red solid diamond data points represent
Method S2 (Garlock et al., 2003). The MAEs of Methods S1 and
S2 are indicated by the blue and red solid lines, respectively.
The MAE of Method S1 is 89.61% with a standard deviation
of 1.356, while that of Method S2 is 133% with a standard

deviation of 2.251. Both Methods S1 and S2 can provide accurate
predictions for certain specimens. In contrast, neither of the two
models can provide an effective prediction for the remaining
specimens. It should be noted that such errors may arise
from either the analytical models or experimental measurement
errors. The errors of the analytical models may come from the
idealization of the connection, measured material strength and
so on. The experimental measurement errors may be caused
by the installation of the tested specimens (e.g., relative slide,
content of stiffening, machining error, etc.), the accuracy of
the apparatus and so on. Actually, errors larger than 500%
are also found in existing literature when predicting the initial
stiffness of the top and seat angle connections (Kong and Kim,
2017). Hence a numerical database is necessary for selecting a
more accurate initial stiffness calculation method. Similar model
selection methodology is also adopted in many existing studies
(Hasan et al., 2017; Kong and Kim, 2017).

Compared to the experimental results, the FE model results
can avoid errors from the experimental measurement. For
all of the models in the numerical database, the calculated
initial stiffness values are compared to the numerical results in
Figure 8B. It is demonstrated that the calculated initial stiffness
of Method S1 is slightly smaller than the numerical result. The
MAE of Method S1 is 12.80% with a standard deviation of
0.145. In contrast, the result of Method S2 is higher than the
corresponding numerical results. The MAE is 61.59% with a
standard deviation of 0.247. Based on the comparison of the
two methods, Method S1 is suggested for calculating the initial
stiffness of the top angle in this study.

To conclude, the proposed calculation procedure for the top
and seat angle connection is summarized in Figure 9A. Taking
model T6 in Appendix Table 2 in Supplementary Material as
an example, the calculated load-displacement curve using the
proposed method is compared to the numerical results, with
strong agreement, as indicated in Figure 9B.

ANALYTICAL MODEL FOR MHRPC FRAME

Seismic Resistance
According to El-Sheikh et al. (2000), during the initial loading
stage of the seismic cyclic test, the deformation of the beam-
column joint arises from the flexural deformation of the
prefabricated concrete beam until reaching the linear limit state.
The initial stiffness is defined as the secant stiffness when the
component reaches the linear limit state. El-Sheikh et al. (2000)
suggested that the linear limit state moment could be determined
according to Equations (13–15).

Mll = min (Mll1,Mll2) (13)

Mll1 = 5fpiAph/12 (14)

Mll2 = Th

(
1−

fci

0.85f ′c

)
= 0.5fpiAph

(
1−

fci

0.85f ′c

)
(15)

where Mllis the linear limit state moment corresponding to the
frame beam on one side of the beam-column joint; T is the pre-
tension force of a PT tendon; f pi is the initial stress of a PT
tendon; Ap is the total area of the PT tendons; h is the beam
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FIGURE 7 | Comparison of different yield strength calculation methods. (A) Comparison with experimental database. (B) Comparison with numerical database.

height; f ci is the initial stress of the concrete under pre-tension;
and f c

′ is the concrete cylinder strength. Note that, in the seismic
cyclic tests of Lin et al. (in press), as the specimen is loaded at the
beam ends on both sides of the joint, the calculated linear limit
state should be 2Mll.

Before the specimen reaches the linear limit state, the initial
stiffness of the moment-rotation relationship for the MHRPC
joint specimens can be approximated by Equation (16).

R = 2
EIg

L
(16)

where E is the material elastic modulus, and for simplicity, the
elastic modulus of concrete is used in this study; Ig is the sectional
moment inertia; and L is the effective length of the frame beam on
one side of the joint, which can be taken as the distance between
the edges of two steel jackets. In the seismic cyclic tests of Lin
et al. (in press), L = 1.2m. According to the drawings provided
in Lin et al. (in press), the calculated initial stiffness is 8,138
kN·m for the MHRPC joint specimen. Moreover, in the first test
of this specimen (initial pre-stressing level: 42%), the calculated
linear limit state moment is 34.7 kN·m, corresponding to a joint
rotation of 0.426%. In the second test (initial pre-stressing level:
20%), the linear limit state moment is 16.7 kN·m, corresponding
to a joint rotation of 0.205%.

According to Lin et al. (in press), in the seismic cyclic test
of the MHRPC frame joint specimen, the prefabricated beams
rotate along the corner points at the beam-column interfaces, as
illustrated in Figure 4A. The steel angles begin to deform and
contribute to the flexural resistance once the specimen reaches
the linear limit state. The deformation of the steel angle heel (∆)
can be calculated according to Equation (17):

∆ = (θ − θll) h (17)

where θ is the joint rotation and θll is the joint rotation
corresponding to the linear limit state. Note that, when θ is
smaller than θll, ∆ = 0. h is the beam height. The resistance from
the top and seat angle connection can be calculated according the
procedure illustrated in Figure 9A.

Moreover, the elongation of the top PT tendon (∆tendon) can
be calculated by Equation (18), according to the deformation
mode of the beam-column joint, as illustrated in Figure 10:

∆tendon = θ
(
d1 + d2

)
= θh (18)

where d1 and d2 are the distances from the PT tendon centers to
the bottom of the prefabricated beam, respectively. Note that, in
the MHPRC frame, the PT tendons are arranged symmetrically
along the sectional height, and the elongation of the bottom
PT tendon can also be calculated by Equation (18). When
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FIGURE 8 | Comparison of different initial stiffness calculation methods. (A) Comparison with experimental database. (B) Comparison with numerical database.

considering the total length of the PT tendon (ltendon), the strain
increment in Equation (1) can be calculated following 1ε =

∆tendon/ltendon, based on which the internal force of the PT
tendon can be determined. Furthermore, the flexural resistance
contribution of the PT tendons can be obtained.

The moment-rotation relationship of the MHRPC joint
specimen can be approximated by summing the flexural
resistance contributions from the PT tendons and steel angle
connections. Note that, in the seismic cyclic tests of Lin et al.
(in press), the MHRPC joint specimen is tested twice in order to
verify the reparability and self-centering capacity. During the first
test, the initial pre-stressing level is set as 42%, while in the second
test, it is 20%. The analytical backbone curves are compared to
the experimental results in Figure 11. It should be noted that the
calculated tendon force-rotation relationships in the two tests are
also compared to the experimental measurements in Figure 11.
The results indicate that the calculated cyclic response of the
MHRPC joint specimen, including the tendon force-rotation
relationship, fits strongly with the test results. The proposed
method can be used in the seismic resistance design and analysis
of such MHRPC frame structures.

Progressive Collapse Test
As discussed previously, according to the load-displacement
curve in Figure 1D, the loading process of the progressive

collapse test of the MHRPC substructure can be divided into
the beammechanism and catenary mechanism stages. Hence, the
analytical model also includes the beammechanism and catenary
mechanism parts.

Beam Mechanism
The progressive collapse resistance of the MHRPC substructure
mainly originates from the CAA and flexural resistance of the
frame beam. The calculation method proposed by Lu et al. (2018)
is adopted in this study. The peak displacement corresponding to
the peak CAA resistance can be estimated by Equation (19).

δ = 0.00050l2/h (19)

where l is the total specimen length and h is the beam
height. Furthermore, the progressive collapse resistance can
be calculated following the Park and Gamble (2000) method
(Equations 20–25).

P =
2 (M1 +M2 − Nδ)

βl
(20)

N = Cc + Cs − T = 0.85f ′cβ1cb+ Cs − T (21)

M1 = 0.85f ′cβ1c
′b

(
0.5h− 0.5β1c’

)
+ C′

s(0.5h− d′)

+ T′(0.5h− d′) (22)

M2 = 0.85f ′cβ1cb
(
0.5h− 0.5β1c

)
+ Cs(0.5h− d′)
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FIGURE 9 | Calculation method for steel angle connection. (A) Calculation procedure. (B) Validation of proposed method.

FIGURE 10 | Joint region deformation of the seismic cyclic test specimen.
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FIGURE 11 | Comparison of seismic cyclic test results. (A) First test of MHRPC joint specimen (initial pre-stressing level: 42%). (B) Second test of MHRPC joint

specimen (initial pre-stressing level: 20%).

FIGURE 12 | Definition of parameters in Park and Gamble model 2000.

+ T(0.5h− d′) (23)

c′ =
h

2
−

δ

4
−

βl2

4δ
(ε +

2t

l
)+

T′ − T − C′
s + Cs

1.7f ′cβ1b
(24)

c =
h

2
−

δ

4
−

βl2

4δ
(ε +

2t

l
)−

T′ − T − C′
s + Cs

1.7f ′cβ1b
(25)

where the parameter definitions are illustrated in Figure 12. A
more detailed CAA calculation procedure in RC frame beams can
be found in Lu et al. (2018).

The calculated CAA resistance of the progressive collapse test
specimen in Lin et al. (in press) is 58.53 kN. Combined with the
previously estimated peak displacement, a typical loading point
can be denoted as illustrated in Figure 15A.

Catenary Mechanism
During the catenary mechanism stage, the MHRPC substructure
deforms, as illustrated in Figure 13. The elongation of a PT
tendon can be calculated by Equation (26), according to the
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FIGURE 13 | Deformation of progressive collapse test specimen.

FIGURE 14 | Definitions of angle parameters (Yang and Tan, 2013).

geometry.

∆tendon = 2

(√
δ2 + l2n − ln

)
(26)

where δ is the column stub displacement and ln is the net span
of the prefabricated beam. Based on the tendon elongation, the
strain increment and tendon force can be calculated further.
The progressive collapse resistance contribution of the PT
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FIGURE 15 | Comparison of the progressive collapse test results. (A) Load-displacement curve. (B) Tendon force.

tendons is composed of the vertical components of the tendon
forces.

Moreover, according to Yang and Tan (2013), the catenary
force contribution of the steel angle connections is dependent
on the ultimate tensile force of the steel angles, which can be
calculated by Equation (27).

Na = (beff ,a − ndb,hole)tafy (27)

where Na is the ultimate tensile force of the steel angle and beff ,a

is the effective width of the steel angle, which is determined by
Equations (28, 29).

beff ,a = min
(
dh + 2ma,

dh
2 +ma +

w
2 ,

bta
2 ,

dh
2 +ma + ex

)

(28)

ma = m− ta − 0.8ra (29)

where the parameter definitions are provided in Figure 14.
For the steel angle used in the progressive collapse test of

the MHRPC substructure, the calculated beff ,a and Na values
are 62.5mm and 130.54 kN, respectively. Furthermore, the
progressive collapse resistance contribution is composed of the
vertical components of tensile forces in the steel angles.

The calculated load-displacement curve of the
progressive collapse test is compared to the experimental
result, as illustrated in Figure 15A. It should be noted
that the tendon force-displacement relationship is also
compared in Figure 15B. The results indicate the proposed
method can provide reasonable predictions of the
progressive collapse resistances for MHRPC substructures
in the beam mechanism and catenary mechanism
stages.

CONCLUSION

A novel MHRPC frame system has been proposed to improve

the seismic and progressive collapse performance of commonly
used RC frames by Lin et al. (in press). In this study, based

on the experimental tests of the MHRPC frame specimens,
an analytical model for the design of the MHRPC frame is

established and validated by means of experimental results. The
main contributions of this study include the following.

(1) The resistance contributions of different components in
the MHPRC frame are analyzed based on the experimental
measurement data, which lays a foundation for developing
the proposed calculation methods for the MHRPC frame.

(2) Two databases of steel angle connections (experimental and
numerical) are constructed based on the literature review
and FE modeling using MSC.Marc. An analytical model for
the steel angle is suggested and validated using the databases.

(3) The deformation modes of the MHRPC specimens in the
seismic cyclic and progressive collapse tests are analyzed to
calculate the deformation of steel angles and elongations
of PT tendons. On this basis, the resistance contributions
of both the PT tendons and steel angle connections are
quantified using the tendon constitutive and steel angle
models. Thereafter, the seismic cyclic and progressive
collapse responses of the MHRPC specimens are calculated
and validated using the experimental results.

This work could provide a reference for the seismic and
progressive collapse design of such MHRPC frame structures.
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It is known that, while the stochastic Green’s function method is suitable for generating

ground motions with short periods, the three-dimensional finite difference method (FDM)

is appropriate for ground motions with rather long periods. In the previous research, the

stochastic Green’s function method was used for finding the critical earthquake ground

motion for variable fault rupture slip (slip distribution and rupture front). However, it cannot

be used for ground with irregularities and for wave component with rather long periods.

In responding to this request, the FDM is used in this paper for finding the critical ground

motion for structures with rather long natural period. Since the FDM is time-consuming,

it seems unfavorable to use it in a simple sensitivity algorithm where an independent

response sensitivity is calculated for many design parameters. To overcome this difficulty,

the bi-cubic spline interpolation of uncertain parameter distributions (seismic moment

distribution in this paper) and the response surface method for predicting the response

surface from some sampling points are used effectively in this paper. The uncertainty

parameter is the fault rupture slip distribution described in terms of seismic moments. It

is found that the critical ground motion for structures with rather long natural period can

be found effectively by the proposed method.

Keywords: critical ground motion, worst input, fault rupture, finite difference method (FDM), response surface

method, spline interpolation, long-period structure, robustness

INTRODUCTION

There was common understanding that earthquake ground motions can be classified into a
few types (Abrahamson et al., 1998). However, many earthquake ground motions of peculiar
characteristics have been observed recently in the world (for example, Mexico, 1985; Northridge,
1994; Kobe, 1995; Chi-chi, 1999; Tohoku, 2011). After such earthquakes occur, we feel that
unpredictable ground motions can occur and powerful theoretical approaches are inevitable to
respond to those groundmotions. One of the approaches may be the critical excitation method (see
Drenick, 1970; Takewaki, 2007) which enables the search of the worst earthquake ground motion
among possible ones. To tackle the worst ground motion under the consideration of fault rupture
models, tools for producing ground motions in terms of fault rupture models may be necessary
(Makita et al., 2018b).
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It is well recognized that, while the empirical Green’s function
method (Irikura, 1986; Yokoi and Irikura, 1991) or the stochastic
Green’s function method (Wennerberg, 1990; Hisada, 2008) is
suitable for generating ground motions with short periods, the
three-dimensional finite difference method (FDM) is appropriate
for ground motions with rather long periods (Bouchon, 1981;
Hisada and Bielak, 2003; Yoshimura et al., 2003; Nickman et al.,
2013). To enhance the usability of the FDM, an open software
(GMS: GroundMotion Simulator) is available (Aoi and Fujiwara,
1999; Aoi et al., 2008; Maeda et al., 2012, 2016; Tanaka et al.,
2014). The combination of these two-type motions with the use
of a matching filter is acknowledged as the most powerful and
reliablemethod for generating earthquake groundmotions under
the consideration of fault ruptures and surface waves. Since the
parameters used in these methods for ground motion generation
contain various uncertainties, i.e., aleatory uncertainty and
epistemic uncertainty (Taniguchi and Takewaki, 2015; Okada
et al., 2016), the treatment of such uncertainties are essential for
the reliable estimation of ground motions (Abrahamson et al.,
1998; Lawrence Livermore National Laboratory, 2002; Morikawa
et al., 2008; Cotton et al., 2013).

In the previous research (Makita et al., 2018a), the effect of
the fault rupture was taken into account simply by introducing
the phase difference method. The robustness of a new building
structural system consisting of base-isolation and building

FIGURE 1 | Outline of proposed method. (A) Scheme of setting variable seismic moment distribution in fault. (B) Flowchart for finding critical earthquake ground

motion.

connection (Murase et al., 2013) was investigated for uncertain
ground models. However, the fault rupture mechanisms cannot
be considered in detail. In another previous research (Makita
et al., 2018b), the stochastic Green’s function method was used
for finding the critical earthquake ground motion for variable
fault rupture slip (slip distribution and rupture front). However,
it cannot be used for ground with irregularities and for wave
component with rather long periods.

Since the FDM is time-consuming, it seems unfavorable to
use it in a simple sensitivity algorithm where an independent
response sensitivity is calculated for each design parameter. To
overcome this difficulty, the bi-cubic spline interpolation of
uncertain parameter distributions (seismic moment distribution
in this paper) through the control points and the response surface
method for predicting the response surface from some sampling
points are used effectively in this paper. The uncertain parameter
is the fault rupture slip distribution described in terms of seismic
moments at the control points. It is found that the critical ground
motion for building structures with rather long natural period
can be found effectively by the proposed method.

To investigate the effect of uncertainty level in the fault
rupture on the robustness of building structures using the
robustness function (Ben-Haim, 2006), several uncertainty levels
are set and the critical fault rupture model is sought. Then the
maximum story ductility is obtained for each uncertainty level.
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OUTLINE OF PROPOSED METHOD

In this paper, the uncertain parameter is the fault rupture slip
distribution described in terms of seismic momentsM0. First of
all, the nominal distribution of fault rupture slip is given. The
rupture front is assumed to develop concentrically as shown
in Figure 1A. To reduce the degree of freedom in the setting
of variable fault rupture slip distribution, some control points
are selected in the fault. Sampling points in the uncertain
parameter range are planned by the experimental design
method at all control points. Then the uncertain parameters
at all points are interpolated from the values at the control
points by introducing bi-cubic spline interpolation of uncertain
parameter distributions (seismic moment distribution in this
paper). In the next, ground motions are generated by using
the FDM. The response of a structure under the generated
ground motion is computed. Then the response surface is
obtained by the least-squares method. The maximum value
of the response surface is determined by using the Sequential
Quadratic Programming (SQP) method. Finally, the critical
fault model is found and the corresponding ground motion
is generated. The earthquake response analysis is conducted
under the critical ground motion. The flowchart for finding the
critical earthquake ground motion is shown in Figure 1B. To
investigate the robustness of a building structure with rather

long natural period with respect to the variability of the fault
rupture distribution, the robustness function due to Ben-Haim
(2006) is introduced. The relation of the maximum response
of the structure with the uncertainty level of variable fault
rupture slip distribution provides the quantitative evaluation
of the robustness of the structure against the uncertain
environment.

As mentioned above, in the generation of ground motions,
FDM is used for producing ground motions with rather
long periods (usually longer than about 1–2s). For ground
motion components with shorter periods, the stochastic Green’s
function method is often used. Then both ground motion
components are combined with the matching filter. Since a
building structure with a rather long fundamental natural
period is treated here, FDM is employed for generating ground
motions.

FINITE DIFFERENCE METHOD (FDM)

The three-dimensional finite difference method (FDM) is often
used as a useful numerical method for generating earthquake
ground motions on the ground with irregularities. It can also
take the fault rupture mechanism into consideration. In the
research group of ground motion generation, an open source

FIGURE 2 | Expression of variability in seismic moment allocated to fault element for response surface method. (A) Schematic diagram of three-dimensional Central

Composite Design (CCD). (B) Example of epaxial point. (C) Example of factorial design.
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FIGURE 3 | Process of constructing critical fault model (variation of seismic moment in each fault element). (A) Setting of nominal model. (B) Variation of seismic

moment at control point. (C) Interpolation of seismic moments at all points from values at control points. (D) Determination of seismic moments at all points by using

bi-cubic spline function. (E) Set the asperity from the obtained seismic moment distribution. (F) Termination of assignment of seismic moment.

(GMS: Ground Motion Simulator: http://www.gms.bosai.go.jp/
GMS/) can be used (Aoi and Fujiwara, 1999; Aoi et al., 2008;
Maeda et al., 2012, 2016; Tanaka et al., 2014). In this paper,
such open source software is used. The reliability and accuracy
of this software will be investigated through the comparison
with actual earthquake events and the benchmark tests (see
Appendix).

OPTIMIZATION IN PROPOSED METHOD

Response Surface Method
The response surface method (RSM) is often used as an efficient
and reliable method for prediction of responses of structures with

many parameters (Khuri and Cornell, 1996). The procedure of

the RSM can be summarized as follows: (i) Select the control
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FIGURE 4 | Modeling of ground and fault. (A) Quarter grid model of FDM. (B)

Source time function.

points, (ii) Plan sampling points by the experimental design

method for the control points, (iii) Interpolate the uncertain
parameters at all points from the values at the control points,
(iv) Generate ground motion using the FDM, (v) Calculate the
response of a structure under the generated ground motion (vi)
Estimate the response surface by the least-squares method, (vii)
Search the maximum value of the response surface using the SQP
method.

While the earthquake ground motions have to be generated
repeatedly in the design procedure based on the conventional
critical excitation method after the change of design conditions
(the change of uncertainty level in the fault as treated in this paper
or the change of superstructures etc.), those do not need to be
generated in the design procedure based on the proposed critical
excitation method using the RSM. This is because the earthquake
ground motions for given sampling points have been generated
and those can be used repeatedly.

Let xi denote the seismic moment at the control point i. The
response surface in terms of quadratic functions can be expressed
as

y =
∑

i

c′ixi +
∑

i

cixi
2 +

∑

i

∑

j 6=i

cijxixj + c0 + ε (1)

where the first term is a linear term, the second term is a quadratic
term, the third term is a cross term, the fourth term c0 is a
constant, and the fifth term ε is an error term. ci, c

′
i, cij are their

coefficients.

Although the second-order approximation is said to be
inferior to the third-order approximation, it has some merits,
(i) the required number of sampling points for a given accuracy
is small, (ii) the solution is stable, (iii) the computational load
for the increasing number of input factors is within a reasonable
range. The coefficients ci, c

′
i, cij, c0 are determined by using the

well-known least-squares method.
In the next, let us explain the sampling method for the

second-order approximation. The representative methods are
(i) Latin Hypercube Sampling (LHS), (ii) Central Composite
Design (CCD), (iii) Box-Behnken Design (BBD) (see Box and
Behnken, 1960). Among these sampling methods, CCD, and
BBD are designed for the evaluation of the second-order
approximation. Figure 2A shows the CCD sampling method
for three parameters. Each axis indicates the variation of the
corresponding uncertain parameter. In the CCD method, the
necessary number of sampling points for n uncertain parameters
is (n + 2)(n + 1)/2 (Ohbuchi et al., 2011). In this paper, CCD
method is employed.

In CCD, three types of sampling points exist, (i) Central
point, (ii) Epaxial point, (iii) Factorial design. Let M0ij and
M̄0ij denote the seismic moment and its nominal value. The
central point indicates a nominal value. The Epaxial point,
(M0ij/M̄0ij) − 1, is on an axis and it varies the range (−1, 1)
as shown in Figure 2B. Figure 2B shows an example such that
the value only at the point (1, 5) varies. Since the Factorial
design is intended to interact with each other, it makes each
parameter vary ±1/

√
n as shown in Figure 2C. The objective

of the Factorial design is to investigate the interaction between
parameters.

Seismic Moment Distribution Using Spline
Interpolation
If the number of divisions in the fault plane is small,
the FDM cannot simulate the smooth fault rupture and
keep the computational accuracy in a wide frequency range.
When we consider many uncertain parameters in a fault
plane, the robustness evaluation needs formidable amount of
computational load. Therefore, some techniques are needed to
reduce the computational load.

The seismic moment distribution at all points is obtained by
using the bi-cubic spline interpolation for the seismic moments
at the control points. Consider the fault element in the region
[pi, pi+1]× [qj, qj+1]. The seismic moment in this region can be
expressed by

fij(p, q) =

3∑

k,l=0

aklij (p− pi)
k(q− qj)

l (2)

where aklij is the coefficient. The method of setting of the bi-cubic

spline functions is explained in Figures 3A–F. The respective
procedures (a)-(f) can be summarized as follows.

(a) Set the rectangular fault model (nominal model). All the
fault elements in this nominal model have a constant seismic
moment. Select some control points.
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TABLE 1 | Soil conditions.

Layer Thickness

D (m)

Pressure wave velocity Vp (m/s) Shear wave velocity Vs (m/s) Mass densityρ (kg/m3) Q-value

Qp (−) Qs (−)

1 1,000 4,000 2,000 2,600 40f1.0 40f1.0

2 (half-space) – 6,000 3,400 2,700 70f1.0 70f1.0

FIGURE 5 | Fault models. (A) Control point for critical model. (B) Recipe model 1. (C) Recipe model 2. *Starting point of fault rupture.

(b) Vary the seismic moments at these control points within a
specified range.

(c) Interpolate the seismic moments at all points (element fault
points) from the values at the control points by using the
bi-cubic spline functions.

(d) Detect the value M0ij all points from the bi-cubic spline
functions. IfM0ij < 0 is detected, 0 is given.

(e) Set the asperity from the obtained seismic moment
distribution. Select sequentially as an asperity from the
fault element with the largest seismic moment.

(f) When the total seismicmoment attains 70% of the preassigned
seismic moment of the overall fault or the total area of the
asperities becomes over 22% of the fault area, terminate the
selection of the asperities. Modify the rise time of the selected
asperities.

The constraint at the stage (f) is introduced following the
research by Ishii et al. (2000) and Somerville et al. (1999). Ishii
et al. (2000) defined 70% from the largest of the fault elements as
the principal rupture region and Somerville et al. (1999) reported
that the mean area of the asperities in inland earthquakes is 22%.

The rise time at the above-mentioned stage (f) is set following
the research by Day (1982).

τ = W/(2Vr) (3)

The width of the asperity is substituted into Equation
(3). In this paper, the area Sa of the asperity is
calculated at the stage (f) and a square fault is assumed.
Then the equivalent width Wa is substituted into
Equation (3).

Compared to the previous works, the proposed method
enables the reduction of the number of uncertain parameters and
the smooth setting of the parameters on the fault.

Constraint on Parameter Variation Using
nth-Order Hypercube and Hypersphere
Let x = {x1, · · · , xn}

T and x denote a set of uncertain parameters
xi and their nominal set. n is the number of uncertain parameters
(the number of control points in this paper). In the uncertainty
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FIGURE 6 | Critical fault model. (A) Distribution of critical seismic moment ratio. (B) Distribution of asperity.

FIGURE 7 | Time history of ground motion (component of transverse) for each fault model. (A) velocity. (B) acceleration.
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analysis, the simplest constraint on parameter variation is a box
type described by

R1(x, x̄,α) =
{
x|

∣∣(x/x)− 1
∣∣ ≤ α

}
(4)

where α is a given value representing the uncertainty level. R1is a
hyper cube of order n. Although R1 is suitable for problems with a
relatively larger uncertainty level, it is often the case that the final
solution goes to its end of the range. Furthermore, the setting of
a larger uncertainty level is apt to cause a heavy computational
load. To remedy this, a hyper sphere constraint is often used
which can be defined by

R2(x, x̄,6, c) = {x|(x− x̄)T6−1(x− x̄) ≤ c} (5)

where 6 is the covariance matrix. Since (x− x̄)T6−1(x − x̄)
follows the χ2 distribution of order n, the probability of x ∈

R2(x̄,6,β) becomes Fn(c). Fn(−) is the probability distribution
function of the χ2 distribution of order n. If we define the
confidence region by β = Fn(c), Equation (5) can be re-expressed
by

R2(x, x̄,6, Fn
−1(β)) = {x|(x− x̄)T6−1(x− x̄) ≤ Fn

−1(β)} (6)

When x follows the normal distribution, Equation (6) indicates
that the probability of (x− µ)T6−1(x − µ) ≤ Fn

−1(β) isβ .
The setting of variable regions in the fault may be possible by
substituting the parameters defining the inhomogeneity of the
fault parameters into the covariance matrix6.

There are some researches on the variability of fault
parameters (Somerville et al., 1999; Ishii et al., 2000). In this
paper, the result by Ishii et al. (2000) on “inland faults” is
used. Ishii et al. (2000) investigated the inversion of 15 inland
earthquakes (seismic moment, rupture velocity etc.) and derived
the mean and the coefficient of variation of the ratio (the
principal rupture region to the overall fault) of the seismic
moment. In this paper, the mean is µ = 2.1 and the coefficient
of variation is CV = 0.36. The obtained variance σ 2 =

(2.1× 0.36)2 = 0.57 is substituted into the covariance 6 in
Equation (6). In this paper, the covariance between different
faults is treated as 0.

NUMERICAL SIMULATION

Consider a numerical example using the FDM for generating
the earthquake ground motions. The critical fault model is
investigated by the proposed method. In addition, to evaluate
the validity and the degree of criticality of the obtained critical
ground motion, two models (Recipe 1 and Recipe 2) are
considered based on the strong ground motion prediction recipe
(Earthquake Research Committee, 2017). The search of the
critical excitation for several levels of uncertainty in the fault is
conducted using the proposed method and the corresponding
structural responses are clarified.

Modeling of Ground and Fault
Consider a quarter grid model of FDM as shown in Figure 4A.
The fault length and width are 30 km and 18 km. The other
parameters are strike =90◦, dip =90◦, rake =180◦, and the
original base point is located at (0,−15, 2)(km). The seismic size
is assumed to be Mw = 6.8 and M0 = 1.8 × 1019(Nm). It
is assumed that the rupture propagates concentrically from the
rupture initiation point H(Hx,Hy,Hz) = (0,−10.2, 15.8)(km)
with the rupture propagation velocity Vr = 2800(m/s). The time
shift tshift in each fault element is given by

tshift = tstart + ξ/Vr

ξ =

√
(X −Hx)

2
+ (Y −Hy)

2
+ (Z −Hz)

2 (7)

where tstart is the source rupture initiation time.
In the setting of area source in the three-dimensional FDM, it

is necessary to approximate this by multiple point sources placed
at the difference grid points. In this paper, multiple point sources
are placed at the difference grid points on the source layer and
the seismic moment is released by considering the time delay
due to the rupture propagation. For this purpose, the fault plane
is divided into the small fault size dx = 0.6(km) and small
faults of 50 × 30 = 1500 are placed on the source layer. To
express the sequential rupture of the divided area sources, it is
necessary that dx is sufficiently smaller than the wave length
λ(km) of the rupture front. The wave length of the rupture front
can be computed by λ = Vr/f = 2.8/1 = 2.8(km) with
the effective frequency f = 1(Hz). It can be understood that
dx ≪ λ is satisfied and the sequential rupture can be expressed
in a sufficient manner.

The following triangle function is employed as the source time
function in the fault element.

f (t) =





0 (t ≤ −1/2fc)

4fc
2t + 2fc (−1/2fc ≤ t ≤ 0)

−4fc
2t + 2fc (0 ≤ t ≤ 1/2fc)
0 (1/2fc ≤ t)

(8)

where fc is the inverse of the rise time τ and τ indicates the width
of the bottom of the triangle in f (t). The source time function is
shown in Figure 4B.

The three-dimensional difference grid is set as 120km ×

150km × 60km (−60km ≤ X ≤ 60km−75km ≤ Y ≤

75km0km ≤ Z ≤ 60km) as shown in Figure 4A. Figure 4A
shows 1/4 of the total region. The material properties of the
soil layer and the source layer are shown in Table 1. In the
software “GMS,” the inhomogeneous grid is used as the difference
grid. The grid interval in the source layer is triple of that in
the soil layer. In this paper, the grid interval in the source
layer is set so as to satisfy the condition on the effective
frequency 0–1Hz. The fourth-order accurate scheme is used in
the difference operator. In the fourth-order accurate scheme, 5–
6 grids are required in one wave length (shear wave). In the
soil layer, the one grid length 200 (m) leads to the effective
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FIGURE 8 | Time history of inter-story drift and story shear for each fault model (component of transverse). (A) Recipe model 1. (B) Recipe model 2. (C) Nominal

model. (D) Critical model.

frequency f ≤ Vs/(5H) = 2000/(5 × 200) =2(Hz). On
the other hand, in the source layer, the grid length 600(m)
leads to the effective frequency f ≤ Vs/(5H)= 3400/(5 ×

600) = 1.13(Hz). These parameters satisfy the condition on the
effective frequency. The absorbing zone of 12 km is placed at
the side and bottom of the object region to damp the reflected
wave as shown in Figure 4A. The time duration is 30 (s) and
the time increment is 0.015 (s). The number of time steps is
2,000.

Modeling of Superstructure
Consider a 20-story steel building frame. The simplest and most
efficient model for vibration analysis of building frames is a
shear building model. Usually the shear building modeling is

completed by doing a static lateral force analysis for obtaining the
story shear-drift relation. However, a shear building model with
a predetermined stiffness and strength distribution is assumed
here for simple presentation of the proposed critical excitation
method. The shear building modeling is conducted and the
elastic-plastic response is assumed here. The floor mass is 3.0
× 106 (kg) and the fundamental natural period is 2.4 (s). The
story stiffness distribution is assumed to be trapezoidal. The
2% stiffness-proportional structural damping is assumed. The
story shear-drift relation is assumed to be bilinear and the
yield drift is assumed to be 0.02 (m). The post-yield stiffness
ratio to the initial stiffness is 0.05. The target story ductility
is 2 and the maximum ductility along height is the objective
function.
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FIGURE 9 | Response for four ground motions. (A) Hysteretic loops in 2, 4, 6, 8th stories for Recipe model 1, 2, Nominal model, and Critical model. (B) Maximum

story ductility factors for Recipe model 1, 2, Nominal model, and Critical model.

Although a 20-story steel building frame is treated
here for a simple presentation of the proposed excitation
method, other types of building structures (reinforced-
concrete building structures, taller building structures,
etc.) can be dealt with in a similar manner so long as
they possess a positive post-yield stiffness. This is because,
if building structures with negative post-yield stiffness
are treated, the earthquake response may be unstable
and the analysis of response sensitivity may cause some
difficulties.

Problem Formulation
In the experimental design planning, CCD, the base point on the
axis (Epaxial point) is set to 1.0. The factorial design is planned
so that the distances of all the sampling points from the base
point are equal. 512 points are prepared in the fractional factorial
design. The points of the same number 512 were also added as the
sampling points from the uniform random numbers in the hyper
sphere.

Consider the following optimization problem by the SQP.

Find x

whichmaximizes h(x)
subject to x ∈ R1(x, x,α)

x ∈ R2(x, x,6, Fn
−1(β))∑

x = 0

(9)

In this paper, the maximum story ductility along height is
employed as the objective function h(x). Following Ishii et al.
(2000), α = 1.1 and β = 0.95 are assumed. In case
ofR2(x, x,6, Fn

−1(β)), the maximum value of x is 1.1 and
the maximum norm of x is 4.56. The fault model is shown
in Figure 5A. Twenty-four control points are chosen and the
seismic moment ratios M0 ij/M̄0 ij (M0 ij, seismic moment at the

fault element, M̄0 ij, seismic moment of the nominal model at the
fault element) at the control points are selected as x. The seismic
moments at the control points are varied in this paper.

To evaluate the validity of the critical ground motion, two
models (Recipe 1 and Recipe 2) are considered based on the
strong ground motion prediction recipe (Earthquake Research
Committee, 2017). The corresponding fault models are shown
in Figures 5B,C. The areas of Asperity 1, Asperity 2, and back
ground of the recipe model are Sa1 = 90(km2), Sa2 = 34(km2),
Sb =416(km2), respectively. The seismic moments of those are
M0a1 = 6.73 × 1018(Nm), M0a2 = 1.55 × 1018(Nm), M0b =

9.73 × 1018(Nm). The rise times of those are τa1 =1.61(sec),
τa2 = 1.07(sec),τb = 3.21(sec).

Result
Using the proposed critical excitationmethod, the critical seismic
moment ratios of the critical fault model are obtained. The
flowchart of the proposed method is explained in Figure 1 and
the detailed explanation is made in section Optimization in
Proposed Method.

Figure 6A shows the distribution of critical seismic moment
ratios of the critical fault model which produces the maximum
story ductility factor. The area ratio of the asperity to the
total fault is 22% and the rise time in the asperity is assumed
to be τ = 1.95(s). This rise time is slightly longer than
that in the recipe model. On the other hand, Figure 6B

presents the distribution of asperity. It can be observed from
Figure 6B that the asperity with a large area is produced near
the observed site and the seismic moment is concentrated at
the bottom and left side in the fault. This phenomenon of
multiple asperities was seen in the previous work (Makita et al.,
2018b).

Figure 7 presents the time histories of ground velocity and
acceleration (component of transverse) for each fault model.
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FIGURE 10 | Distribution of seismic moment ratio at each uncertainty level α. (A) α = 1.0. (B) α = 1.2. (C) α = 1.3. (D) α = 1.4. (E) α = 1.5.

Figure 7A shows the velocities for four models (Recipe model
1, 2, Nominal model, and Critical model). On the other hand,
Figure 7B presents the accelerations for such four models. A
pulse-type wave can be observed in all fault models. In addition,
the maximum velocity and the maximum acceleration were
observed in the recipe model 1. Furthermore, the amplitude of
the afterward wave is large in the acceleration of Recipe model 2
[(b) in (ii)].

Figure 8 shows the time histories of inter-story drift and
story shear for each fault model (component of transverse). The
quantities in 2, 4, 6, 8th stories are presented here. It can be
observed that, while the response to the nominal model remains
elastic, the responses to Recipe model 1, and the critical model
become large and go into the plastic range mainly in the lower
stories. The fact whether the building model remains elastic or
goes into the plastic range can be found from Figure 9.

Figure 9 presents the response for four ground motions.
Figure 9A shows the hysteretic loops in 2, 4, 6, 8th stories for
Recipe model 1, 2, the Nominal model and the Critical model.

It can be observed that the size of the hysteretic loop is large in
the order of the Critical model, Recipe model 2, Recipe model
1. Figure 9B illustrates the maximum story ductility factors for
Recipe model 1, 2, the Nominal model, and the Critical model.
It can be observed that, while the story ductility factors to Recipe
model 1, Recipe model 2, and the Nominal model are within the
design limit 2, the story ductility factors to the Critical model are
beyond the design limit in 2–5th stories. The story ductility factor
to the Critical model is 3.2 times larger than that to the Nominal
model and 1.1 times larger than that to Recipe model 2.

Robustness Evaluation by Changing
Uncertainty Level
In this section, the uncertain parameter α in R1 is changed to
investigate the influence of the uncertainty level in the fault on
the robustness in the response of the superstructure. The concept
of the robustness function due to Ben-Haim (2006) is used here.

Figure 10 shows the distribution of seismic moment ratio at
each uncertainty level α (1.0–1.5). In the prediction of the fault
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FIGURE 11 | Comparison of responses under several ground motions produced for various uncertainty levels. (A) Maximum value and norm of control point

parameter for various uncertainty levelsα . (B) Distribution of story ductility factor. (C) Robustness function α̂ with respect to story ductility factor.

model, the response surface obtained in the previous analysis is
used. The critical fault model for each uncertainty level α (1.0–
1.5) is searched via the SQP. This enabled efficient analysis of
the robustness function. Focusing on the maximum asperity, the
maximum value ofM0ij/M̄0ij is approximately proportional to α

up to α =1.2. On the other hand, when α is larger than 1.3, the
maximum value does not change much. This indicates that the
proposed method avoids the production of the excessive asperity.
In addition, it can be observed that some asperities are located at
the edge of the fault except the location near to the observation
site.

Figure 11A shows the maximum value and norm of the
control point parameter for various uncertainty levels α . The
maximum value is influenced primarily by R1 and the maximum
norm is influenced primarily byR2. It can be observed that
the maximum value attains the corresponding value α and the
maximum norm attain the upper limit of R2 except α = 1.0, 1.4.

Figure 11B shows the comparison of ductilities under several
ground motions produced for various uncertainty levels. It can
be observed that the uncertainty level influences much the

responses in the lower stories in this case. Figure 11C presents
the robustness function α̂ with respect to the ductility (Ben-
Haim, 2006). It can be seen that the ductility is over the design
criterion (story ductility factor = 2) in the models with the
uncertainty level larger than or equal toα = 1.1. This means that
the setting of α influences greatly the robustness of the building
structure.

VERIFICATION OF PROPOSED METHOD
USING ACTUAL EARTHQUAKE

In this section, the validity and applicability limit of the proposed
method are investigated by comparing with the actual earthquake
case. The object earthquake is the Osaka North earthquake in
2018 (MW = 5.67) (Earthquake Research Committee, 2018).

Figure 12A shows the source, observation stations and region
of the finite-difference model (GMT). The grid interval is 140
(m). The effective frequency is 0–0.5Hz. The difference grids
lower than 30 grids are treated as inhomogeneous ones and the
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FIGURE 12 | Verification of FDM using 2018 Osaka North earthquake. (A) Source, stations, and region of finite-difference model (GMT). (B) Fault model of 2018

Osaka North earthquake [(i) Control point for critical model, (ii) Recipe model]. (C) Comparison between observation wave and art wave by recipe model.

FIGURE 13 | Box-and-whisker plot of ratio of displacement response to art wave to that to observation wave. (A) Recipe model. (B) Critical model.

grid interval is made triple. The energy absorbing zone was set at
the bottom and the side (60 grids). Figure 12B presents the fault
model of this earthquake [(i) Control point for critical model,
(ii) Recipe model]. The fault length is 4 km and the fault width
is 6 km. The other parameters are strike = 351◦, dip = 50◦, rake
= 52◦. The seismic size is M0 = 4.06 × 1017(Nm). It is assumed

that the fault rupture propagates concentrically from the source
with the propagating speedVr = 2900(m/s). The limit of the
uncertainty level is given by α = 1.1 andβ = 0.95. The area
of asperity, the seismic moment, the rise time are given by Sa =

5(km2),M0a = 1.79× 1017(Nm), τa = 0.43(sec),τb = 1.03(sec).
Figure 12C shows the comparison between the observation wave
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and the artificial wave by the recipe model. It can be observed
that the frequency content is well simulated at OSK002. However,
the amplitude is evaluated in a damped manner. On the other
hand, at OSK003, the wave can be simulated well until t = 22 s.
However, the amplitude does not correspond well after t = 22 s.

Figure 13 illustrates the comparison of the box-and-whisker
plot of the ratio of displacement response to artificial wave to that
to the observation wave between the recipe model (Figure 13A)
and the critical model (Figure 13B). It may be concluded that
we can produce the critical ground motion under which the
displacement response spectrum becomes larger than that under
the observed ground motion in the rate of 50% in all natural
period ranges and in the rate of 75% in the natural period range
up to 13 (s).

CONCLUSIONS

The finite difference method (FDM)-based critical excitation
method has been proposed for building structures with rather
long fundamental natural periods. The uncertain parameter is
the fault rupture slip distribution described in terms of seismic
moments at fault elements. Since the FDM is time-consuming,
it is unfavorable to use it in a simple sensitivity algorithm
where an independent response sensitivity is calculated for
each design parameter (seismic moment at a fault element).
To overcome this difficulty, the control points (representative
points in the fault) have been introduced. Then the bi-cubic
spline interpolation of uncertain parameter distributions (seismic
moment distribution) and the response surface method for
predicting the response surface from some sampling points
have been used effectively. The robustness of building structures
for varied uncertainty level of the fault rupture slip (seismic
moments in the fault elements) has also been evaluated by
using the robustness function. The main conclusions can be
summarized as follows.

(1) The introduction of control points in the fault enabled efficient
calculation of response sensitivity with respect to change of
uncertain parameters (seismicmoments in the fault elements).
The response surface method also enabled efficient search
of the critical distribution of seismic moments in the fault
elements.

(2) In addition to the conventional hyper cube variation model,
the hyper sphere variation model has been introduced. It
was found that the hyper sphere variation model can avoid a
drastic change of seismic moments in the fault elements and
realistic treatment of uncertainty in the fault is possible.

(3) It was found that the critical ground motion for 20-story
building structures with rather long natural period can be
found effectively by the proposed method (Figure 9). The
maximum ductility under the critical ground motion is 3.2
times larger than that under the ground motion with nominal
parameters and 1.1 times larger than that under the ground
motion generated by the strong ground motion predicting
recipe. As the uncertainty level α in the fault elements becomes
larger, the ductility becomes larger linearly approximately
(Figure 11).

(4) The fault model of the Osaka North earthquake has been
treated as an actual earthquake fault for the investigation of
accuracy and reliability of the proposed method. Two kinds
of uncertainty modeling, R1 andR2, were used. If we use the
setting α = 1.1 and β = 0.95 for R1 andR2, we can produce
the critical groundmotion under which the response spectrum
becomes larger than that under the observed ground motion
in the rate of 50% in all natural period ranges and in the rate
of 75% in the natural period range up to 13 (s).
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APPENDIX

Verification of the Present Computational
Method
To investigate the accuracy and reliability of the GMS
(software), the comparison with the benchmark test (Yoshimura
et al., 2011) has been conducted. Figure A1A shows the fault
plane and recording points in the benchmark test. The fault
length is 8 km and the fault width is 4 km. The other
parameters are strike = 90◦, dip = 90◦, rake = 180◦. The
base point is located at (0,0,2)(Km). The seismic size is
M0 = 1.0 × 1018 (Nm). The fault rupture is assumed to
propagate concentrically from the source H(Hx,Hy,Hz) =

(0, 1, 4)(km) with the propagation speed Vr = 3000(m/s).
The number of division of the fault plane is 80 × 40
(3,200). The triangle function was used as the source time
function.

The three-dimensional difference grids are set as 30km ×

30km × 17km (−15 km ≤ X ≤ 15 km, −15 km ≤ Y ≤ 15
km, 0 km ≤ Z ≤ 17km) . Figure A1A shows 1/4 of the total
model. The material properties of soil layer and source layer are
shown in the reference. The effective frequency is 0–1 Hz. Since
inhomogeneous grids are used in GMS, the grid interval in the
soil layer, and the source layer are 50 m and 150 m, respectively.
The absorbing zones are set at the side and bottom of the object
region to damp the reflected wave as shown in Figure A1A

(60grids). The time duration is 15 (s) and the time increment is
0.005 (s). The number of time steps is 3,000.

Figure A1B presents the comparison (the observation point
+010) between the result due to the GMS [designated by “Makita
(GMS)”] and the benchmark test. Although the amplitude of
the present GMS is slightly smaller than the benchmark test
result, the overall velocity wave exhibits a similar property. This
indicates the validity of the used software GMS.

FIGURE A1 | Verification of the present computational method through comparison with benchmark test. (A) Fault plane and recording points (Yoshimura et al.,

2011). (B) Comparison between the result due to the GMS and benchmark test (Partly from Yoshimura et al., 2011).
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A new method for optimal viscous damper placement is proposed for elastic-plastic

multi-degree-of-freedom (MDOF) structures subjected to the critical double impulse

as a representative of near-fault ground motions. The double impulse consists of two

impulses with different directions and the critical interval between those two impulses

is characterized by the criterion on the maximum input energy that is expected to lead

to the maximum deformation. The critical timing of the second impulse is the timing at

which the sum of the restoring force and the damping force in the first story attains zero.

The objective function and constraint in terms of the maximum interstory drift along the

building height or the sum of the maximum interstory drifts in all stories are selected and

the corresponding optimization algorithm based on time-history response analysis and

sensitivity analysis is investigated. Since the objective function in terms of the sum of

the maximum interstory drifts in all stories is superior to the objective function in terms

of the maximum interstory drift along the building height, it is employed in this paper. A

new concept of double impulse pushover (DIP) is proposed for determining the input

velocity level of the critical double impulse. It is demonstrated that the combination

of two algorithms, one for effective reduction of the overflowed maximum interstory

drift via the concentrated allocation of dampers and the other for effective allocation of

dampers via the use of stable objective function, is effective for finding a stable optimal

damper placement.

Keywords: earthquake response, critical excitation, critical response, elastic-plastic response, viscous damping,

resonance, double impulse, multi-degree-of-freedom model

INTRODUCTION

Viscous dampers such as oil dampers are passive dampers effective for broader amplitude ranges
under the condition that the stiffness is not added. This property is advantageous in most structural
design of framed building structures because the change of stiffness in building structures usually
leads to the variation of design loads and the necessity of change of member size. Various theories
of optimal damper have been proposed (see Takewaki, 2009; Domenico et al., 2019).

In an early stage, most research is limited to elastic problems. Zhang and Soong (1992)
proposed a simple algorithm to insert dampers sequentially into the location exhibiting the
maximum response. Tsuji and Nakamura (1996) presented an optimality condition-based
sequential algorithm for optimal damper placement. Takewaki (1997) proposed an incremental
inverse problem approach to the investigation of optimal damper placement by using the transfer
function as an objective performance. Takewaki et al. (1999) introduced a sensitivity-based
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approach in the field of optimal damper placement. Garcia
(2001) extended the approach by Zhang and Soong (1992)
and compared the optimization performances of several
algorithms. Singh and Moreschi (2001) investigated optimal
design problems using the optimality conditions and the non-
linear programming. Uetani et al. (2003) presented a practical
and general damper optimization method for framed structures
based on the mathematical programing. Lavan and Levy
(2006) investigated a methodology for the optimal design of
added viscous damping for an ensemble of realistic ground
motion records with a constraint on the maximum drift.
They transformed the original problem into some equivalent
problems. Silvestri and Trombetti (2007) proposed physical
and numerical approaches for the optimal insertion of seismic
viscous dampers in shear-type structures and compared the
optimization performances of several algorithms. Aydin et al.
(2007) investigated the optimal damper distribution for seismic
rehabilitation of planar building structures. Whittle et al.
(2012) compared some viscous damper placement methods for
improving seismic building design.

As far as non-linear dampers or non-linear structures
with dampers are concerned, a limited number of researches
has been proposed. Lavan and Levy (2005) investigated a
problem of optimal design of supplemental viscous dampers
for irregular shear-frames in the presence of yielding. Attard
(2007) investigated a problem of optimal viscous damping
for controlling interstory displacements in highly non-linear
steel buildings. Lavan et al. (2008) proposed a non-iterative
optimization procedure for seismic weakening and damping of
inelastic structures. Adachi et al. (2013) proposed a practical
theory of optimal relief-force distribution for oil dampers by
setting themaximum interstory drift and themaximumbuilding-
top acceleration as the objective performances. Murakami et al.
(2013) treated a problem of simultaneous optimal damper
placement using oil, hysteretic and inertial mass dampers and
proposed a sensitivity-based algorithm. The cost ratio among
oil, hysteretic and inertial mass dampers may be a key point
in such problem. In addition, the irregular unstable sensitivity
for hysteretic dampers and recorded earthquake ground motions
seems to be a difficult but challenging issue. Pollini et al.
(2017) dealt with a problem of optimal placement of non-
linear viscous dampers by using the adjoint sensitivity analysis
method. Shiomi et al. (2018) investigated a problem of optimal
hysteretic damper placement for elastic-plastic multi-degree-
of-freedom (MDOF) shear building models under the double
impulse as a representative of near-fault ground motions and
proposed a sensitivity-based method. Their approach set the
shear building model with uniform damper distribution as an
initial design and reduces the unnecessary dampers based on the
sensitivity information.

However, there is no method that enables an efficient analysis
of optimal viscous damper placement for MDOF building
structures experiencing rather large plastic deformation.

In this paper, a new method for optimal viscous damper
placement is proposed for elastic-plastic MDOF shear building
structures subjected to the critical double impulse as a
representative of near-fault ground motions. The critical interval

between two impulses of the double impulse is characterized by
the criterion on the maximum input energy. The critical timing
of the second impulse is proved to be the timing at which the
sum of the restoring force and the damping force in the first story
attains zero. The objective function and constraint in terms of the
maximum interstory drift along the building height or the sum
of the maximum interstory drifts in all stories are selected and
the corresponding optimization algorithm based on time-history
response analysis and sensitivity analysis is investigated. Since the
objective function in terms of the sum of themaximum interstory
drifts in all stories is superior to the objective function in terms
of the maximum interstory drift along the building height, it
is employed in this paper. A new concept called the double
impulse pushover (DIP), an extended version of incremental
dynamic analysis (IDA) by Vamvatsikos and Cornell (2001), is
proposed for determining the input velocity level of the critical
double impulse. It is demonstrated that the combination of
two algorithms, one for effective reduction of the overflowed
maximum interstory drift via the concentrated allocation of
dampers and the other for effective allocation of dampers via the
use of stable objective function, is effective for finding a stable
optimal damper placement.

Although the proposed two algorithms are useful, the
limitation is that both algorithms deal with the inter-story drift
only and do not account for the inter-story velocity which is also
critical for damping device placement. For further development,
the related works (Hatzigeorgiou and Pnevmatikos, 2014;
Papagiannopoulos et al., 2018) discussing this limitation should
be investigated.

DOUBLE IMPULSE AND ITS CRITICAL

INPUT TIMING

It is well-known that earthquake ground motions are uncertain
in occurrence and properties (see Abrahamson et al., 1998).
On the other hand, it is also well-recognized that near-fault
ground motions possess peculiar characteristics, e.g., pulse-type
waves (Bertero et al., 1978; Mavroeidis and Papageorgiou, 2003;
Ozturk, 2003; Kalkan and Kunnath, 2006). To model such
peculiar characteristics of near-fault ground motions, Kojima
and Takewaki (2015) introduced the double impulse as a
representative of the pulse-type main portion of near-fault
ground motions. The acceleration of the double impulse with the
time interval t0 of two impulses can be expressed by

üg(t) = Vδ(t)− Vδ(t − t0), (1)

where V is the input velocity amplitude and δ(t) is the Dirac
delta function. Figure 1A shows the acceleration, velocity and
displacement of the double impulse together with those of
the corresponding one-cycle sine wave of acceleration. While
several investigations using the double impulse have been
made for single-degree-of-freedom (SDOF) models (Kojima and
Takewaki, 2015, 2016; Kojima et al., 2017; Akehashi et al.,
2018a,b), researches on MDOF models are few (Taniguchi et al.,
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FIGURE 1 | Double impulse and structural models, (A) Acceleration, velocity, and displacement of the double impulse and the corresponding one-cycle sine wave,

(B) SDOF model and MDOF model.

2016; Saotome et al., 2018; Shiomi et al., 2018). This is due to the
fact that the simple energy balance law for the simple derivation
of the maximum response is difficult to apply for MDOF models
because of the phase lag. Taniguchi et al. (2016) treated an
undamped 2DOF elastic-plastic model under the double impulse
and found by using the criterion of the maximum input energy
that the timing of the second impulse at the zero restoring-force
state becomes the critical timing. However, this critical timing
cannot be used for damped models.

Consider an SDOF elastic perfectly-plastic model with viscous
damping and a MDOF elastic perfectly-plastic model with
viscous damping as shown in Figure 1B. Let us consider first
the SDOF model subjected to the double impulse. The critical
input timing of the second impulse can be defined as the timing
which maximizes the input energy by the second impulse. To
demonstrate this fact, consider the following equation of motion.

mü+ cu̇+ f (k, u, dy, dr) = 0, (2)

where m, c, f , k, u, dy, dr denote the mass, damping coefficient,
restoring force, initial stiffness, displacement, yield displacement
and residual displacement. The super dot indicates the
differentiation with respect to time. Assume that this SDOF
model is subjected to the double impulse and the free vibration
occurs. Since the displacement does not change instantaneously
at the second impulse, the strain energy does not change at
the second impulse. Therefore, the input energy by the second

impulse can be expressed by

E =
1

2
m(u̇+ V)2 −

1

2
mu̇2 = (mu̇)V +

1

2
mV2, (3)

where u̇ is the velocity just before the input of the second
impulse. Equation (3) indicates that, when the velocity attains
the maximum, the input energy by the second impulse yields the
maximum. The condition that u̇ attains the extremum is ü = 0.
Substitution of ü = 0 into Equation (2) leads to cu̇+ f = 0. This
means that, when the sum of the restoring force and the damping
force becomes zero (i.e., the velocity becomes the maximum), the
input energy by the second impulse becomes the maximum.

Consider next an N-story MDOF shear building model
of mass mi in the i-th story. Let ui denote the horizontal
displacement of mass mi. As in the SDOF model, since the
displacements do not change instantaneously at the action of the
second impulse, the strain energy does not change at the second
impulse. Therefore, the input energy by the second impulse can
be expressed by

E =
∑N

i=1

1

2
mi(u̇i + V)2 −

∑N

i=1

1

2
miu̇

2
i = V

∑N

i=1
miu̇i

+
∑N

i=1

1

2
miV

2 (4)

Equation (4) means that, when
∑N

i=1 (miu̇i) attains the
maximum, the input energy by the second impulse becomes the
maximum. The condition that

∑N
i=1 (miu̇i) attains the extremum

is
∑N

i=1 (miüi) = 0. Since
∑N

i=1 (miüi) is equal to F1 = c1u̇1 + f1
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owing to the dynamic equilibrium, i.e., the sum of the damping
force and the restoring force in the first story, the extremum
condition becomes F1 = c1u̇1 + f1 = 0. This critical condition is
very simple and can be used in the time-history response analysis
in a simple manner.

Figure 2 shows an example of the time history of F1 = c1u̇1 +
f1 for the model subjected to the first single impulse and the
variation of the input energy E by the second impulse with respect
to t0.

It seems important to investigate the correspondence of
the double impulse with recorded ground motions, the
Rinaldi Station FN component (Northridge 1994) was used
(see Appendix).

PROBLEM OF OPTIMAL DAMPER

PLACEMENT AND ALGORITHM

OF SOLUTION

The direct problem of optimal damper placement may be
stated as follows: To minimize the maximum interstory drift
(or the sum of the maximum interstory drifts along height)
under the condition on the specified total quantity of passive
dampers. Another problem may be described as: To minimize
the total quantity of passive dampers under the constraint on the
maximum interstory drift. These two problems may be proved
to be almost equivalent. It seems possible to deal with these
problems by using the sensitivity-based approach that includes
the time-history response analysis for the double impulse and the
finite difference method. However, it was found that the direct
application of this approach to the above mentioned problems
leads to unstable results. To overcome this difficulty, a mixed-
type approach including the following two problems (Problem 1
and 2) is proposed in this paper. The problems treated here will
be explained next.

Consider first the following problem.

Problem 1

min cTadd·1

subject to : dmax,i ≤ dtarget,i, for all i

In Problems 1, cadd is the damping coefficient vector for added
dampers in all stories and 1 is the vector including one in all
components. The superscript T indicates the transpose. dmax,i is
the maximum interstory drift in the i-th story under the critical
double impulse and dtarget,i is the target value of dmax,i. The
solution algorithm for this problem may be described as follows.

Algorithm 1
Step 1 Input the critical double impulse to the bare MDOF

model and compute the maximum interstory drifts.
Put j→ 0.

Step 2 Investigate the stories i that satisfy d
j
max,i > dtarget,i.

Add the small damping coefficient 1c only in the i-th
story. Input the critical double impulse to the modified
MDOF model and compute the maximum interstory

drifts. Evaluate the sensitivity s
j
i = d

j
max,i − d

j+1
max,i by the

finite difference method.
Step 3 Find the largest value of s

j
i and update the damping

coefficient as ci → ci+1c. If the model satisfies dmax,i ≤

dtarget,i for all i, then finalize the process. If not, put j→
j+1 and return to Step 2.

The flow of Algorithm 1 is shown in Figure 3A. Algorithm
1 is intended to implement the effective reduction of the
overflowed maximum interstory drift (the stories i in Step
2) via the concentrated allocation of dampers. It was found
after some attempts that Algorithm 1 sometimes encounters
difficulties, i.e., inability to deal with the problem for a prescribed
damper quantity.

Consider secondly the following problem.

Problem 2

min f =
∑N

i=1
dmax,i

subject to : cTadd · 1 = const.

The solution algorithm for this problem may be described
as follows.

FIGURE 2 | Examples of the time history of F1 = c1u̇1 + f1 for the model subjected to the first single impulse and the variation of the input energy E by the second

impulse with respect to t0: (A) V = 0.84[m/s], (B) V = 1.23[m/s].
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FIGURE 3 | Overview of algorithms of optimal damper placement: (A) Algorithm 1, (B) Algorithm 2.

Algorithm 2
Step 1 Input the critical double impulse to the bare MDOF

model and compute the objective function f .
Put j→ 0.

Step 2 Make N models in each of which 1c is added in one of
the first through N-th stories. Input the critical double
impulse to each of those MDOF models and compute the
objective function f .
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FIGURE 4 | Eigenmodes multiplied by participation factors (participation vectors) and natural periods for three models: (A) Model 1, (B) Model 2, (C) Model 3.

FIGURE 5 | Maximum interstory drift by DIP: (A) Model 1, (B) Model 2, (C) Model 3.
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FIGURE 6 | Distribution of added damping coefficients, max (d
max,i/dy ) with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 1 (Problem 1): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].

Step 3 Find the story in which the largest reduction of f occurs.
For that story i, update the damping coefficient as ci →

ci +1c. Put j→ j+1. If 1c · j = cTadd · 1 is satisfied, then
finalize the process. If 1c · j < cTadd · 1 is satisfied, return
to Step 2.

The flow of Algorithm 2 is shown in Figure 3B. It was
found after some attempts that Algorithm 2 sometimes
encounters difficulties in efficiency depending on models.
The detailed explanation will be shown in numerical
examples afterwards.
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FIGURE 7 | Distribution of added damping coefficients, max (d
max,i/dy ) with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 2 (Problem 1): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].
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FIGURE 8 | Distribution of added damping coefficients, max (d
max,i/dy ) with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 3 (Problem 1): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].
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FIGURE 9 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double impulse

for Model 1 (Problem 2): (A) Elastic limit, (B) V = 0.84 [m/s], (C) V = 1.23 [m/s].

Consider thirdly the following mixed problem.

Problem 3: Mixed Problem of Problem 1 &

Problem 2
Problem 1 is solved at first until some stage and then Problem 2
is solved.

The solution algorithm for this problem may be described
as follows.

Algorithm 3: Combination of Algorithm 1 &

Algorithm 2
First of all, apply Algorithm 1. Set dtarget,i = dy,i for all i and
obtain the model in which the largest interstory drift attains the
elastic limit. Adopt this model as another initial model and repeat
Algorithm 2 in cTadd · 1/1c steps.

Algorithm 3 is superior to Algorithm 1 and 2 because the
combination of two algorithms, one for effective reduction of
the overflowed maximum interstory drift via the concentrated
allocation of dampers and the other for effective allocation of
dampers via the use of stable objective function, is effective for
finding a stable optimal damper placement.

MODELS FOR NUMERICAL EXAMPLES

Consider three models of 12 stories with different story stiffness
distributions. Model 1 has a uniform distribution of story
stiffnesses. Model 2 has a straight-line lowest eigenmode. Model
3 has stepped distribution of story stiffnesses (upper four stories,
middle four stories and lower four stories have uniform stiffness
distributions with different values/ the ratios among them are 1:
1.5: 2). The undamped fundamental natural period of these three
models is 1.2[s] and the structural damping ratio is 0.01 (stiffness
proportional type). All the floor masses have the same value. The
common story height is 4[m] and the common yield interstory
drift ratio is 1/150. The story shear-interstory drift relation obeys
the elastic perfectly-plastic rule.

Figure 4 shows the eigenmodes multiplied by the
participation factor (participation vectors) and the natural
periods for three models.

DYNAMIC PUSHOVER ANALYSIS UNDER

AMPLIFIED CRITICAL DOUBLE IMPULSE

To determine the input velocity level of the critical double
impulse, the incremental dynamic analysis (IDA) procedure
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FIGURE 10 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 2 (Problem 2): (A) Elastic limit, (B) V = 0.84 [m/s], (C) V = 1.23 [m/s].

(Vamvatsikos and Cornell, 2001) is applied to the critical
double impulse. It should be reminded that only the critical
double impulse is treated here, i.e., the interval of two
impulses of the double impulse is varied depending on
the input velocity level (also depending on the maximum
interstory drift). We call this procedure “Double impulse
pushover (DIP)”. DIP provides the relation between the
maximum interstory drift and the input velocity level of the
critical double impulse. While the conventional IDA includes
multiple recorded ground motions for taking into account
the uncertainty in predominant periods of ground motions,
DIP adopts the critical input and enables an efficient analysis
of the relation between the maximum response and the
input level.

Figure 5 shows the maximum interstory drift distributions by
DIP. The velocity level is increased fromV = 0.2 [m/s] toV = 1.6
[m/s] by 0.2 [m/s].

Since the input velocity level of the critical double impulse
influences greatly the maximum interstory drift and the
optimal damper placement, its determination appears
very important. The determination process of the input

velocity level of the critical double impulse is explained in
the next.

(1) Specify the maximum interstory drift of the initial design
model (bare model).

(2) Conduct DIP for the initial design model. Find the velocity
level V for which the maximum interstory drift of the initial
design model exceeds the specified value for the first time.
Conduct DIP also for larger values of the velocity level V.

(3) Draw the maximum interstory drift distributions by DIP
as shown in Figure 5. Realize how easily the plastic
deformation is concentrated to a special location. Based on
these results, determine the input velocity level of the critical
double impulse so that the maximum interstory drift exceeds
the specified value.

Model 3 is treated as an example for determining the input level.
The double of the yield interstory drift is taken as the specified
target value of the maximum interstory drift. Then it is found
that over 0.6 [m/s] is necessary. Although the input velocity level
should be chosen for each structural model, V = 0.84 [m/s] and
1.23 [m/s] are employed in the following section.
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FIGURE 11 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 3 (Problem 2): (A) Elastic limit, (B) V = 0.84 [m/s], (C) V = 1.23 [m/s].

NUMERICAL EXAMPLES

Examples for Problem 1 Using Algorithm 1
Consider first some examples for Problem 1. The amplitudes
of the critical double impulses have been determined from the

results for DIP explained in Section Dynamic Pushover Analysis

Under Amplified Critical Double Impulse.
Figure 6 shows the distribution of added damping

coefficients, max(dmax,i/dy) with respect to step number
and the distribution of dmax,i/dy under the critical double

impulses with V = 0.84 [m/s] and V = 1.23 [m/s] for Model 1.

The condition dtarget,i = dy (for all i) is employed here.

Figure 7 presents the similar figures for Model 2 and Figure 8
illustrates the similar figures for Model 3.

It can be observed from Figures 6–8 that, as the input velocity

level is increased, the ratios of damping coefficients of added

dampers along height change and their allocation becomes
smooth in the wide height range. This is because, as the input

level becomes larger, the number of stories experiencing plastic
deformation becomes larger. Secondly, the maximum interstory
drift distribution in the final model becomes almost uniform by

Algorithm 1. Furthermore, it is understood that the increase of
max(dmax,i/dy) in the damper allocation process is allowed.

For Model 3, it can be observed that the dampers are not
allocated in the 4th and 8th stories for the input level V =

0.84 [m/s], but those are allocated for the input level V =

1.23 [m/s]. However, the maximum interstory drifts in those
stories are smaller than the elastic limit in the initial stage. This
means that Algorithm 1 acts first so that the dampers are allocated
to the 1, 5, 9 th stories experiencing large plastic deformation.
This process helps the energy required for deformation distribute
to the neighboring stories. As a result, among the stories
neighboring to the 5, 9th stories, the deformations in the 6, 10th
stories with relatively small stiffness becomes larger. Since the 4,
8th stories with relatively large stiffness go into the plastic range
for the input level ofV = 1.23 [m/s], the dampers are allocated so
as to strengthen themodel. A similar observationmay be possible
also for Model 1 and 2.

It may be concluded that Algorithm 1 is apt to allocate added
dampers in a concentratedmanner to the stories where the plastic
deformation develops fast, then to allocate additional ones to
rather weak stories after the strengthening is completed.
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FIGURE 12 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 1 (Problem 3): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].
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FIGURE 13 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 2 (Problem 3): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].
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FIGURE 14 | Distribution of added damping coefficients,
∑

d
max,i/dy with respect to step number and the distribution of d

max,i/dy under the critical double

impulse for Model 3 (Problem 3): (A) V = 0.84 [m/s], (B) V = 1.23 [m/s].

Examples for Problem 2 Using Algorithm 2
Consider next some examples for Problem 2. The parameter
specification 1001c = cTadd · 1 is given here.

Figure 9 shows the distribution of added damping
coefficients,

∑
dmax,i/dy with respect to step number and

the distribution of dmax,i/dy under the critical double impulses
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with V = 0.84 [m/s] and V = 1.23 [m/s] for Model 1. The
distributions for the elastic limit are also shown for reference
(max(dmax,i/dy) = 1).

Figure 10 presents the similar figures for Model 2 and
Figure 11 illustrates the similar figures for Model 3.

It can be observed that, when the elastic limit is employed for
determining the input velocity level, the dampers are allocated
so that the maximum interstory drifts become almost uniform
for all models (Model 1–3). For Model 1, the dampers are
allocated so that the maximum interstory drifts become almost
uniform regardless of the input velocity level. On the other
hand, for Models 2 and 3, the damper distributions are different
depending on the input velocity level. Furthermore, for Models
2 and 3, the maximum interstory drifts in specific stories do
not change between the initial model and the final model. This
means that, since Algorithm 2 is aimed at finding the optimal
damper allocation by using the steepest direction, it does not
provide better damper allocation from the viewpoint of uniform
reduction of the maximum interstory drifts in all stories.

Examples for Mixed Problem (Problem 3)

of Problem 1 and 2 Using Algorithm 3
Examples for Mixed Problem (Problem 3) of Problem 1
and 2 using Algorithm 3 are presented here. The parameter
specification by 1001c = cTadd · 1 is used for V = 0.84 [m/s]
and the parameter specification by 2501c = cTadd · 1 is used
for V = 1.23 [m/s].

Figure 12 shows the distribution of added damping
coefficients,

∑
dmax,i/dy with respect to step number and

the distribution of dmax,i/dy under the critical double impulses
with V = 0.84 [m/s] and V = 1.23 [m/s] for Model 1.

Figure 13 presents the similar figures for Model 2 and
Figure 14 illustrates the similar figures for Model 3.

It can be observed that, while the analysis in the elastic range
is not easy by Algorithm 1 for Problem 1 owing to the inability
to set the total damper quantity and the maximum interstory
drift distribution of the final model obtained by Algorithm 2 for
Problem 2 is unstable (not uniform) depending on the model, a
stable damper allocation is possible by Algorithm 3 for Problem
3 regardless of the input velocity level of the critical double
impulse and the final maximum interstory drift distributions
are apt to become uniform. It may be said that Algorithm 3
enables the procedure to guarantee the minimum performance
by using a small amount of added dampers and to reduce the
structural response globally by using the additional amount of
added dampers.

CONCLUSIONS

A new method for optimal viscous damper placement has
been proposed for elastic-plastic MDOF structures subjected
to the critical double impulse as a representative of near-fault
ground motions. The main conclusions can be summarized
as follows.

(1) The proposed method consists of two phases: (i) Rapid
reduction of the overflowed maximum inelastic interstory
drift by the effective concentrated insertion of viscous
dampers, (ii) Effective damper allocation using a stable
objective function sensitivity analysis. The sensitivity analysis
employs the time-history response analysis for the critical
double impulse and the finite difference analysis for
damping coefficients.

(2) The adoption of the critical timing of the second impulse
based on the criterion on the maximum input energy enables
an efficient analysis of optimal damper placement. This
criterion greatly reduces the analysis load for finding the
critical timing requiring repetition in conventional methods.

(3) A new concept of double impulse pushover (DIP) was
proposed for determining the appropriate input velocity level
of the critical double impulse.

(4) The critical double impulse enables an efficient analysis of
optimal damper placement for near-fault ground motions.

(5) The proposed method is useful for broad-type building
structures with various stiffness distributions.
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Concentrically braced frame (CBF) is an effective and prevalent seismic force resisting

system which is commonly used in low-rise buildings. This type of structural system

utilizes steel braces to provide the stiffness and strength needed to dissipate earthquake

energy. Several bracing configurations have been proposed in different building codes

worldwide. These codes provide detailed design requirements for the structural members

and connections, but no guidance is provided in selecting the best bracing configuration

for the design. In this study, the impact of the bracing configuration on the seismic

response of a five-story prototype office building located in Vancouver, Canada, is

systematically examined. Five different bracing configurations were designed according

to the National Building Code of Canada and CSA S16 standard. Detailed structural

responses, initial costs, and life cycle costs of the prototype building with five different

bracing configurations were systematically compared. The results show that the different

bracing configurations play an important role in sizing the structural members, which

impacts the initial material usage and the overall life cycle cost of the building.

Keywords: seismic performance evaluation, concentrically braced frame, time history analysis, life cycle cost,

finite element model

INTRODUCTION

Steel concentrically braced frame (CBF) is a seismic force resisting system (SFRS) commonly used
in seismic zones around the world. This type of SFRS is effective in providing the stiffness and
strength needed to resist earthquake forces. In the Canadian steel building code, CSA S16-14
(CSA, 2014), there are two types of steel CBFs: (1) moderate ductile concentrically braced frame
(MD-CBF) and (2) limited ductile concentrically braced frame (LD-CBF). TheMD-CBF is targeted
to be used in high seismic zones, where the SFRS is designed to have enhanced ductility through
yielding of the steel braces, while the beams and columns are capacity designed to resist the
maximum load produced by the braces. On the other hand, the LD-CBF is targeted to be used for
locations with less earthquake shaking, where the ductility requirement of the braces can be relaxed.

Multiple MD-CBF configurations have been pre-qualified by the CSA S16-14 (CSA, 2014).
The configurations include: inverted V-braced (I-VBF), V-braced (VBF), X-braced (XBF), and
Multistory-X-braced (M-XBF).
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FIGURE 1 | (A) Global view of prototype building and (B) location of the MD-CBFs on the plan view.

According to CSA-S16-14, the probable tensile and
compressive resistance of bracing members shall be taken
as Equations (1, 2), respectively.

Tu = AgRyFy (1)

Cu = min (AgRyFy, 1.2Cr/φ) (2)

Where Ag = gross cross sectional area of the brace; Ry =

the expected strength factor; Fy = specified yield stress; φ =

resistance reduction factor and Cr is computed using RyFy.
The probable post-buckling compressive resistance of bracing

members shall be taken as Equation (3).

C′
u = min (0.2 AgRyFy, Cr/φ) (3)

In the V- or inverted V- bracing configurations, the beam must
be designed to be continuous between columns and capable
of resisting the maximum unbalanced vertical and horizontal
loads when the braces below (inverted V) or above (V) the
beam has buckled and yielded. This makes the beams in the
V- or inverted V- bracing configurations of the MD-CBF very
large. To mitigate the unbalanced force demand in the beam,
the suspended zipper braced frame (SZBF) was proposed by
Yang et al. (2009b). SZBF uses zipper columns placed between
the braces to transfer the unbalanced vertical forces to higher
stories. To prevent the structure from losing total stiffness, the

Abbreviations: CBF, Concentrically Braced Frame; SFRS, Seismic Force Resisting

System; MD-CBF, Moderate Ductile Concentrically Braced Frame; LD-CBF,

Limited Ductile Concentrically Braced Frame; I-VBF, Inverted V-braced Frame;

VBF, V-braced Frame; XBF, X-braced Frame; M-XBF, Multistory-X-braced Frame;

SZBF, Suspended Zipper Braced Frame; ISD, Peak Inter Story Drift ratio; FA,

peak Floor Acceleration; Std, Standard Deviations; PBEE, Performance-Based

Earthquake Engineering; EDP, EngineeringDemand Parameter; DS, Damage State;

PG, Performance Group; Min_Qty, Minimum Quantities; Max_Qty, Maximum

Quantities; MAL, Mean Annualized Loss.

top story braces of the SZBF are capacity designed to resist the
combined unbalanced vertical loads when all the braces yielded
and buckled. Similarly, the beams in the M-XBF system must
be capacity designed for the yielding and buckling of the braces.

Due to the symmetrical geometry of the M-XBF configuration,
the unbalanced forces from the floor above and below cancel
each other out (if the braces are of the same size). This results

in smaller beams compared to the V- or inverted V- bracing
configurations. Similarly, in the X-bracing configuration, there
are no unbalanced vertical forces in the beams, but the columns

are designed to resist large axial forces when the braces have
yielded and buckled.

The building code provides detailed design requirements

for each of the MD-CBF bracing configurations. However,
there has been little discussion about the differences in seismic

performance. Although there have been some previous studies

comparing different bracing configurations (Mahmoudi and
Zaree, 2010; Patil and Sangle, 2015; Ozcelik et al., 2016),
the present study is the only one that shows a detailed cost
comparison on a Canadian designed building.

In this study, a five-story office prototype building located

in Vancouver, British Columbia, Canada was used to compare
the seismic performance of the prototype building using each of
the I-VBF, VBF, XBF, M-XBF, and SZBF bracing configurations.
The prototype building was designed according to the National

Building Code of Canada (NBCC, 2015) and the Canadian

Institute of Steel Construction design standard S16-14 (CSA,
2014). Detailed finite element models of the prototype building
with each of the bracing configurations were developed using
OpenSees (McKenna et al., 2009). The finite element models were

calibrated against available experimental data. The calibrated
finite element models were then subjected to ground motions
selected and scaled to three earthquake shaking intensities at
the prototype site. Detailed initial construction costs, structural
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FIGURE 2 | Member sizes of the SFRS.
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response, and life cycle costs of the prototype building using each
of the pre-qualified MD-CBF configurations were examined in
this study.

DESCRIPTION OF THE PROTOTYPE
BUILDING

The prototype structure is a five-story office building located in
Vancouver, British Columbia, Canada, which was adopted from
Yang and Murphy (2015). The prototype building was designed
according to the National Building Code of Canada (NBCC,
2015) and the CSA-S16-14 (CSA, 2014). The plan dimensions
of the building are 45m by 63m. The story height is 4.25m
for the first floor and 3.65m for other floors. Figure 1 shows
the global view and plan view of the SFRS. Five different
bracing configurations: (1) Inverted V-braced (I-VBF); (2) V-
braced (VBF); (3) Suspended zipper column braced (SZBF);
(4) Multistory-X-braced (M-XBF); (5) X-braced (XBF), were
included in this study. Figure 2 shows the member sizes of the
SFRS. Table 1 shows the summary of the gravity frame elements
used for all bracing configurations.

DESCRIPTION OF THE FINITE ELEMENT
MODELS

The numerical models of the prototype building were generated
using OpenSees (McKenna et al., 2009). Due to the symmetrical
nature of the prototype building in the two principal axes, only
half of the building was modeled. Because the SFRS was designed
to be decoupled in the two principal axes, only the response
in the East-West direction is presented in this paper. Masses
were lumped at the nodes of the model at each floor based on
the tributary area. An average value of 633,000Kg was assigned
at each floor. Rayleigh damping of 2.5%, based on the mass
and tangent stiffness proportional damping, was assigned in the
first and third modes. The first three vibrational periods of each
MD-CBFs are shown in Table 2.

The steel braces were modeled following the approach
developed by Yang et al. (2009a), where the braces were
modeled using two flexibility-formulation non-linear beam-
column elements with fiber sections. Uniaxial Menegotto-
Pinto steel material (Steel02) in OpenSees was used to model
the kinematic and isotropic hardening of the steel material.
Rotational springs with rotational stiffness of EI/5Lb, where
E is the modulus of elasticity, I is the moment of inertia
about the plane of bending, and Lb is the total length of the
brace, were added to the ends of the braces using zero-length
elements to simulate the gusset plate response (Yang et al.,
2009b). A geometric imperfection of 0.1% of the brace length
was used according to the procedure presented in Uriz (2008).
The corotational geometry transformation proposed by De Souza
(2000) was used to simulate the second-order geometry effects
(P-1 effects). Figure 3A shows the analytical model for the
steel braces. Figure 3B and Figure 3C show the comparison of
the brace hysteresis from the analytical simulation against the
experimental data presented by Black et al. (1980). The results

TABLE 1 | Size of the gravity frame elements.

Element size Location

SIZE OF GRAVITY BEAMS

W27X84 All the beams in the global X direction

W18X40 All the beams in the global Y direction

Floor Corner Non-corner

SIZE OF GRAVITY COLUMNS

1 W10X45 W10X77

2 W10X39 W10X68

3 W10X39 W10X45

4 W10X39 W10X45

5 W10X39 W10X39

TABLE 2 | Structural periods of systems.

Mode I-VBF VBF SZBF M-XBF XBF

T1 [s] 0.62 0.69 0.62 0.65 0.62

T2 [s] 0.23 0.25 0.22 0.24 0.25

T3 [s] 0.15 0.16 0.15 0.16 0.17

show that the proposed numerical model can accurately simulate
the non-linear behavior of the steel braces.

The beams and columns of the CBFs were modeled using
non-linear fiber-based beam-column elements in OpenSees.
The column base connections were modeled using zero-
length element according to stiffness relationships proposed by
Fahmy et al. (1998). Beam to column connections for shear
tab connections were modeled with the rotational properties
suggested by Astaneh-Asl (2005). Figure 4 shows the finite
element models developed for this study.

SELECTION AND SCALING OF GROUND
MOTIONS

To simulate the seismic response of the prototype building,
the 5% damped spectra for the site was obtained from Natural
Resources Canada (NRC) (2016) at three hazard levels: (1) 2%
probability of exceedance in 50 years (2/50); (2) 10% probability
of exceedance in 50 years (10/50); and (3) 40% probability of
exceedance in 50 years (40/50). Ground motions were selected
from the PEER NGA database [Pacific Earthquake Engineering
Research Center (PEER), 2011]. The ground motions with
magnitude (Mw) between 5.5 and 8, soil shear wave velocity
(Vs30) between 360 and 760 m/s, and the limited distance to
the fault (0–100 km) were selected. The ground motions were
amplitude scaled such that the mean spectrum for the scaled
ground motions does not fall below the target spectrum by 10%
over the period range from 0.15 Tmin to maximum of 2.0 Tmax
and 1.5 s (where Tmin and Tmax are the shortest and longest
fundamental periods of the structures, respectively). To avoid
over scaling, the scale factors were limited between 0.5 and 4 as
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FIGURE 3 | (A) Finite element model used to calibrate with experimental tests (Yang et al., 2009b). (B) Comparison of analytical (dashed line) and experimental (solid

line) hysteretic responses of HSS4x4x1/4 and (C) HSS4x4x1/2 struts and their corresponding displacement histories.

noted in the commentary of NBCC (2015). Table 3 summarizes
the selected ground motions used in this study. Figure 5 shows
the scaled response spectra and the target spectrum for the three
hazard levels considered.

RESPONSE QUANTIFICATION

A total of 57 non-linear dynamic analyses were carried out to
examine the response of the prototype building using each of
the bracing configurations. Table 4 shows the summary of the
structural responses. Figure 6 shows the comparison of the peak
inter story drift ratio (ISD) and peak floor acceleration (FA) and
the corresponding standard deviations (Std).

At the 2/50 hazard level, all configurations have the highest
ISD at the first floor. Among the bracing configurations, the
SZBF, VBF and the I-VBF has the highest 1st floor ISD, while
the M-XBF and XBF has the lowest 1st floor ISD. All bracing

configurations have a significant reduction in ISD at the 2nd
floor. The I-VBF, VBF, M-XBF, and XBF have some increase of
ISD at the 3rd and 4th floor. This is likely caused by the higher
mode effect. All systems show a reduction of ISD at the 5th floor.
XBF has the highest ISD at the 5th floor, while the SZBF has
the lowest 5th floor ISD. The variation in the ISD shows very
similar trends as the median response, where the 1st floor has
the largest variation. Peak floor accelerations tended to increase
with height. XBF has slightly higher FA at all floors, while the
other configurations all have very similar FA. The variation in FA
is very similar among all configurations.

At the 10/50 hazard level, the ISD for the I-VBF, VBF, and XBF
configurations are quite similar among the floors. On the other
hand, the SZBF has lowest ISD at the 1st floor with increased
ISD at the 2nd and 3rd floors and reduced ISD at the 4th and
5th floor. M-XBF has a similar trend as the SZBF, except 4th and
5th floor have less reduction as the SZBF. The variation in ISD is
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FIGURE 4 | Finite element models of CBFs.

similar among the floors. In terms of FA, all configurations have
a similar trend, where acceleration increases linearly at the floor
number increases. The variation of FA shows a similar trend for
all systems.

At the 40/50 hazard level, I-VBF and XBF configurations have
similar ISD at all floors. SZBF has a similar trend as the M-
XBF at the 2nd and 3rd floors but has smaller ISDs at the 4th
and 5th floor. Among the different configurations, the VBF has
the highest ISD for almost all floors (except the 2nd floor). The
variation in ISD is very consistent among all floors. The trend
for the FA is very similar for all configurations, where the FA
increases as the floor number increases. The variation of FA is
very similar among all floors and bracing configurations.

PERFORMANCE ASSESSMENT

To quantify the seismic performance of the prototype building
with different bracing configurations, the performance-based
earthquake engineering (PBEE) method developed by Yang et al.
(2009a) was used. The main steps of the PBEE method can be
summarized as the following: (1) seismic hazard analysis; (2)
response analysis; (3) damage analysis, and (4) loss analysis.
Figure 7A illustrates the four analysis phases. The goal of the
seismic hazard analysis is to determine the ground motions
that are most representative of the seismic hazard of the
prototype building site. The response analysis is used to identify
the engineering demand parameters (EDPs), such as drift
and acceleration that could damage the structural and non-
structural components. Once the peak structural responses have
been identified, the damage analysis utilizes fragility curves
obtained from past research to determine the damage state
(DS) of each structural and non-structural component in the
prototype building. Because many structural and non-structural
components could be affected by the same EDP, and the DS
could be similar, these structural and non-structural components

could be grouped into performance group (PG). The last step of
the PBEE method is the loss analysis, where the analysis uses
DS identified in the damage analysis to quantify the building
repair cost.

In this study, 26 different PGs were defined. Each PG consists
of one or more building components whose performance was
similarly affected by the same EDP. The DS of each PG was
determined in relation to the different types of repairs that may
be required. For each DS, a fragility curve was defined to present
the probability that the damage of the components of a PG will
be equal or greater than the specified DSs for a given EDP.
Figure 7B shows a sample fragility curve for the braces. In this
fragility curve, there are four DSs. As shown in this figure, if the
peak ISD equals to 1.5%, the component has a 5, 70, 25, and 0%
probability of being in DS1, DS2, DS3, and DS4, respectively. The
numerical values of the fragility relations, unit repair cost data,
and repair quantities for all the structural and non-structural
PGs were adapted from the FEMA P-58 project (FEMA, 2012).
Table 5 provides the summary of the PGs and fragility data used
in this study. The first five rows of Table 5 present the structural
PG for the MD-CBFs system, and the rest of the table presents
the non-structural components. Themedian and beta parameters
of each DS used to determine fragility curve are also reported in
Table 5. Figure 7 shows the tri-linear curve used to represent the
unit repair cost. Min_Qty represents the minimum quantities,
Max_cost represents the maximum cost, Max_Qty represent the
maximum quantities and Min_cost represent the minimum cost.
As shown in Figure 7, the unit repair cost is expected to reduce
when the repair quantity is increased. Table 6 lists the data used
to quantity the unit repair cost for each PG.

RESULT OF PERFORMANCE EVALUATION

Table 7 shows the initial structural costs for each of the
MD-CBFs configurations. The construction cost of steel
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TABLE 3 | Summary of ground motions.

Event Year Station Magnitude Scaling factor

2%/50 10%/50

SUMMARY OF GROUND MOTIONS REPRESENTING 2/50 AND 10/50 HAZARD LEVELS

San Fernando 1971 Castaic—Old Ridge Route 6.61 1.45 0.72

San Fernando 1971 Palmdale Fire Station 6.61 2.63 1.30

Imperial Valley-06 1979 Cerro Prieto 6.53 1.66 0.82

Victoria, Mexico 1980 Cerro Prieto 6.33 1.51 0.74

Irpinia, Italy-02 1980 Rionero In Vulture 6.20 2.93 1.45

Corinth, Greece 1981 Corinth 6.60 1.49 0.74

Coalinga-01 1983 Parkfield—Vineyard Cany 1E 6.36 1.53 0.76

Loma Prieta 1989 Coyote Lake Dam—Southwest Abutment 6.93 2.10 1.04

Northridge-01 1994 LA—Temple and Hope 6.69 1.96 0.97

Hector Mine 1999 Hector 7.13 1.45 0.71

Chi-Chi, Taiwan-03 1999 CHY028 6.20 1.81 0.89

Cape Mendocino 1992 Ferndale Fire Station 7.01 0.77 0.50

Landers 1992 North Palm Springs Fire Sta #36 7.28 2.87 1.42

Chuetsu-oki, Japan 2007 Yoshikawaku Joetsu City 6.80 1.03 0.51

Iwate, Japan 2008 Kami, Miyagi Miyazaki City 6.90 3.14 1.55

Iwate, Japan 2008 Yokote Masuda Tamati Masu 6.90 2.96 1.46

Iwate, Japan 2008 Yuzawa Town 6.90 1.60 0.79

Loma Prieta 1989 San Jose—Santa Teresa Hills 6.93 1.55 0.77

New Zealand-02 1987 Matahina Dam 6.60 1.55 0.77

Chi-Chi, Taiwan-06 1999 TCU129 6.30 1.86 0.92

Magnitude Scaling factor

SUMMARY OF GROUND MOTIONS REPRESENTING 40/50 HAZARD LEVEL

Chi-Chi, Taiwan-03 1999 TCU073 6.20 3.00

Northridge-01 1994 Glendora—N Oakbank 6.69 1.63

Big Bear-01 1992 Rancho Cucamonga—Deer Can 6.46 1.51

Loma Prieta 1989 APEEL 3E Hayward CSUH 6.93 1.07

Coalinga-01 1983 Parkfield—Stone Corral 2E 6.36 1.04

Coalinga-01 1983 Parkfield—Stone Corral 4E 6.36 0.97

Hector Mine 1999 Banning—Twin Pines Road 7.13 3.76

Morgan Hill 1984 Fremont—Mission San Jose 6.19 2.72

Parkfield-02, CA 2004 TEMPLETON—HOSPITAL GROUNDS 6.00 2.35

Parkfield-02, CA 2004 PARKFIELD—WORK RANCH 6.00 1.06

Denali, Alaska 2002 Carlo (temp) 7.90 1.19

Denali, Alaska 2002 TAPS Pump Station #09 7.90 1.51

Livermore-01 1980 Fremont—Mission San Jose 5.80 1.76

Livermore-01 1980 San Ramon Fire Station 5.80 1.52

Livermore-01 1980 Tracy—Sewage Treatm Plant 5.80 1.10

Coyote Lake 1979 SJB Overpass, Bent 3 g.l. 5.74 1.16

Coyote Lake 1979 San Juan Bautista—Hwy 101/156 Overpass 5.74 1.25

components was calculated using typical steel prices in
Vancouver Canada, where a unit cost of $5.6 and $7 USD
per kg was used for members over and below 60 kg/m,
respectively. The result shows the M-XBF uses the least
column and brace material, while the XBF and SZBF have
the lowest beam material. Overall, the M-XBF has the
minimum structural cost, while the I-VBF has the maximum
structural cost.

Table 8 shows the summary of the initial construction
costs, median repair costs, mean annualized cost and life
cycle costs for the different bracing configurations. The initial
construction cost of the prototype building was defined as the
sum of the structural and non-structural components costs.
The non-structural component costs were calculated using an
average of $300 USD per square foot which includes the
building contents, partition walls, mechanical systems, finishes,
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FIGURE 5 | Response spectra of scaled ground motions at (A) the 2/50 hazard level, (B) the 10/50 hazard level, and (C) the 40/50 hazard level (Target spectrum from

Natural Resources Canada (NRC), 2016).

TABLE 4 | Median and standard deviation (Std) of peak EDPs.

EDP [units] I-VBF VBF SZBF M-XBF XBF

Median Std Median Std Median Std Median Std Median Std

MEDIAN AND STANDARD DEVIATION (STD) OF PEAK EDPs AT 2/50 HAZARD LEVEL

du1 [%] 0.74 0.32 0.72 0.47 0.74 0.35 0.65 0.36 0.64 0.26

du2 [%] 0.42 0.04 0.45 0.06 0.52 0.07 0.50 0.07 0.48 0.06

du3 [%] 0.41 0.06 0.52 0.06 0.46 0.06 0.44 0.07 0.51 0.07

du4 [%] 0.44 0.05 0.52 0.07 0.42 0.05 0.51 0.09 0.57 0.11

du5 [%] 0.35 0.05 0.50 0.06 0.15 0.01 0.36 0.04 0.47 0.09

ag [g] 0.38 0.15 0.38 0.15 0.38 0.15 0.38 0.15 0.38 0.15

a2 [g] 0.63 0.20 0.60 0.16 0.66 0.22 0.58 0.15 0.62 0.16

a3 [g] 0.68 0.16 0.69 0.17 0.71 0.16 0.68 0.15 0.73 0.15

a4 [g] 0.74 0.18 0.72 0.16 0.73 0.17 0.73 0.17 0.80 0.17

a5 [g] 0.81 0.17 0.81 0.20 0.82 0.17 0.77 0.18 0.91 0.21

aR [g] 1.06 0.20 1.05 0.20 0.95 0.20 1.00 0.20 1.22 0.26

MEDIAN AND STANDARD DEVIATION (STD) OF PEAK EDPs AT 10/50 HAZARD LEVEL

du1 [%] 0.28 0.07 0.31 0.08 0.26 0.09 0.26 0.06 0.29 0.07

du2 [%] 0.30 0.06 0.30 0.07 0.33 0.07 0.33 0.08 0.28 0.07

du3 [%] 0.28 0.06 0.29 0.07 0.32 0.06 0.31 0.07 0.28 0.07

du4 [%] 0.29 0.07 0.33 0.07 0.27 0.06 0.36 0.08 0.31 0.08

du5 [%] 0.23 0.06 0.31 0.06 0.10 0.02 0.25 0.06 0.25 0.07

ag [g] 0.19 0.07 0.19 0.07 0.19 0.07 0.19 0.07 0.19 0.07

a2 [g] 0.28 0.10 0.29 0.07 0.31 0.12 0.25 0.10 0.31 0.09

a3 [g] 0.41 0.12 0.39 0.10 0.42 0.12 0.41 0.11 0.44 0.11

a4 [g] 0.44 0.12 0.44 0.11 0.47 0.12 0.43 0.11 0.48 0.14

a5 [g] 0.52 0.13 0.52 0.12 0.52 0.12 0.51 0.12 0.48 0.13

aR [g] 0.63 0.18 0.65 0.12 0.57 0.16 0.62 0.14 0.68 0.19

MEDIAN AND STANDARD DEVIATION (STD) OF PEAK EDPs AT 40/50 HAZARD LEVEL

du1 [%] 0.10 0.03 0.12 0.03 0.10 0.03 0.10 0.03 0.11 0.03

du2 [%] 0.11 0.03 0.12 0.03 0.12 0.04 0.13 0.04 0.10 0.03

du3 [%] 0.11 0.03 0.14 0.04 0.12 0.04 0.12 0.04 0.11 0.03

du4 [%] 0.11 0.04 0.15 0.04 0.10 0.04 0.14 0.05 0.12 0.03

du5 [%] 0.09 0.03 0.13 0.04 0.04 0.01 0.10 0.03 0.10 0.03

ag [g] 0.08 0.03 0.08 0.03 0.08 0.03 0.08 0.03 0.08 0.03

a2 [g] 0.12 0.06 0.13 0.06 0.12 0.06 0.12 0.05 0.14 0.05

a3 [g] 0.16 0.06 0.19 0.05 0.18 0.06 0.19 0.06 0.17 0.05

a4 [g] 0.18 0.07 0.20 0.07 0.19 0.07 0.18 0.07 0.19 0.07

a5 [g] 0.20 0.08 0.23 0.07 0.20 0.07 0.21 0.08 0.22 0.06

aR [g] 0.26 0.08 0.29 0.07 0.23 0.08 0.27 0.08 0.28 0.05

dui and ai represent the ISD at the ith story and the FA at the ith floor, respectively.
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FIGURE 6 | Median peak inter story drift ratio and its corresponding standard deviation in left plots and peak floor acceleration and its corresponding standard

deviation in right plots at (A) 2/50 hazard level, (B) 10/50 hazard level, and (C) 40/50 hazard level.

office furniture, computers and other contents (Yang and
Murphy, 2015). The result shows the difference in structural
bracing configurations makes <1% difference in the overall
construction cost.

Table 8 also shows the median repair costs. By comparing the
median repair costs of different MD-CBFs configurations at 2/50
hazard level, the I-VBF, SZBF, andM-XBF have very closemedian
repair cost in the range of $1.8 million USD, while the XBF and
VBF have the highest median repair cost of about $2.3 million

USD. At the 10/50 hazard level, the lowest median repair costs
are for M-XBF and VBF which is about $1.2 million and the
highest one is for XBF which is about $1.3 million USD. The
median repair costs at 40/50 hazard level are very close for all
configurations which are within the range from $340,000 USD to
$370,000 USD.

The mean annual rate of the repair cost exceeding a
threshold value can be determined by combining the repair
cost and the seismic hazard relations. The annual exceedance
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FIGURE 7 | (A) Performance-assessment framework (Moehle and Deierlein, 2004). (B) Fragility curves for MD-CBFs. (C) Example of the unit repair cost function

(Yang et al., 2009b).

probability is obtained by multiplying the slope of the hazard
curve at the corresponding ground motion intensity level by
the complement of the cumulative repair distribution function
then integrated the resulting curves across the seismic hazard
levels. This process creates a loss curve that represents the
mean annual rate of the repair cost exceeding a threshold
value. The area under the loss curve represents the mean
cumulative total repair cost for all earthquakes over the period
of 1 year. Owners and stakeholders can use this information
to quantify the mean annualized loss (MAL) when comparing
the performance of different bracing configurations (Yang et al.,
2009a). The results of this study show that the M-XBF has the
lowest MAL of $24,800 USD, while the XBF has the highest
MAL of $32,800 USD.

Using the initial costs and mean annualized loss, the total
life cycle costs for 50 years with 3.5% annual interest rate is
summarized in Table 8. Comparing the five MD-CBF bracing
configurations, the M-XBF is the most economical system and
has the lowest life cycle cost. Followed by the SZBF, VBF, I-VBF,
and XBF.

SUMMARY AND CONCLUSIONS

Steel CBF is a commonly used SFRS. This structural system
is efficient in providing the stiffness and strength needed to
resist the seismic load. In this type of SFRS, the braces are
designed to be the main energy dissipation component, where
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TABLE 5 | Summary of performance groups and their corresponding fragility curve data.

PG Name Location EDP Description Fragility data >= DS2 >= DS3 >= DS4

1 SH12 Between levels 1 and 2 du1 Structural MD-CBF: based on replacement of

braces.

Median 0.92 1.67 2.23

2 SH23 Between levels 2 and 3 du2

3 SH34 Between levels 3 and 4 du3 Beta 0.3 0.15 0.15

4 SH45 Between levels 4 and 5 du4

5 SH5R Between levels 5 and r du5

6 EXTD12 Between levels 1 and 2 du1 Exterior enclosure: curtain wall based on

repair/replacement of 5′×6′ exterior panels.

Median 2.1 2.4 –

7 EXTD23 Between levels 2 and 3 du2

8 EXTD34 Between levels 3 and 4 du3 Beta 0.45 0.45 –

9 EXTD45 Between levels 4 and 5 du4

10 EXTD5R Between levels 5 and R du5

11 INTD12 Between levels 1 and 2 du1 Interior non-structural drift sensitive:

partitions, doors, glazing, etc.

Median 0.21 – –

12 INTD23 Between levels 2 and 3 du2

13 INTD34 Between levels 3 and 4 du3 Beta 0.6 – –

14 INTD45 Between levels 4 and 5 du4

15 INTD5R Between levels 5 and R du5

16 INTA2 Below level 2 a2 Interior non-structural acceleration sensitive:

ceilings, lights, sprinkler heads, etc.

Median 0.9 1.5 2.2

17 INTA3 Below level 3 a3

18 INTA4 Below level 4 a4 Beta 0.4 0.4 0.4

19 INTA5 Below level 5 a5

20 INTAR Below level R aR

21 CONT1 At level 1 ag Contents: general office furniture and, computer

center.

Median 0.25 – –

22 CONT2 At level 2 a2

23 CONT3 At level 3 a3 Beta 0.5 – –

24 CONT4 At level 4 a4

25 CONT5 At level 5 a5

26 Elevator Max Acc amax Elevator Median 0.35 – –

Beta 0.4 – –

dui and ai represent the ISD at the ith story and the FA at the ith floor, respectively.

they are expected to buckle and yield during strong earthquake
shaking. To ensure the system still has a stable force-deformation
response after the braces yielded or buckled, the beams and
columns of the CBF are capacity designed based on themaximum
expected brace forces. Multiple bracing configurations have been
presented in the building codes. However, the building codes
do not indicate which brace configuration is best suited for
different application. In this study, a 5-story office building
located in Vancouver, Canada was designed using five different
CBF bracing configurations according to NBCC (2015), Natural
Resources Canada (NRC) (2016) and CSA S16-14 (CSA, 2014).
Detailed finite element models of the prototype building with
each of the bracing configurations were developed. The finite
element models were calibrated against experimental test then
subjected to ground motions selected and scaled to three hazard
levels. Detailed structural response, initial construction costs
and life cycle costs of the prototype building with each of
the bracing configurations were systematically examined. The
following findings were observed in this study:

1) The I-VBF uses the most steel material, while the M-XBF
requires about 20% less steel material than the I-VBF, making
the M-XBF the lightest system among the different bracing

configurations considered. The XBF has the second lightest
structural materials, followed by the VBF and SZBF systems.

2) At the 2/50 hazard level, all bracing configurations have
the highest ISD at the first floor. Among the bracing
configurations, the SZBF, VBF, and the I-VBF have the highest
1st floor ISD, while the M-XBF and XBF have the lowest
1st floor ISD. All bracing configurations have a significant
reduction in ISD at the 2nd floor. The I-VBF, VBF, M-
XBF, and XBF have some increase of ISD at the 3rd and
4th floor. All systems show a reduction of ISD at the 5th
floor. XBF has the highest ISD at the 5th floor, while the
SZBF has the lowest 5th floor ISD. The variation in the ISD
shows very similar trends as the median response, where
the 1st floor has the largest variation. In terms of FA, the
acceleration usually increases with height. XBF has slightly
higher FA at all floors, while the other configurations all have
very similar FA. The variation in FA is very similar among
all configurations.

3) At the 10/50 hazard level, the ISD for the I-VBF, VBF, and
XBF configurations are quite similar among the floors. On
the other hand, the SZBF has lowest ISD at the 1st floor with
increased ISD at the 2nd and 3rd floors and reduced ISD at
the 4th and 5th floor. M-XBF has a similar trend as the SZBF,
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TABLE 6 | Repair quantities and unit cost of repair items.

Item name DS Quantity Min_Qty Max_Qty Max_cost [USD] Min_cost [USD]

Chevron, 41 PLF < w < 99 PLF 2 6 brace bays per floor 3 7 44,536 30,284

Chevron, 41 PLF < w < 99 PLF 3 6 brace bays per floor 3 7 61,158 41,588

Chevron, 41 PLF < w < 99 PLF 4 6 brace bays per floor 3 7 65,533 44,563

Chevron, w < 40 PLF 2 6 brace bays per floor 3 7 44,536 30,284

Chevron, w < 40 PLF 3 6 brace bays per floor 3 7 50,029 34,019

Chevron, w < 40 PLF 4 6 brace bays per floor 3 7 52,154 35,464

X Brace, 41 PLF < w < 99 PLF 2 6 brace bays per floor 3 7 45,589 31,001

X Brace, 41 PLF < w < 99 PLF 3 6 brace bays per floor 3 7 69,322 47,139

X Brace, 41 PLF < w < 99 PLF 4 6 brace bays per floor 3 7 73,697 50,114

X Brace, w < 40 PLF 2 6 brace bays per floor 3 7 45,589 31,001

X Brace, w < 40 PLF 3 6 brace bays per floor 3 7 53,742 36,544

X Brace, w < 40 PLF 4 6 brace bays per floor 3 7 55,617 37,819

Curtain wall 2 192 panels/floor at1st floor 20 100 2,960 1,580

Curtain wall 3 165 panels/floor at floor 2 to roof 20 100 3,848 2,054

Interior non-structural drift sensitive 2 15 feet per floor 0.56 5.56 3,510 2,160

Contents 2 1 per floor 1 10,000 305,190 305,190

Ceiling 2 122 panels/floor 1 10 471 326

Ceiling 3 122 panels/floor 1 10 3,770 3,610

Ceiling 4 122 panels/floor 1 10 7,830 5,420

Elevator 2 4 elevations 1 100,000 7,850 7,850

“w” is weight per unit length, and “PLF” is lb. per LF.

TABLE 7 | Summary of the structural elements cost [USD].

Type of MD-CBF Column costs Beam costs Brace costs Structural initial costs Rank

I-VBF 869,478 2,814,144 246,666 3,930,288 5

VBF 801,020 2,634,757 246,666 3,682,443 3

SZBF 1,104,966 2,157,233 469,742 3,731,941 4

M-XBF 745,103 2,289,376 246,666 3,281,144 1

XBF 915,562 2,152,755 454,262 3,522,579 2

TABLE 8 | Summary of the initial, median repair, and life cycle costs [USD].

Type of MD-CBF Initial costs Median repair cost Mean cum. annual repair cost Life cycle costs 3.5% annual interest Rank

2/50 10/50 40/50

I-VBF 49,708,285 1,838,692 1,285,586 337,616 28,000 53,225,136 4

VBF 49,460,440 2,325,638 1,148,768 369,016 27,800 52,952,171 3

SZBF 49,509,938 1,798,920 1,285,586 337,616 26,900 52,888,627 2

M-XBF 49,059,141 1,806,292 1,148,768 337,616 24,800 52,174,067 1

XBF 49,300,575 2,302,398 1,317,986 337,616 32,800 53,420,316 5

except the 4th and 5th floors which have less reduction than
the SZBF. The variation in ISD is similar among the floors. In
terms of FA, all configurations show a similar trend, where
acceleration increases linearly as the floor height increases.
The variation of FA shows a similar trend for all systems.

4) At the 40/50 hazard level, I-VBF and XBF configurations have
similar ISD at all floors. SZBF has the similar trend as the
M-XBF at the 2nd and 3rd floors, with a reduction in ISD at

the 4th and 5th floor. Among the different configurations, the
VBF has the highest ISD for almost all floors, except the 2nd
floor. The variation in ISD is very consistent among all floors.
The trend for the FA is similar for all configurations, where
the FA increases as the floor height increases. The variation of
FA is very similar among all floors and bracing configurations.

5) XBF is themost expensive system as it has the highest life cycle
cost. By contrast, the M-XBF is the most economical system
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having the lowest life cycle cost. After that, the SZBF, VBF, and
I-VBF are ranked from the lowest life cycle cost to highest.
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Pipes with a diameter of 150mm, also called DN150, are often connected by grooved

fit joints and employed as stem pipelines, which are used to transport water vertically

to different building stories and distribute it horizontally to different rooms. A large

deformability is often required for the grooved fit joints to accommodate the deformation

concentrated between adjacent stories during an earthquake. To this end, the grooved

fit joint is often improved with a wider groove to achieve such a large deformability.

However, its seismic performance has not been thoroughly studied yet. This study

conducted quasi-static tests on twelve DN150 grooved fit joints, including four elbow

joints and eight DN150-DN80 Tee joints. The mechanical behavior, rotational capacity

and failure mode were examined and discussed. The test results indicate that the fracture

of the grooved fitting and the pull-out of pipes from the grooved fitting are the major

damage patterns at deformations larger than 0.1 rad. At small deformations of<0.06 rad,

although slight abrasions and wear were observed on the contact surface between the

galvanized steel pipe and the grooved fitting, they would not result in significant leakage.

Three damage states are defined accordingly, and the fragility models are developed for

different grooved fit joints based on test results. Finally, seismic fragility analysis of DN150

stem pipeline system in a 10-story building was conducted. It is demonstrated that the

improved joints survive under the maximum credible earthquake and the leakage is highly

unlikely to occur.

Keywords: piping system, grooved fit joints, large deformability, quasi-static test, leakage limit state

HIGHLIGHTS

- Cyclic tests on grooved fit piping joints with large deformability.
- Experimental fragility models of grooved fit piping joints.
- Seismic fragility analysis of piping system based on probabilistic seismic demand analysis.

INTRODUCTION

Recent earthquakes have demonstrated that the non-structural components of critical facilities such
as power plants, hospitals, and industrial units suffered much more damage in comparison with
structural components, which mitigated the functionality of these critical facilities (Filiatrault and
Sullivan, 2014; Dhakal et al., 2016). The pressurized fire sprinkler piping system is one of the most
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critical non-structural systems in a building. Its operational
function is expected to be maintained after a destructive
earthquake to prevent a subsequent fire disaster. However, the
piping system was reported to be one of the most vulnerable
non-structural systems in past earthquake disasters.

During the 1994 Northridge earthquake, pipelines with a
diameter of <25mm in different piping systems such as HVAC
systems, sprinkler piping systems, and water piping systems
experienced widespread failures (Fleming, 1998). Leakage of
fire sprinkler piping systems forced the temporary evacuation
of several hospital buildings after the earthquake (OSHPD,
1995; Ayres and Ezer, 1996). After the 2010 Chile Earthquake,
four hospitals in the central south region of the country
were inoperable, and 12 hospitals lost almost 75% of their
functionalities. Most losses were caused by damages to

FIGURE 1 | Fractured piping tee joint at the Santiago Airport after the 2010 Chile earthquake.

FIGURE 2 | Statistics of the damaged piping systems over all investigated piping systems.

non-structural components such as suspended ceilings, light
fixtures, and fire sprinkler piping systems. The two largest
airports in Chile were closed as well because of non-structural
damages and flooding from failed sprinkler piping systems (Ju,
2011; Miranda et al., 2012; Tian et al., 2014). One typical fracture
failure of the piping tee joints at the Santiago Airport is shown in
Figure 1, which resulted in significant water leakage and further
mitigated the functionality of the airport. Figure 2 shows the
percentages of damaged piping systems over all investigated
piping systems in previous earthquakes (Steinbrugge, 1982;
McKevitt et al., 1995; Fleming, 1998; Global, 2001; Dillingham
and Goel, 2002; LeGrone, 2004; Chock, 2006; Miranda et al.,
2012). In the 2011 Tohoku Earthquake, about 8% of the
investigated piping systems suffered damages, among which
pipelines dominated with 49% of economic loss of the entire
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FIGURE 3 | Component loss of fire sprinkler system in the Tohoku earthquake.

fire sprinkler system, as shown in Figure 3. It was also reported
that 42% of the piping systems with damaged components
exhibited water leakage during this earthquake which caused
great inconvenience to earthquake rescue efforts (Mizutani et al.,
2012; Soroushian et al., 2015a).

Several studies have investigated the seismic performance of
piping systems. Antaki and Guzy (1998) conducted four-point
bending tests on 16 pressurized pipe specimens with different
types of joints. He et al. (2018) conducted a total of 72 cyclic
tests on common water supply pipes to study the failure modes
and seismic fragilities of Tee joints. Similar tests were performed
by Blasi et al. (2018) to examine the hysteretic response of cast-
iron and copper tee joints. Tian et al. (2014) and Soroushian et al.
(2015b) tested 48 Tee joints including grooved fit joints under
reversal cyclic loading to determine their rotational capacities.
The damage states such as water leakage and fracture were
identified. The grooved fit joints featured had a diameter no
larger than 100mm. Although the mechanical performance was
stable, the leakage deformation was about 0.02 rad, implying high
possibility of leakage during a rarely occurred earthquake. The
seismic performance of piping system is also often examined by
shaking table tests apart from quasi-static tests. Zaghi et al. (2012)
investigated the seismic characteristics of welded and threaded
tee joints of hospital piping systems under various intensities
of seismic loading using a biaxial shake table. Tian et al. (2015)
tested three full-scale pressurized sprinkler piping specimens
with different materials, joint arrangements, and types of seismic
bracings under dynamic loading. Jochen et al. (2018) studied the
swing of CPVC sprinkler branch lines with tee joints under strong
earthquake motions. Soroushian et al. (2014b) used the results
of two shaking table experiments and numerical simulation of
a hospital piping system to evaluate the probability of seismic
damage to the piping system. The damage to the piping system
itself and the pounding effects with adjacent objects such as walls,
floors, and suspended ceilings are involved in the analysis. Three-
dimensional dynamic response analyses on a suspended thin-wall
water piping system under seismic floor motions were conducted
by Tatarsky and Filiatrault (2019) to evaluate the fragility of
thin-wall piping system.

Recently most public buildings in China have started to
adopt pipes with large diameters, such as 150mm (DN150),
as the stem pipelines for fire sprinkler systems. The pipes
are connected through grooved fit joints which are improved
to accommodate larger rotations to avoid leakage at large

deformations. Chinese style joints are quite different from
American style ones and the seismic performance needs
further study.

In this study, the configuration of the improved grooved
fit joint is first introduced. Then, a series of quasi-static tests
are conducted. The mechanical behavior, the rotational capacity
and the failure mode are investigated, and fragility models
are developed considering various damage states. Finally, a
three-dimensional finite element model is constructed for a
10-story RC building where the DN150 pipeline system is
installed to transfer water vertically along the height. Based
on the probabilistic seismic demand model and fragility model
obtained by experiments, probabilistic seismic fragility analysis is
conducted for piping systems.

QUASI-STATIC TEST OF GROOVED FIT
PIPING JOINTS

Grooved Fit Joints With Large Deformation
Capacity
Grooved fit joints, as shown in Figure 4, are a relatively
new piping construction product that has gained popularity
in earthquake prone areas because of the improved flexibility
they provide to fire sprinkler piping systems. The grooved fit
joint is composed of pipes with grooves, lathedog-plumbings,
rubber gasket and bolts. Dimensions of 90◦ Elbow joint and
Tee joint are presented in Figures 4B,C. Nominal size of 90◦

Elbow joint is 150mm while the actual size is 165mm. Nominal
size of Tee joint is 150 × 80mm while the actual size is 160
× 90mm. Figures 4D,E present the deformation mechanism
of the grooved fit joint. The gaps in the grooves and between
the pipes make it possible to accommodate earthquake induced
rotations. The lathedog-plumbings and pipe joints are made
of cast iron and the water pipes are galvanized steel pipes.
Detailed information of the materials and components can be
found in Meide (2016).

Although this type of joint is massively used in piping
construction in China, there’s no sufficient investigation on its
mechanical behavior, deformation capability, and failure mode.
This study conducted three sets of quasi-static tests to examine
the seismic performance of two types of grooved fit joints. The
elbow joint employs a 90◦ elbow joint connected with twoDN150
pipes, as shown in Figure 5A. The length of each pipe is 840mm.
The Tee joint uses a triplet connecting to two DN150 pipes and
one DN80 pipe. The length of DN150 pipes is 840mm, while the
DN80 is 350mm. Eight Tee joints are divided into two groups.
One tests the rotation of DN150 pipes and the other tests the
behavior of DN80, as shown in Figures 5B,C, respectively. In
each group, there are one monotonic loading test and three cyclic
loading tests.

Installation procedure of grooved fit joints is presented in
Figure 6. Before the installation, lubricants are applied to the
surface of rubber gasket. It is necessary to ensure that there is
no gap between pipe end and joint. When tightening the bolts,
take turns on both sides until the torque meets the installation
requirements (60Nm) and then the installation is completed.
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FIGURE 4 | Sketches of grooved fit joints (A) Lathedog-plumbings (B) 90◦ Elbow joint (C) Tee joint (D) Before deformation (E) During deformation (Unit: mm).

FIGURE 5 | Dimensions of specimens (A) Elbow joint (B) Tee joint (DN150) (C) Tee joint (DN80) (Unit: mm).

FIGURE 6 | Installation procedure of grooved fit joints.
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Experimental Setup and Loading Protocol
The functionality examination is one of the objectives of the
experiment. The joints shall be tested with the internal water
pressure. The maximum working pressure of water pipeline is
1.2 MPa. According to requirements of GB 50084-2001 (2001)
and GB 50261-2005 (2005), the test pressure shall be increased
by 0.4 MPa when the designed working pressure is >1.0 MPa.
Therefore, all specimens will be filled with water and pressurized
to 1.6 MPa to capture the leakage during the test and simulate the
working condition of pipes. To achieve a precise water pressure,
each DN150 pipe is perforated and welded with a DN32 pipe.
One DN32 pipe is used as the water injection orifice to the water
pump, while the other for the air escape and equipped with a
ball valve to shut off the orifice once all the air has escaped.
Then the water pressure will increase. Once the target pressure,
1.6 MPa in this study, is reached, the valve close to the pump
will be shut off to maintain the water pressure. The pipes full of
pressurized water will be kept for 24 h before tests to examine the
sealing performance.

The Tee joints are to be tested in two patterns, one examining
the rotation capacity of the triplet connected to DN150 pipes,

the other testing the capacity of the triplet to the DN80 pipe, as
shown in Figures 8B,C, respectively. The test setup for Tee joints
(DN150) is shown in Figure 7. One hydraulic-servo actuator is
employed to realize the quasi-static tests at a low loading speed
of 0.5 mm/s. One end of the actuator is fixed on the reaction
beam which is securely fixed on the strong floor. The other end
is attached to a load jig which is bolted on two linear bearing

FIGURE 9 | Loading protocol for cyclic tests suggested by FEMA 461 (2007).

FIGURE 7 | Experimental set-up for Tee joints (DN150) (A) Front view (B) Top view.

FIGURE 8 | Specimens after installation (A) Elbow joint (B) Tee joint (DN150) (C) Tee joint (DN80).
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sliders. The sliders restrain the movement of the load jig in the
axial direction only. The end of each DN150 pipe is pinned to
one reaction pier fixed on the strong floor, while the end of
DN80 is connected to the load jig along the loading direction
(see Figures 7, 8B). Similar set-ups are used to test the Tee
joints (DN80) and the elbow joints. When testing the DN80
connection of the Tee joints, the DN80 pipe is pinned to the
load jig perpendicular to the loading direction (see Figure 8C).
It is worth noting that the load jig is lengthened using a steel
component as shown in Figure 8C. The elbow joints are pinned
to the load jig at one end and to the reaction beam at the other, as
shown in Figure 8A. The axes of the initial positions of the two
DN150 pipes of the specimen are 45 degrees from the horizontal
line. More details of the test setup are presented in Shang et al.
(2018).

The specimens were subjected to a cyclic loading following
loading protocol suggested by FEMA 461 (2007), as shown
in Figure 9. This protocol is commonly used for the seismic
performance assessment of non-structural components and
equipment, as it allows all damage states to be quantified to
develop the corresponding fragility models. The loading protocol
consists of repeated cycles with an amplitude that steadily
increases by 1.4 times at each step. Two cycles of loading are
conducted at each amplitude level. At least six cycles must be
performed before any damage can be observed.

Measurement Scheme
The bending moment of the Tee joints (DN150), M, was
calculated using Equation (1), where F is the load applied by the
actuator, and Di is the distance from the pin end of the pipe to
the center of the triplet. The bending moment of the Tee joints
(DN80) and the Elbow joints can be calculated in a similar way:

M = F · Di/2 (1)

Full field displacement and strain measurement with high speed
3D digital image correlation (DIC) system is used for the
measurement of strain and rotation in this study. DIC method
is a powerful digital image correlation technique that gives the
full-field strain distribution across a specimen (Reedlunn et al.,
2011). The pipe surface is sprayed with black and white speckle.
The measurement system tracks the speckle changes and uses
the optimized 3D DIC algorithm to calculate the displacement
and strain. The measured strain using DIC method can cover
the range from 0.005 (50 micro-strains) to 2,000%. During the
loading process, water leakage will first happen at one end of
the joints. Therefore, the rotations of all pipes connected to the
joints are measured and the one with the first damage will be
adopted to quantify the damage states. The rotation is defined
as the relative rotation angle between the joint and the pipeline
and can be obtained in the post-processing software of the high
speed 3D digital image correlation (DIC) system.

FIGURE 10 | Measurement scheme of strain gauges (A) Elbow joint (B) Tee joint (Unit: mm).

TABLE 1 | Observed physical damages of grooved fit joint specimens.

Joint types Damage description Damage photographs

Elbow joints • Fracture of coupling flanges connecting the tee joint and the pipe

• The pipe was pulled out

• Slight wear at interface between pipe and joint

Tee joints (DN150) • Fracture of coupling flanges connecting the tee joint and the pipe

• Slight wear at interface between pipe and joint

Tee joints (DN80) • Fracture of coupling flanges connecting the tee joint and the pipe

• Heavy wear at interface between pipe and joint

• The pipe section becomes elliptical
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FIGURE 11 | Measured rotations for all specimens (A) Elbow joint (B) Tee joint (DN150) (C) Tee joint (DN80) (Unit: rad).

FIGURE 12 | Comparison of results measured from DIC and strain gauges.

Meanwhile, four strain gauges are pasted on each pipe of
the specimen, as shown in Figure 10. The curvature of each
section is measured by two strain gauges respectively attached
to the top and bottom of the pipes, as formulated in Equation

(2), where, κ represents the curvature of the measured section,
ε1 and ε2 are the strains measured from the strain gauges, and
s is the interval between two strain gauges (pipe diameter in
this study). The moment M of the section is then calculated
with Equation (3), where E is the young’s modulus, and I is the
moment of inertia of the concerned section. The distribution
of bending moment along the pipe is assumed to be linear.
The calculated bending moments of the two measuring points
on the failure side are used to obtain that at the pipe joint
section by linear assumption. The data measured from strain
gauges will be used to calibrate the optical measurement and
compared with the bendingmoment calculated using themethod
of Equation (1).

κ =
ε1 − ε2

s
(2)

M = EIκ (3)

EXPERIMENTAL RESULTS OF GROOVED
FIT PIPING JOINTS

Physical Damages of Grooved Fit Piping
Joints
The observed damage at first leakage was consistent for all
specimens tested. Table 1 lists and shows photographs of the
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observed damages. The main failure modes were the fracture
of coupling flanges and the pulling-out of pipes. Slight wear at
interface between pipes and joint can be observed at DN150 pipes
and heavy wear can be observed at DN80 pipes but the wear
didn’t cause any leakage and did no harm to the functionality
of the pipes, which implies a good sealing performance of the
improved joint.

Rotation Capacities of Grooved Fit Joints
Three damage states (DS) of grooved fit joints are defined
based on the test results. DS1 represents the case in which
pressure in the pipe drops to 85%, DS2 represents massive
leakage when the water pressure drops to 0 MPa, and DS3
represents complete damage of the joints, including the resistance
force dropping to 85% of the peak force, visible cracks, and
the pipe pull-out. The rotations corresponding to different

damage states for each specimen are compared in Figure 11,
both monotonic and cyclic test results are given. All types of
joints exhibit large rotational capacities ranging from 0.054 to
0.274 rad beforemassive leakage. Rotational capacity of the DN80
Tee joint is much larger than that of the DN150 Tee joint
and the Elbow joint. The monotonic rotational capacities of
massive leakage (DS2) are larger than their corresponding cyclic
rotational capacities. This result is consistent with the results of
Tian et al. (2014).

Moment-Rotation Cyclic Response of
Grooved Fit Joints
The measurement scheme provides two methods to obtain the
bending moment of the concerned sections. Figure 12 shows
the measured hysteretic curves from DIC and strain gauges,
respectively. The moment of DIC curve is calculated using the

FIGURE 13 | Moment-rotation behavior (A) Elbow joint (B) Tee joint (DN150) (C) Tee joint (DN80).

TABLE 2 | Summary of fragility parameters.

Joint type DS1 DS2 DS3

θm (rad) β θm (rad) β θm (rad) β

Elbow 0.0334 0.2562 0.0642 0.3129 0.0964 0.3979

DN150 0.0566 0.2850 0.0891 0.2907 0.1195 0.2686

DN80 0.1734 0.2525 0.2174 0.2591 0.2987 0.2543
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FIGURE 14 | Fragility curves for different grooved fit piping joints (A) Elbow joint (B) Tee joint (DN150) (C) Tee joint (DN80) (D) Fragility curves of massive leakage (DS2).

FIGURE 15 | Comparison of fragility curves of water leakage damage state for

grooved fit joints.

method of Equation (1), while that of strain gauge is calculated
using the method of Equations (2, 3). They measured generally
well. And in the following discussion, the data measured from
DIC will be used. Typical moment vs. rotation hysteretic curve of
each type of grooved fit joint is shown Figure 13. The occurrence
of massive leakage (DS2) is indicated by a solid red dot on
each plot. After massive leakage, the tests were continued up
to complete damage (DS3) of the test specimens. It can be
observed from the hysteretic loops that the moment values would
keep increasing even at a large rotation around 0.1 rad. And
a pinching effect was introduced by the gaps in the improved

configuration. As soon as the load intensity was increased, during
the load-inversion phase, the gap generated caused relative
rotations with near-zero force variation. Furthermore, reduction
of the reloading stiffness can be observed after each loading
step because the response could be highly influenced by the
cumulative damage.

Experimental Fragility Analysis of Grooved
Fit Joints
The experimental results of the cyclic tests were processed to
develop the seismic fragility models for grooved fit joints. The
cyclic behavior of the piping joints was governed primarily by
joint rotation, and this is the only engineering demand parameter
(EDP) considered. The three damage states were considered in
the seismic fragility analysis, i.e., pressure dropping, massive
leakage, and complete mechanical failure, corresponding to DS1,
DS2, and DS3, respectively. Based on the method proposed by
Porter et al. (2007), experimental fragility curves were defined for
the three joint types based on the measured rotational capacities
given in Figure 11. The median rotational capacity, θm, and
associated logarithmic standard deviation, βt , were computed by
Equations (4, 5).

θm = exp

(
1

M

M∑

i=1

ln θi

)
(4)
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FIGURE 16 | Plan view and three-dimensional model of the hospital building used for the case study (Unit: mm).

βt =

√√√√ 1

M − 1

M∑

i=1

(
ln(θi/θm)

)2
(5)

β =

√
β2
t + β2

u (6)

where θi denotes the i-th measured rotational capacity and
M is the number of cyclic tests conducted for this type of
joints (M = 3 in this study). Considering the fact that the
specimen number is <5 and all specimens experienced the same
loading history, a correction factor βu = 0.25 is introduced
in the calculation of logarithmic standard deviation and the
modified logarithmic standard deviation β is calculated by
Equation (6). Table 2 summarizes the median rotational capacity
and logarithmic standard deviation obtained for each type of
joint. Figure 14 compares all the fragility curves derived from
the experimental data. The fragility curves of water leakage
damage state (DS2) are further compared with the results of
Tian et al. (2014) in Figure 15, where GFC50.8 (3.8) represents
the pipes with diameter of 50.8mm and the pipe wall thickness
is 3.8mm. It can be found that the rotation capacities of
Chinese style joints are quite larger than those of American style
joints. It is worth noting that more tests are needed for detail
comparison to consider the influence of pipe diameter and pipe
wall thickness.

BUILDING SPECIFICATIONS FOR THE
CASE STUDY

A 10-story reinforced concrete (RC) frame was used for the case
study of grooved fit piping joints. The story heights for the first
two stories are 3.8 and 3.95m, respectively, while the height of the
penthouse is 3.9m. The height of the remaining stories is 3.45m.
Uniformly distributed dead and live loads on each floor were 3.0
and 2.0 kN/m2, respectively and those for the roof were 4.0 and
0.5 kN/m2, respectively. It was designed following the Chinese
Code for Seismic Design of Buildings (GB 50011-2010, 2010).
The PGA of the design-basis earthquake ground motion was
0.2 g. The site was classified as type II and the design characteristic
period was 0.35 s. The layout of the building was significantly
irregular as shown in Figure 16. The concrete was C30 with a
standard compressive strength of 20.1 MPa and the steel rebars
were HRB400 with a yielding strength of 360 MPa.

A finite element model of the building was created in the
Open System for Earthquake Engineering Simulation (OpenSees)
software (2012). The beams and columns were simulated using
non-linear beam-column elements, which were defined as force-
based elements with distributed plasticity. Five Gauss-Lobatto
integration points were inserted along the length of each element
with two at the ends to simulate the formation of plastic
hinges. The composite RC cross-sections were conveniently
simulated by the fiber formulation. Concrete material with a
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FIGURE 17 | Response spectra of the selected ground motion records.

FIGURE 18 | Probabilistic seismic demand model.

TABLE 3 | Parameters of the probabilistic seismic demand model.

Number of

story

b ln(a) R2 βD|IM

1 0.9281 −4.3225 0.7849 0.2732

2 0.8324 −3.9517 0.7983 0.2353

3 0.8770 −3.7688 0.8341 0.2200

4 0.9129 −3.6973 0.8617 0.2057

5 0.8988 −3.7879 0.8644 0.2002

6 0.8467 −4.0145 0.8209 0.2224

7 0.8241 −4.2328 0.7679 0.2548

8 0.9670 −3.7654 0.5318 0.5103

9 0.6570 −4.5230 0.4051 0.4478

10 0.5797 −4.9178 0.3252 0.4696

linearly decaying tensile strength proposed by Hisham and Yassin
(1994) was adopted. The input parameters of the confined
concrete were determined using Mander’s theoretical stress-
strain model (Mander et al., 1988). A Giuffre-Menegotto-Pinto

FIGURE 19 | Schematic of vertical pipe and pipe joints

(Soroushian et al., 2014a).

uniaxial material model (Menegotto and Pinto, 1973) with
isotropic strain hardening was used to model the longitudinal
steel rebars. The story mass and the corresponding gravity were
uniformly distributed to each beam-column joint and the rigid
diaphragm constraint was used for each floor. P-Delta effect was
considered for the geometric non-linearity. A Rayleigh damping
of 5% was assigned to the first two modes of vibration. The first
three fundamental natural periods of the building were 1.2362,
1.1599, and 1.0772 s, respectively. Detailed information can be
found in Shang et al. (in press).

The far-field record set that includes 22 records was selected
from the Pacific Earthquake Engineering Research Center Next
Generation Attenuation (PEER NGA) database (Ancheta et al.,
2013) and the criteria suggested by FEMA P695 (2009) were
used. These ground motions were adopted to conduct non-linear
time history analysis for evaluating the seismic performance of
the building. The acceleration response spectra of the selected
ground motions are presented in Figure 17.

FRAGILITY ANALYSIS OF GROOVED FIT
PIPING JOINTS

Probabilistic Seismic Demand Model
A probabilistic seismic demand model (PSDM) can be obtained
through regression analysis using the computed responses. The
relationship between the interstory drift ratio (IDR) of each story
and ground motion intensity was estimated using a standard
power function, as presented by Li and Ellingwood (2007):

SD = a(IM)b (7)

which can be rewritten in the logarithmically transformed
space as:

ln (SD) = ln (a) + b ln (IM) (8)

where SD is the conditional median interstory drift ratio demand,
a and b are unknown regression coefficients which can be found
from linear regression in the log space, and IM is the ground
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FIGURE 20 | Fragility curves of grooved fit joints (DN150) of the pure frame (A) DS1 (B) DS2 (C) DS3.

motion intensity measure [Sa(T1) in this study]. A conditional
logarithmic standard deviation, βD|IM , was estimated based on
the calculated data to consider the uncertainty associated with the
demand model (Li and Ellingwood, 2008; Tavares et al., 2012):

βD|IM
∼=

√√√√√
N∑
i=1

(
ln
(
di
)
− ln

(
a(IM)b

))2

N − 2
(9)

where N is the number of simulations and di is the calculated
maximum interstory drift ratio. Figure 18 shows the result of the
probabilistic seismic demand analysis for first floor of the 10-
story building. R2 is the coefficient of determination which can
be used to indicate the robustness of the regression. Parameters
used to define the probabilistic seismic demandmodel of the case
study building are given in Table 3.

Probabilistic Seismic Fragility Analysis
It is assumed that the pipe joints of vertical pipes are installed
at the ends of the pipe, nearly at the same level of the floor
slab, as presented in Figure 19. We assumed that the rotation
on vertical pipes imposed by building deformation (drift) is only
concentrated at end joint rotations, so that the joint rotation is
equal to the interstory drift ratio (IDR) (Soroushian et al., 2014a).
The following assumptions have been made in this study:

(1) flexural and shear deformation of pipe segments is negligible;

(2) the top and bottom of vertical pipe at each floor is fixed by
solid sway braces.

With the developed PSDM of the interstory drift ratio of each
story and the capacity as defined by component fragility curve
(section Experimental Fragility Analysis of Grooved Fit Joints),
the exceedance probability that the pipe joint demand (D)
would be larger than the capacity (C) at a given earthquake
intensity measure was computed by Equation (10) for the
three damage states. It can be rewritten as Equation (11) by
substituting the demand median SD in the form of Equation (8)
(Tavares et al., 2012):

P [D ≥ C |IM ] = 8


 ln (SD/SC)√

β2
D|IM + β2

C


 (10)

P [D ≥ C |IM ] = 8



ln (IM) −

ln(SC)−ln(a)
b√

β2
D|IM +β2

C

b


 (11)

Figure 20 shows fragility curves of grooved fit joints (DN150)
used for vertical pipes using Sa(T1) as an intensity measure,
where Fi (i = 1,2,. . . ,10) represents the fragility curve of i-th
floor. The damage probability of grooved fit joints (DN150) used
for the vertical pipe under 0.07, 0.20 and 0.40 g [corresponding
Sa(T1) are 0.0498, 0.1424, and 0.2847 g] corresponding to the
service level earthquake (SLE), design-basis earthquake (DBE),

Frontiers in Built Environment | www.frontiersin.org April 2019 | Volume 5 | Article 49114

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://www.frontiersin.org/journals/built-environment#articles


Wang et al. Fragility Analysis of Piping System

and maximum considered earthquake (MCE) in the Chinese
codes (GB50011–2010) is nearly zero. The large deformation
capacity of the improved grooved fit joints would ensure the
functionality of fire protecting after a rarely occurred earthquake.

SUMMARY AND DISCUSSIONS

Monotonic and reverse cyclic testing were conducted on 12
grooved fit joints to evaluate their seismic performance. Three
damage states were defined and fragility curves for different
grooved fit piping joints were developed based on test results.
A probabilistic seismic fragility analysis was conducted on a 10-
story frame building equipped with DN150 vertical stem pipeline
as the fire sprinkler system. Major findings are as follows:

(1) The test results indicate that the fracture of grooved fitting
and the pull-out of pipes from the grooved fitting are the
major damage patterns. Although slight abrasion and wear
were observed on the contact surface between the galvanized
steel pipe and the grooved fitting, they would not result in
significant leakage.

(2) All improved joints exhibited significantly large rotational
capacities ranging from 0.054 to 0.274 rad before the massive
leakage occurred. At the 50% exceedance probability, the
rotation capacity corresponding to the leakage limit state is
0.0642, 0.0891, and 0.2174 rad for the DN150 elbow joint, the
DN150 connection of Tee joint, and the DN80 connection of
Tee joint, respectively.

(3) Probabilistic seismic fragility analysis of vertical piping
system in a 10-story building was conducted based on
probabilistic seismic demand analysis. Failure probability of
DN150 grooved fit joints is quite small even under maximum

considered earthquake, implying the fire protection would
be functional.

This is a preliminary study on the functionality of fire sprinkler
system, as part of the series studies of seismic resilience on
important buildings. More realistic boundary conditions and
configurations of this system shall be considered in the future.
The damages, such as the pounding damage between the piping
system and nearby objects, anchorage damage of fasteners,
and anchors that connect the piping system to structural
members, failure of pipe hangers, breaking of sprinkler heads,
should be included to comprehensively investigate the seismic
vulnerability of sprinkler piping systems in different types
of buildings.
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Assessing seismic vulnerability at large scales requires accurate attribution of individual

buildings to more general typological classes that are representative of the seismic

behavior of the buildings sharing same attributes. One-by-one evaluation of all buildings

is a time-and-money demanding process. Detailed individual evaluations are only suitable

for strategic buildings, such as hospitals and other buildings with a central role in

the emergency post-earthquake phase. For other buildings simplified approaches are

needed. The definition of a taxonomy that contains the most widespread typological

classes as well as performing the attribution of the appropriate class to each building

are central issues for reliable seismic assessment at large scales. A fast, yet accurate,

survey process is needed to attribute a correct class to each building composing the

urban system. Even surveying buildings with the goal to determine classes is not as

time demanding as detailed evaluations of each building, this process still requires large

amounts of time and qualified personnel. However, nowadays several databases are

available and provide useful information. In this paper, attributes that are available in

such public databases are used to perform class attribution at large scales based on

previous data-mining on a small subset of an entire city. The association-rule learning

(ARL) is used to find links between building attributes and typological classes. Accuracy

of wide spreading these links learned on <250 buildings of a specific district is evaluated

in terms of class attribution and seismic vulnerability prediction. By considering only three

attributes available on public databases (i.e., period of construction, number of floors,

and shape of the roof) the time needed to provide seismic vulnerability scenarios at city

scale is significantly reduced, while accuracy is reduced by <5%.
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INTRODUCTION

Seismic-risk assessment at urban scale is an essential step toward
earthquake-resilient communities; not only in highly seismic-
prone regions but also in regions with low-to-moderate seismic
hazard. The concept of resilience is not exclusively related to
safety of inhabitants, but also to the capacity of systems to
recover from a seismic event and to get back to previous levels of
load-bearing capacity (Bruneau and Reinhorn, 2007; Cimellaro
et al., 2010a,b; Alexander, 2013; Burton et al., 2015). Indeed,
even slight damages can cause production interruptions and
communication breakdowns with potential consequences on the
prosperity of entire regions that last for months and even years.
Architects, engineers and urban planners should be involved in
the pre-earthquake phase, not only in towns with high seismicity,
for the definition of scenarios regarding seismic vulnerability.
Such scenarios are useful to estimate the levels of damage that
urban systems are expected to suffer in case of seismic events.
Thus, efficient pro-active actions can be implemented, which help
increasing the general resilience.

Evaluating seismic risk at large scale is a complex and wide
process of knowledge. Multiple domains are involved: seismic
hazard, exposure and seismic vulnerability (Carreño et al., 2007).
Several models and datasets exist in literature: WHE—World
Housing Encyclopedia (EERI, 2004); FEMA—Federal Emergency
Management Agency (ATC (Applied Technology Council), 2005;
Pager—Prompt Assessment of Global Earthquakes for Response
(Jaiswal and Wald, 2008); GEM—Global Earthquake Model
(Brzev et al., 2013). The time demand and the expensiveness
of evaluations depend on the type of detail required. In
order to develop scenarios of urban vulnerability, several
thousands of buildings would need to be evaluated. Lately,
researches have been developed for large scale building-by-
building evaluations (Yamashita et al., 2011; Xiong et al.,
2018). In general, building-specific and detailed evaluation of
the entire building stock is undermined by the economic and
technical needs of such a process, even more so in regions with
low-to-moderate seismic hazard. Therefore, simplifications are
necessary. First, a reduction in the number of assessed buildings
is performed: buildings are clustered into typological classes and
the vulnerability of each class—rather than each building—is
calculated in detail.

A fundamental starting point to urban assessment is thus
the definition of an appropriate taxonomy. The taxonomy is
particularly important because several typological classes are
introduced to describe accurately the structural behavior of the
existing building stock. In Europe, several studies have defined
taxonomies: starting with the EMS-98 (Grünthal et al., 2001)
with the definition of building classes and vulnerability classes
and then with the Risk-UE project (Lagomarsino and Giovinazzi,
2006) who have implemented the EMS-98 classes by adding
some specifications.

Once the taxonomy is defined, a specific typological class can

be attributed to each building. This attribution process is essential

to achieve meaningful seismic evaluations at urban scale, since

the estimation of the expected damage is directly related to the

building type. Attributing types to buildings is commonly based

on surveys (ATC (Applied Technology Council), 2005). Several
approaches exist to survey existing buildings: starting with the
well-established building-by-building visual inspection, which at
urban scale has the drawback of being highly time demanding
(McEntire and Cope, 2004;Marquis et al., 2017). Over the last few
years, surveys involving drones, satellites, and open maps have
been introduced to reduce the time demand (Suzuki et al., 2010;
Ehrlich et al., 2013). Deep-learning approaches, collecting data
from pictures of buildings or other sources are then implemented
for automatic attribution of types (Mallepudi et al., 2011) or
directly for seismic-vulnerability estimates (Alizadeh et al., 2018).

At the current state of the art, an increase in the speed of the
survey phase (i.e., attribution of typological classes to all buildings
and consequently the estimation of the expected damage) can be
obtained by using building data that is readily available in public
databases (Riedel et al., 2014). By the selection of appropriate
attributes (such as number of floors, material and year of
construction) and the application of data-mining methods,
correlations between building attributes and typological classes
on small learning sets can be defined (Riedel et al., 2014).
The association-rule learning (ARL) is a data-mining method
(Agrawal et al., 1993) that is based on finding association rules
between attributes of buildings that help discovering statistical
links between building features. Once correlations are defined
on the learning set, a class (or a probability to belong to a class)
can be attributed to each building that is subsequently analyzed.
The ARL method allows to use available building attributes
to assign buildings to predefined classes and, by extension, to
define their vulnerability. Vulnerability represents the intrinsic
predisposition of a building to be affected and to suffer damage
following the occurrence of a given event (Guéguen, 2013).

When dealing with vulnerability analysis at larger scales, the
aim is to assess the impact of an earthquake on a set of buildings
within an area of interest. Twomain approaches exist for seismic-
vulnerability assessment of existing buildings at large scale:
empirical (or macro-seismic) methods and mechanical methods
(Lestuzzi et al., 2016). In empirical methods, the vulnerability of
each class is measured in terms of a vulnerability index, V, that is
calculated based on the observed damage of buildings of every
class in past earthquakes. Mechanical methods are based on a
model-based evaluation of the structural behavior of buildings:
by the interaction between the structural behavior (identified for
example by capacity curves) and the seismic demand (identified
for example by response spectra), the expected damage reached
by a typological class is determined.

In Europe, a fundamental research project for both empirical
and mechanical method is the Risk-UE project. The Risk-UE
project represents the first collaborative and comprehensive
research program that studied territorial seismic risk focused on
the European built environment (Lestuzzi et al., 2017).

Within the Risk-UE project (Mouroux et al., 2004; Mouroux
and Le Brun, 2006), which proposes “an advanced approach to
earthquake risk scenarios with applications to different European
towns,” the vulnerability of existing buildings is evaluated
according to the two approaches: Level 1 or LM1, based on the
empirical method; and Level 2 or LM2, based on the mechanical
method. The empirical method, LM1, involves themacro-seismic
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intensity according to EMS-98 (Grünthal et al., 2001) and
vulnerability and ductility indexes. Lagomarsino and Giovinazzi
(2006) proposed a correlation betweenmacro-seismic intensity of
the European macro-seismic scale EMS-98 and building damage.
This correlation is shown in terms of vulnerability curves for
each building type. The vulnerability indexes are derived from
the vulnerability curves of EMS-98 (Giovinazzi and Lagomarsino,
2001). In EMS-98, the expected damage of each type is defined
using linguistic terms (“few,” “many,” “most”) considering five
damage grades. With the LM1 methods of the Risk-UE project,
these terms have been transformed into numbers (parameter
V) applying an implicit Damage Probability Matrix and using
the fuzzy set theory (Dubois and Parade, 1980). For LM1
calculations, the European macro-seismic scale, EMS-98, defines
the hazard and the damage-grade scale (from D1 to D5).

Mechanical models (LM2) are based on the structural
response of the buildings, expressed by the force-displacement
curve (capacity curve). Three parameters are needed to
represent capacity curves in a simplified elastic-perfectly
plastic model: dy—yield displacement; Ay—yield acceleration;
du—ultimate displacement. In general, several mechanical
methods exist in literature, many of them are based on
the Capacity Spectrum Method of ATC-40 (ATC (Applied
Technology Council), 1996). Within the framework of this
paper, vulnerability is calculated using the macro-seismic
approach (LM1).

In this paper, the application of the ARL method for
attributing typological classes (for seismic evaluation) to
buildings is proposed. The methodology is then applied to the
city of Basel, in Switzerland, where several datasets are available
containing information of all buildings. The analyzed datasets
provide elementary attributes and characteristics of buildings.
The main goal of the paper is to evaluate the performance in
the attribution of typological classes on a learning set (containing
more than 700 buildings), considering various combinations of
attributes. In a second phase, the distribution matrixes obtained
are applied to the entire city of Basel, which has been partially
surveyed as part of a Master thesis at the IMAC Lab, EPFL
(Thiriot, 2019).

METHODOLOGY

When assessing the seismic vulnerability of existing buildings
at large scale, the definition of typological classes and their
attribution to the building stock of an urban system are
elementary. The building-by-building evaluation is a process
that can hardly be performed at urban scales, since it requires
amounts of time and money that are not available, especially
in regions with low-to-moderate seismicity that have reduced
mobilization of resources (Riedel et al., 2015). Thus, methods
are needed to attribute, in a simplified way, a specific typological
class to each building in a region of interest. Such a list of
typological classes (or types) that compose the urban system
is called taxonomy (Porter et al., 2001). The classes proposed
by Lagomarsino and Giovinazzi (2006) have been adopted by
the Risk-UE project. This taxonomy is an improvement of the

TABLE 1 | Typological classes that are considered for the city of Basel.

Typological classes Type of structure

UNREINFORCED MASONRY

M1 Rubble stone

M2 Adobe (earth bricks)

M3 Simple stone

M4 Massive stone

M5 Unreinforced masonry (bricks) with flexible floors

M6 Unreinforced masonry—RC floors (rigid floors)

REINFORCED/CONFINED MASONRY

M7 Reinforced/confined

REINFORCED CONCRETE

RC1 Moment frame

RC2 Shear walls

RC3 Dual system

WOOD STRUCTURES

W Wood

STEEL STRUCTURES

S Steel

previous taxonomy proposed in EMS-98. In order to provide an
example of a taxonomy, all building classes that are considered to
form part of the city of Basel, which is considered as a case study
in this paper (see section Case Study) are presented in Table 1.
The typological class definitions can be retrieved in the Risk-EU
project and in the EMS-98.

The aim of the presented methodology is to find correlations
between building attributes, such as period of construction,
number of floors (related to the building height), shape of the
roof and footprint surface [as described in section Collection
of Building Attributes (STEP 1)], which are available in large
datasets, and typological classes (seeTable 1). By doing so, a given
class is attributed, with a certain probability, to a given building.
The process of identifying patterns, defining correlations and
attributing types is based on data-mining large datasets. The
method used for the determination or correlations between
attributes and typological types is the ARL (Association Rule
Learning) method. In detail, understanding the influence of
attributes and their combination on the general performance
of the proposed class attribution is investigated. The flowchart
presented in Figure 1 describes the methodology applied in the
present work explaining how typological classes are attributed
and vulnerability is assessed for large-scale studies: in step 1
attributes of buildings are gathered from large-scale databases;
in step 2 a data-mining process is applied on a training set of
buildings to find correlations between attributes and typological
classes; in step 3 typological classes are assigned to buildings;
and finally in step 4 vulnerability assessment is performed. Two
validation phases are included: one at the end of step 3 regarding
the performance of class attribution; one at the end of step
4 regarding the performance of vulnerability evaluations. The
validation process can only be performed on the parts of the
city for which information concerning the real typological classes
is available, for instance from visual inspection of buildings.
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FIGURE 1 | Flowchart describing the learning of correlations in the training set using the association rule learning (ARL) in order to attribute a type to each building

and to determine seismic vulnerability at city scale.

Therefore, the two validation phases that are involved in the city-
scale steps (steps 3 and 4), are performed exclusively on a part of
the learning set where knowledge is complete. As the distribution
of building types is not homogeneous within a city, the case study
analyzed in this paper involves a further validation set, which
is lying outside the learning set (see section Evaluation of the
Accuracy of Damage Distributions).

In the following sections, the four steps involved in learning
correlations between building attributes and typological classes in
order to determine city-scale seismic vulnerability are described.

Collection of Building Attributes (STEP 1)
The first step consists in the selection of the attributes needed
to describe the analyzed building stock. While several other
parameters could be possibly chosen from databases, such as
number of inhabitants and monetary value of buildings, four
building attributes are collected in this paper in order to apply
the ARL method: the period of construction; the number of
stories; the footprint surface; and the shape of the roof. These
attributes are selected because they are considered to fulfill
two criteria: having an influence on the structural behavior of
buildings and being retrievable from city-wide databases. Thus,
these four parameters are estimated to facilitate understanding of
correlations between building attributes and typological classes.

The period of construction, the number of stories and the shape
of the roof have been chosen accordingly to the previous work of
Riedel et al. (2015) while the footprint surface has been added
in order to evaluate its influence on the final results. Other
valuable attributes, such as shape and percentage of openings,
are not considered as few current databases contain this type
of attributes.

For applications in Switzerland, the date of construction can
be taken from the Federal Register of Buildings and Dwelling
(RegBL) of the Federal Statistical Office (BFS in German/OFS
in French). This register includes all residential buildings in
Switzerland and their dwellings. Data is updated on a trimester
basis. Five intervals for the period of construction are defined:
before 1900; 1900–1944; 1945–1969; 1970–1988; and after 1989.
These intervals correspond to major construction periods: the
year 1900 corresponds to a turning point in the development
of brick constructions; 1945 and the end of the World War II,
has led to a widespreading of new methods in the construction
industry; the year 1970 corresponds to the first and very basic
seismic considerations in Swiss building codes; and finally
in 1989 real seismic considerations have been introduced in
Switzerland (Lestuzzi and Badoux, 2013).

The number of floors and the footprint surface are derived
from the same database (RegBL). The intervals chosen for the
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number of floors are: less than 4 stories; between 4 and 6 stories;
7 or more stories. As well other data, such as the official number
of the building (EGID number) and geo-coordinates, that are
useful for the combination of attributes and for figure editing, are
available on the same database.

The shape of the roof (flat/sloped) is not available in the
Federal Register of Buildings and Dwellings. This attribute
provides information regarding the nature of the roof material
and, as a consequence, regarding the constructionmaterials of the
entire building. Information concerning the shape of the roof is
therefore taken from another source. For the case study of section
Case Study, the 3D Model of the city of Basel is considered. This
model contains all the buildings of the city in 3D with their roof.
Each 3D model corresponds to a single building with its proper
EGID (federal building identifier) reference number. Therefore,
it is possible to link every 3D with the corresponding building in
the RegBL database.

The four attributes selected have been collected for all the
buildings composing the asset of the city of Basel.

The Association-Rule-Learning Method
(STEP 2)
An essential step of the methodology consists in learning
correlations between building attributes and typological classes
on a learning subset of the city, for which attributes and
typological classes are both known. The method used within
the framework of this paper for the attribution of typological
classes to buildings is the Association Rule Learning (ARL)
method (Riedel et al., 2014): a method for determining
relationships between variables in large databases (such as
databases of buildings in a city). It has been introduced by
Agrawal et al. (1993) as a list of if/then statements that help
discovering relationships between seemingly unrelated data. The
combination of attributes of buildings (Yj) and the typological
classes, Xi, are linked together by a conditional matrix that is
derived from the learning set. The probability that the building
belongs to a specific class Xi knowing that the combination Yj

has a non-zero probability is written P (Xi|Yj ) and is defined by:

P
(
Xi|Yj

)
=
P

(
Xi∩Y j

)

P
(
Yj

) (1)

This method has first been used for seismic applications in the
assessment of the city of Grenoble (France) (Riedel et al., 2014).
In the case of Grenoble, the vulnerability classes (A, B, C, D
and E) of EMS-98 have been considered. Used attributes have
been those available in the INSEE (French Institute of Statistics)
database, such as the number of floors and the construction
period. In this paper, the classes of the Risk-UE project are
considered. As mentioned before, the object of the study is the
city of Basel in Switzerland.

Definition of the Learning Set
For the learning phase, a small subset of the building stock of
the city should be selected. On this learning subset buildings are
evaluated individually in order to derive the typological class and
the building attributes (as shown in step 2 of Figure 1). Ideally,

classes are attributed based on original drawings. However,
often such drawings cannot be retrieved and specific types
are attributed based on expert-conducted visual inspection. A
support for decision-making that takes the form of a decision
tree is developed to help data collectors in the field to classify
buildings and to guarantee uniform and correct attributions.
When typological class attribution is based on visual inspection,
misclassifications cannot be excluded. The number of floors—for
seismic evaluations—is taken as the number of vibrating masses
(number of floormasses in amultiple-degree-of-freedommodel).
At the end of the survey campaign, all the buildings composing
the learning set correspond to a specific typological class (see
Table 1) and are characterized by the four attributes collected
in step 1.

As first step for the application of the ARL method and to
enable a subsequent validation step, the learning set is divided
into two parts. The first part is the training set and is composed
of randomly selected 30% of the buildings forming the learning
set. The training set is used to define correlations between
building attributes and typological classes. The remaining 70%
of the surveyed buildings are used to evaluate the accuracy of
class attribution using the correlations that are defined from the
training set. Riedel et al. (2014) have shown that using 30% of the
learning set for training results in stable values for assessing the
performance of the correlations for type attribution.

The data-mining process defining the ARLmethod consists in
generating a distribution matrix that contains the probability for
a building—defined by a combination of the selected attributes—
to belong to each typological class. Once the distribution matrix
is derived from the training set, the attribute combination allows
each building to be assigned with a typological class.

Typology Determination (STEP 3)
The third step consists in the attribution of typological classes to
all the buildings composing the city. For the buildings that are not
part of the training set, the real typological class is not available
since performing a building-by-building survey campaign is
hindered by the associated time and money demands. Therefore,
for the whole city, only the attributes collected in step 1
are available.

Once correlations between building attributes and typological
classes are derived, classes can be attributed following three
approaches. The first two methods—called Pmax and Prandom–
associate each building to one specific class. The Pmax method
attributes each building to the class that has the maximum
probability among the same attribute combination. The second
method, Prandom, attributes a class to buildings according to
random selection. A cumulative probability is calculated for each
combination and then, a number from the interval [0, 1] is
randomly generated. The random number defines the class of the
building from the cumulative probability distribution. The third
method—called Pdistribution–does not associate each building to a
single class; it associates to each building the probability to belong
to each class. Formore specifications, see sectionWide-Spreading
the Typological Association to the Entire City of Basel (STEP 3).

An important step related to city-scale applications of
association rules, which are learned on a small subset (training
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TABLE 2 | Summary of methods to associate a class with ARL and the evaluation

of the accuracy using the training set.

Method Associate Accuracy calculated based on

One type Distribution

typology

Confusion

matrix

Typology

distribution

Pmax X – X X

Prandom X – X X

Pdistribution – X – X

set) of buildings, is validation on a set (validation set) of buildings
that are not used to learn association rules and for which real
typological classes are known. Depending on the attribution
method, various approaches for validation are available, as
discussed in the following section.

Validation of Typology Attribution
The accuracy of distribution matrixes can be assessed in two
ways, which are related to the two approaches: attributing classes
to buildings (association of one specific type to each building,
using either Pmax or Prandom) or repartition of probability values
corresponding to each type (Pdistribution). For both ways of
attribution, the accuracy can be evaluated based on the total
distribution of classes. Only for the case of associating one
specific typological class to each building, the accuracy of the
distribution matrix can also be evaluated using a confusion
matrix. Table 2 summarizes the approaches that are used to
associate classes to buildings and to evaluate the accuracy on the
validation set.

Within this paper, accuracy is defined with respect to both,
false positives and false negatives. However, when a typology
distribution is used to evaluate building attribution, only false
negatives affect the accuracy (while false positives tend to increase
the accuracy). On the other hand, a confusion matrix allows, in
the case of direct association of a specific type to each building
(Pmax and Prandom), to compare the attribution of buildings to
typological classes by the ARLmethod with the attribution that is
obtained by visual survey. An example of such a confusionmatrix
is shown in Table 4 (section Evaluation of the Typological-
Attribution Accuracy on the Learning Set). Columns of this
matrix correspond to the “real” classes attributed, which are
obtained by visual survey. Rows correspond to classes that are
associated by the ARL method. The values of the diagonal
correspond to correctly associated buildings: a building on the
diagonal is assigned to the same class by the ARL method and
by visual surveys. Buildings that are outside of the diagonal are
assigned by the Pmax–ARL method to another class than based
on visual surveys.

For confusion matrixes, the accuracy is defined as the number
of buildings, for which classes are correctly attributed (elements
of the diagonal, Aii), divided by the total number of buildings
(Stehman, 1997). In other terms, the accuracy is the sum of the
diagonal divided by the sum of all elements (correctly attributed
elements are limited to true positives as in a confusion matrix
true negatives for one class are equivalent to true positives for

another class):

accuracyconf.=

∑
i Aii∑

i

∑
j Aij

(2)

Thus, confusion matrixes provide the accuracy with respect to
false positives and false negatives. An additional step can be done
by separating the assessment of accuracy in columns or lines: on
one hand, non-diagonal elements in one column provide false
negatives and thus, allow calculating the recall score; on the other
hand, non-diagonal elements in one row provide false positives
and thus, allow quantifying the precision.

Evaluating classification accuracy using probability
distributions of classes involves checking whether the general
distribution of each class is conserved between the ARL method
and visual surveys. The real distribution of classes is the outcome
of visual surveying. This distribution is compared with the
distribution provided by the ARL method. The distribution
corresponding to the ARL method is obtained by multiplying
the probability distribution for a given combination of attributes
and the number of buildings having this given attribute
combination. The accuracy is derived as the difference (in
number of buildings) between the “real” and the “derived”
distribution (see for an example Table 5 at section Evaluation of
the Typological-Attribution Accuracy on the Learning Set):

accuracydistr.= 1−

∑
k

∣∣classkREAL−classkARL
∣∣

tot. build.
(3)

The main difference between the two validation methods is
based on the fact that the confusion matrix allows a building-by-
building attribution. As a consequence, all miscategorizations are
considered as errors. The accuracy values obtained with Equation
(2) are therefore lower (accuracy is checked with respect to false
positives and false negatives) than the accuracy obtained with the
probability distribution. Indeed assessing accuracy with respect
to distributions, is a comparison of the sum of columns of the
confusion matrix (real distribution) with the sum of rows of
the confusion matrix (ARL-based type distribution) and thus,
compensation between errors increases accuracy. Probability
evaluation is commonly used for large-scale evaluations. It is a
mean to understand the total distribution of types. The goal is to
establish the total number of buildings in a certain typological
class. Thus, errors (whether false positives and false negatives)
can compensate each other without impacting the final results.
Therefore, general accuracy is higher than the accuracy based
on the confusion matrix. If the goal is to obtain an estimate
of seismic vulnerability of a given region, rather than the
vulnerability of a specific building, this approach is deemed
acceptable. It is recalled that both accuracy evaluations can only
be performed on the parts of the city where the real typology
classification is available.

Seismic-Vulnerability Assessment (STEP 4)
The typological-class attribution (step 3) is the starting point for
seismic-vulnerability assessment at urban scale. As introduced
in section Introduction, the vulnerability of each type is defined
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TABLE 3 | Example of a St. Alban typology probability matrix (30% of the visual inspection | 213 buildings) with three attributes (number of stories, construction period,

and roof shape).

Attributes # M1 M2 M3 M4 M5 M6 M7 RC1 RC2 RC3 S W

<1900 & <4 fl. & flat 0 – – – – – – – – – – – –

<1900 & <4 fl. & sloped 28 – – 93% – 7% – – – – – – –

<1900 & (4–6) fl. & flat 2 – – 100% – – – – – – – – –

<1900 & (4–6) fl. & sloped 34 – – 94% – 6% – – – – – – –

<1900 & >6 fl. & flat 0 – – – – – – – – – – – –

<1900 & >6 fl. & sloped 0 – – – – – – – – – – – –

(1900–1944) & <4 fl. & flat 2 – – – – 50% – – – – – 50% –

(1900–1944) & <4 fl. & sloped 11 – – 18% – 73% 9% – – – – – –

(1900–1944) & (4–6) fl. & flat 3 – – – – 67% – – – 33% – – –

(1900–1944) & (4–6) fl. & sloped 54 – – 11% 2% 76% 11% – – – – – –

(1900–1944) & >6 fl. & flat 1 – – – – – 100% – – – – – –

(1900–1944) & >6 fl. & sloped 1 – – – – 100% – – – – – – –

(1945–1969) & <4 fl. & flat 2 – – – – – 50% – – 50% – – –

(1945–1969) & <4 fl. & sloped 5 – – – – 60% 20% – – 20% – – –

(1945–1969) & (4–6) fl. & flat 6 – – – – – 17% – – 83% – – –

(1945–1969) & (4–6) fl. & sloped 39 – – 3% – 79% 15% – – 3% – – –

(1945–1969) & >6 fl. & flat 11 – – – – 9% 36% – – 55% – – –

(1945–1969) & >6 fl. & sloped 3 – – – – 33% 33% – – 33% – – –

(1970–1988) & <4 fl. & flat 2 – – – – – 50% – – 50% – – –

(1970–1988) & <4 fl. & sloped 2 – – 50% – 50% – – – – – – –

(1970–1988) & (4–6) fl. & flat 8 – – – – – 50% – – 38% 12% – –

(1970–1988) & (4–6) fl. & sloped 3 – – 33% – – 67% – – – – – –

(1970–1988) & >6 fl. & flat 5 – – – – – 40% – – 60% – – –

(1970–1988) & >6 fl. & sloped 0 – – – – – – – – – – – –

>1988 & <4 fl. & flat 3 – – – – – – – – 100% – – –

>1988 & <4 fl. & sloped 4 – – – – – 100% – – – – – –

>1988 & (4–6) fl. & flat 11 – – – – – 46% – 18% 36% – – –

>1988 & (4–6) fl. & sloped 1 – – – – – 100% – – – – – –

>1988 & >6 fl. & flat 3 – – – – – 33% – – 67% – – –

>1988 & >6 fl. & sloped 0 – – – – – – – – – – – –

TABLE 4 | Example of a confusion matrix obtained by Pmax-ARL method on the St. Alban district, considering 30% of the visual survey as training set.

“Real” typology (given during the visual survey)

M1 M2 M3 M4 M5 M6 M7 RC1 RC2 RC3 S W

Ty
p
o
lo
g
y
g
iv
e
n
b
y
P
m
a
x
-A
R
L

M1 0 – – – – – – – – – – –

M2 – 0 – – – – – – – – – –

M3 – – 157 – 19 1 – – – – – –

M4 – – – 0 – – – – – – – –

M5 – – 24 1 261 39 – 1 8 – 1 –

M6 – – 1 – 5 56 – 2 30 3 1 –

M7 – – – – – – 0 – – – – –

RC1 – – – – – – – 0 – – – –

RC2 – – 1 – 1 29 – 1 50 1 – –

RC3 – – – – – – – – – 0 – –

S – – – – – – – – – – 0 –

W – – – – – – – – – – – 0

∅ – – 7 – – 3 – – 7 – – –

The association rule with three attributes (number of stories, construction period and roof shape) is subsequently applied to all the buildings that have been visually surveyed. Bold

values are on the diagonal and provide the number of buildings that are correctly assigned by the method.
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TABLE 5 | “Real” distribution of buildings in St. Alban (obtained from the visually surveyed buildings) and the distribution given by ARL with the Pmax method.

M1 M2 M3 M4 M5 M6 M7 RC1 RC2 RC3 S W

“Real” distribution 0 0 190 1 286 128 0 4 95 4 2 0

Pmax-ARL distribution 0 0 177 0 335 98 0 0 83 0 0 0 sum

1 (in absolute value) 0 0 13 1 49 30 0 4 12 4 2 0 115

Bold values are the difference in absolute value between the real distribution and the Pmax-ARL distribution.

according to appropriate vulnerability functions. Such functions
are described by Equation (4):

µd=2.5

[
1+ tanh

(
I + 6.25V − 13.1

Q

)]
(4)

Where I is the seismic input provided in terms of macro-seismic
intensity according to the European scale EMS-98; V is the
vulnerability index according to the value of the vulnerability
indexes for each type of construction; Q is the ductility index of
the structure; µD is the mean damage value that the building is
expected to sustain.

Each typological class is linked to specific vulnerability
and ductility indexes (V and Q), following previous studies
(Lagomarsino and Giovinazzi, 2006). Vulnerability of buildings
of the same typological class changes with the height category
they belong to. The macro-seismic model (LM1) is used to
perform vulnerability assessments. The mean damage that is
expected for each class is determined using Equation (4). Thus,
the accuracy achieved with the ARL method is assessed with
respect to the predicted vulnerability. Classes, such as type M3
and M5, which are hard to distinguish in classification have
similar vulnerability indexes, an improvement in accuracy can be
expected with respect to typological-class attribution.

Starting from the mean damage (see Equation 4) obtained for
each type and height category (related to the number of floors),
damage distributions can be obtained. The probability, pk, related
to each damage grade Dk (k = 0 · · · 5), for a given mean damage
µD, is evaluated according to the probability mass function of the
binomial distribution (Lagomarsino and Giovinazzi, 2006):

pk=
5!

k! (5− k) !

(µd

5

)k (
1−

µd

5

)5−k
(5)

Vulnerability can be assessed in two ways. The first one involves
a deterministic evaluation: it is only based on the mean damage
(µD) (Equation 4) for each class and height category. The second
one is based for each class and height category on the distribution
of damage grades obtained according to a probability mass
function (using Equation 5).

Validation of Vulnerability Assessment
For both methods of vulnerability determination (deterministic
and probabilistic), the accuracy is calculated as the sum of the
differences in absolute value between the number of buildings
attributed by the ARL to each damage grade and the “real”
number of building for each damage grade (Diana et al., 2018),

according to the following equation:

accuracyvuln.= 1−

∑5
k=0 |n

◦build.kreal−n◦build.kattr.|

tot. build.
(6)

In a similar way to typology attribution (see section Validation
of Typology Attribution), the validation of vulnerability
assessments is performed exclusively on the parts of the city for
which real typological classes are available following a visual
inspection campaign.

CASE STUDY

The objective of this paper is related to the seismic-vulnerability
assessment of the city of Basel. Seismic hazard is not uniform
throughout Switzerland. Some areas are characterized by higher
hazard, such as the Basel region in northwestern Switzerland. In
particular, the region of the city of Basel is classified in Zone Z3a,
where the design value of horizontal acceleration of the ground is
agd = 1.3

[
m/s2

]
(SIA, 2014). The Basel region is characterized

by the second-highest seismic hazard in Switzerland after the
Valais region (Z3b), according to Appendix F of Swiss codes SIA
261 (SIA, 2014).

In 1356, the Basel region suffered the strongest earthquake
ever recorded in the North of the Alps (Lestuzzi and Badoux,
2013). The Swiss Seismological Service (SED) estimates that
this earthquake was of magnitude 6.6 on the Richter scale
(Swiss Seismological Service, 2016). The return period of this
earthquake is larger than the actual one of building codes (475
years) and is estimated to exceed 2000 years. In the present work,
the Basel region is exposed to a macro-seismic intensity of IX
according to the EMS-98, which corresponds to the shaking level
of the 1,356 earthquake.

The Collection of Building Attributes
(STEP 1)
Three out of four attributes listed in methodology step 1 [section
Collection of Building Attributes (STEP 1)] are collected in the
Federal Register of Buildings and Dwelling (RegBL): the period
of construction, the number of stories, and the footprint surface.
The shape of the roof is collected in the 3D Model of the city
of Basel. All these attributes are collected for the whole building
stock of the city of Basel, composed of almost 21,000 buildings.

Concerning the number of floors, when performing the visual
inspection phase that is essential to step 2, a slight difference
between the attribute listed in the RegBL database and the data
retrieved on site has been pointed out. For some buildings (32%
of the buildings visually inspected) the number of stories listed
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in the RegBL database does not correspond to the number of
stories derived from visual survey. These differences result from
underground floors being included in the floor count of the
Federal Statistical Office (BFS/OFS). In addition, “Attics and
basements are only taken into account if they are designed,
even partially, for housing. However, cellars are not taken into
consideration” (Federal Statistical Office, 2017, p. 67). As the
number of stories (seismic masses) is defined in groups (less than
4 stories, 4–6 stories, equal or more than 7 stories), errors are
reduced. Only 8.2 percent of buildings composing the learning
set [see section The Learning Phase (STEP 2)] are classified by
the RegBL database in a different height category than by on-site
visual inspections.

In order to derive the shape of the roof, data are collected
from a vectorial 3D model of the entire city, which contains
building-by-building features. In order to be able to process roof
attribution in an algorithm, data are exported with a specific code.
For each building, a mesh polyface of the building coordinates
is extracted as a string of coordinates representing triangles of
the surfaces.

An algorithm detects which triangles form the three-
dimensional surface of the roof. Then, the inclination of the
roof is calculated as the angle between the normal vector of the
triangle surface and the vertical. In case of multiple surfaces, if
horizontal triangles represent more than 40% of the roof surface,
then the roof is considered as flat. If not, the roof is considered as
sloped. For sloped roofs, the highest slope of all surfaces is taken
to define the inclination.

The Learning Phase (STEP 2)
The learning set for the city of Basel is composed of 710
buildings, which are all located in the St. Alban district. The St.
Alban district is chosen to be the learning set as it is deemed
representative of the general distribution between the typological
classes for the entire city of Basel. Indeed, the St. Alban district
presents a miscellaneous building stock: buildings with different
periods of constructions, heights (number of floors), materials
and construction techniques (in aggregates or isolated), compose
this district. The district is composed: for the 26% of simple stone
masonry buildings (M3), for the 38% of unreinforced masonry
brick buildings with flexible floors (M5) and for the 17% of
masonry brick buildings with r.c. floors (M6). The remaining
17% is composed of r.c. buildings (RC1 + RC2 + RC3), mainly
with resisting walls (RC2). As a consequence, applying ARL
method on this district reduces the risk to bias the evaluation.
Therefore, the typology correlations that are obtained for St.
Alban can be expanded at city scale.

In addition to the four attributes collected in the public
databases (step 1), the typological class for each building is
defined for the 710 buildings composing the learning set of
St. Alban. The attribution of typological classes to buildings
is performed by analyzing archive drawings (on 30 buildings)
and by performing either on-site or remote visual inspections.
In total, among the 710 buildings, 53% have been surveyed
online (using google maps or street view), 43% by on-site
visual one-by-one inspection, and 4% based on archive drawings.
The determination of the typological class for these buildings,

following the classes defined in the Risk-UE project (Table 1),
has a high certainty as the error in class attribution reduces with
increasing amount of information.

To enable the successive validation phase, typological
correlations between attributes have been performed on a subset
of the learning set. This training set is composed of randomly
selected 30% of the buildings composing the learning set (710∗0.3
= 213 buildings) while the remaining 70% is considered as the
validation set (710∗0.7 = 497 buildings). As an example, Table 3
shows a possible ARL matrix obtained from the combination
of three attributes (number of stories, construction period and
roof shape).

Wide-Spreading the Typological
Association to the Entire City of Basel
(STEP 3)
The distribution matrix is the starting point to attribute
typological classes using the ARL methodology. For the
association of a specific typological class to each building, the
Pmax and the Prandom methods are considered. For example,
when considering the Pmax method attribution, all buildings built
in 1929 with six floors and a sloped roof are classified as M5
buildings (see tenth row of Table 3). In the case of the Prandom
attribution, a building built in 1929 with six floors and a sloped
roof with a random instance equal to 0.93 will be classified as
M6 (Figure 2). In the case when a specific typological class is
not associated to a single building, the Pdistribution method is
considered. In this case, for example, a building built in 1929 with
six floors and a sloped roof will have the probability distribution
reported in Table 3 (tenth row) to belong to one of the classes M3
(11%), M4 (2%), M5 (76%), or M6 (11%).

The distribution matrix (Table 3) is applied to the entire city
of Basel (almost 21,000 buildings). Figure 3 shows that the three
typological-class distributions (following the three attribution
methods Pmax, Prandom and Pdistribution) yield similar predictions
when the whole building stock of Basel is considered. Using the
Pmax method, classes with low probabilities are ignored unlike for
the Prandom and Pdistribution methods. Thus, classesM4, RC1, RC3,
and S are not attributed to any building when the Pmax method
is used. Prandom and Pdistribution distributions are highly similar,
which is expected for large sets of buildings, such as an entire city.

Seismic-Vulnerability Assessment for the
Entire City of Basel (STEP 4)
With the typology distribution being defined in the previous
section, the damage distribution for the entire city of Basel can
be estimated for any seismic intensity. The damage distribution
is achieved by the aggregation of the probability distribution
multiplied by the number of related buildings according to the
typology distribution (Diana et al., 2018).

Damage distributions for the city of Basel can be obtained
for each ARL attribution method (Pmax, Prandom, Pdistribution).
The three damage distributions derived from the three ARL
attribution methods are similar. As the city of Basel has almost
21,000 buildings, the damage distribution for the Prandom and
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FIGURE 2 | Example of the determination of the building class according to Prandom method for buildings built between 1900 and 1944, with 6 floors and a sloped

roof. For random instances between 0 and 0.11, a building type M3 is attributed, for random instances between 0.11 and 0.13 type M4, between 0.13 and 0.89 M5

and over 0.89 type M6.

FIGURE 3 | Representation of the distribution of typological classes for the entire city of Basel (A. with Pmax; B. with Prandom; C. with Pdistribution). Class attribution is

based on three attributes (construction period, number of stories and roof shape) learned from the learning set in St. Alban [see section The learning phase (STEP 2)].

Pdistribution are identical. Moreover, only slight differences can be
observed for damage distribution obtained using the Pmax-ARL.

Damage distribution, based on a probabilistic approach, for
the city of Basel is shown in Figure 4 for an earthquake of
intensity I = IX. In the case of Figure 4, where buildings

are assigned based on three attributes (construction period,
number of stories and roof shape), no difference in the damage
distribution is observed.

The distribution of damage can be calculated for each zip
code (ZIP) of the city, in this way the vulnerability of districts
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FIGURE 4 | Damage distribution based on probabilistic damage for the city of Basel with an earthquake of intensity I = IX. The three ARL method are considered (A.

Pmax; B. Prandom; C. Pdistribution) with St. Alban as training set and considering three attributes (construction period, number of stories and roof shape).

of the city can be evaluated. The Pmax-ARL method considering
three attributes (construction period, number of stories and roof
shape) is used for the whole Basel building stock.

Figure 5 gives the distribution of damage for each region
delimited by a shared ZIP code of the city of Basel after an
earthquake of Intensity IX. This graph shows the vulnerability
of specific districts in Basel. The most vulnerable district
corresponds to ZIP 001, which is the historical city center. In the
historic center, 68% of buildings are expected to sustain heavy
damage or worse (DG3, DG4, and DG5) after an earthquake
of intensity IX. This statement confirms the findings after the
L’Aquila earthquake in 2009 about particular vulnerability of
city-centers by Guéguen (2013).

The least vulnerable district corresponds to the zip code 002:
the Universitätspital Basel (Basel university hospital). After an
earthquake of intensity IX, there will be 44.6% of buildings
with at least heavy damage (DG3, DG4, and DG5). If the Basel
university hospital is ignored, the least vulnerable district has ZIP
011, which represents the suburban area. Fifty-six percentage of
buildings in this area sustain or exceed heavy damage (DG3, DG4,
and DG5) after an earthquake of Intensity IX.

Evaluation of the Typological-Attribution
Accuracy on the Learning Set
As discussed in section Validation of Typology Attribution, an
important step is validation of the typological-class attribution
based on the ARL. In Table 4, the confusion matrix obtained
with the direct attribution of typological classes to each
building (in this specific case with Pmax) is displayed. The
confusion matrix is the mean for evaluate the accuracy
of the attribution of types provided by direct attribution
methods (Pmax and Prandom). In columns the “real” classes
attributed by visual inspection are displayed while in rows
the classes associated by ARL method. Therefore, on the
diagonal the number of buildings that are correctly assigned
are highlighted in bold while on the positions outside the
diagonal the errors in attribution are displayed. The buildings
on the last row (θ) of Table 4 correspond to buildings that
cannot attributed by the ARL method. For such buildings,
there exists no building with the same attribute combinations
within the buildings that form the training set. For Table 4,
accuracy, in accordance with Equation (2), is equal to:
524/710= 0.738.
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FIGURE 5 | Distribution of damage in each zip code (ZIP) of the districts of the city of Basel.

The confusion matrix also allows to assess the performance of
typological attribution of specific types. For instance, 74 buildings
are wrongly attributed to be class M5 and thus, are false positives
(precision of 261/(261+74)= 0.78). Also, 25 buildings of typeM5
are false negatives as they are not recognized by the ARL method
(recall of 261/(261+25) = 0.91). The general score of accuracy
combines both types of errors: false positives and false negatives.

In Table 5, the distribution obtained applying the ARL
method and the “real” distribution obtained considering
visual inspections are displayed. The distribution evaluation is
admissible for all the three attributionmethods considered (Pmax,
Prandom, and Pdistribution). It is an evaluation that is appropriate
for large-scale evaluations since it considers exclusively the
total number of items being part of a specific class, without
considering building-by-building misclassifications. For the
example of Table 5, accuracy, calculated using Equation (3),
is equal to: 1–115/710 = 0.838. It is worth noting that in
distribution evaluation, the accuracy is always higher since errors
in class attributions compensate each other.

One of the main goals of the paper is to evaluate the
accuracy of building-class attributions that is achieved
using several attribute combinations. As stated in section
Collection of Building Attributes (STEP 1), considered
attributes are: the period of construction; the number of
stories; the shape of the roof; and the surface footprint
of the building. These four attributes are combined in
multiple ways and possible improvements in the class-
attribution accuracy are evaluated. Combinations of two
attributes (period of construction and number of stories),
three attributes (adding either roof shape or surface
footprint) and all four attributes are evaluated and compared
in Table 6.

When using the confusion matrix as metric of accuracy,
maximum accuracy is obtained by combining three attributes
(construction period, number of stories and shape of the roof)
and using the Pmax-ARL attribution method. The achieved
accuracy is 73.9%. The Pmax method provides more accurate
results than the Prandom method as each building is assigned the
typological class of maximal probability. More often than not,
this assignment is correct.

As can be seen in Table 6 (first two rows), considering more
attributes can result in decreasing attribution accuracy. For
example, with three attributes (construction date, number of
stories and footprint surface), the accuracy of the Pmax-ARL
method drops to 68.9% (−2.1%) with respect to the accuracy that
is obtained by considering two attributes. When considering four
attributes, the accuracy is lower than the accuracy obtained with
three attributes (72.1% as opposed to 73.9%). This results from
overfitting the training set: the distribution matrix matches the
particular data of the training set too closely (with four attributes)
and thus, when wide spreading it to a larger set, the lower
general validity reduces attribution accuracy. Indeed, random
fluctuations in the training data is learned as a correlation
between attributes and types. These fluctuations do not apply to
new data (validation set) and thus, negatively impact the models
ability to generalize.

When assessing classification accuracy using typological
distribution (see Table 3), the best accuracy is obtained when
three attributes (construction periods, number of stories and
shape of the roof) are combined using the Pdistribution-ARL
method. The maximum accuracy is 97.2% (see Table 6, last
three rows). Unlike when accuracy is assessed using a confusion
matrix, the classification obtained based on the Pdistribution
(and the Prandom) methods are more accurate than Pmax. For
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TABLE 6 | Accuracy and change in accuracy for confusion matrix and distribution of classes.

Class attribution Method Attribute combination

2 Attributes (date and stories) 3 Attributes (+ roof) 3 Attributes (+ surface) 4 Attributes (all)

Confusion matrix Pmax 70.4% 73.9% (+5.0%) 68.9% (−2.1%) 72.1% (+2.4%)

Prandom 58.0% 63.5% (+9.5%) 61.1% (+5.3%) 63.7% (+9.8%)

Distribution Pmax 79.2% 81.0% (+2.3%) 91.3% (+15.3%) 86.8% (+9.6%)

Prandom 92.7% 96.8% (+4.4%) 96.9% (+4.5%) 93.5% (+0.9%)

Pdistribution 96.3% 97.2% (+0.9%) 96.1% (−0.2%) 95.4% (−0.9%)

Bold values are the most accurate results.

Pdistribution and Prandom attribution methods, the classification
follows probabilistic distributions, which explains why they
outperform Pmax for which only the class with maximum
likelihood is attributed. In general, the accuracy based on the
typology distribution is higher than that based on the confusion
matrix, since possible errors can be compensated by other errors
at larger scale. From Table 6 it can be seen that the shape of the
roof seems to be particularly influent, improving substantially the
distribution accuracy.

In Figure 6 the number of buildings that are wrongly classified
in the case of the two attributes approach (number of stories and
period of construction) are represented. On the left of Figure 6,
the “real” types for the misclassified buildings are shown, while
on the right the types given by the Pmax-ARL method are
represented. Thus, Figure 6 can help in understanding the
tendencies in mis-attribution of typological classes: as it is
possible to notice, errors occur mainly for buildings with four to
six floors. In this height interval, for the “before 1900” period,
the Pmax-ARL method does not assign any building into the M5-
class (bricks masonry with flexible floors), that is in the visually
surveyed distribution the most common class. Between 1900
and 1969, the Pmax-ARL method assigns buildings exclusively to
class M5 while in the “real” distribution M3- (stone masonry),
M4- (massive stone), M6- (brick masonry with rigid floors), and
RC2-classes (reinforced concrete wall building) are present.

As stated before, the accuracy of class attribution is improved
by introducing the shape of the roof. A limit of 5.7◦ has been
chosen as the inclination that separates flat roofs from sloped
roofs. Figure 7 shows the distribution of roof shapes for each
class that has been visually surveyed in St. Alban. This graph
shows that most M3, M4, and M5 buildings have a sloped roof
while most reinforced-concrete (RC) and steel buildings (S) have
flat roofs. For M6 buildings, 50% have a flat roof and the other
50% have a sloped roof. The shape of the roof seems to be closely
related with the typological class, as shown by the improvement
in terms of general accuracy in Table 6.

In order to improve the classification accuracy, addition of a
third interval for roof slopes, has also been tested. The limit of
this angle interval is set as an unknown variable first and the
optimal value is derived as the value that maximizes the accuracy.
The introduction of this limit angle on classification accuracy is
irrelevant. No improvement in accuracy (neither based on the
confusion matrix nor on the typological distribution) has been

found. Therefore, taking into account two inclination intervals,
either flat or sloped, is sufficient.

Evaluation of the Accuracy of
Damage Distributions
The accuracy of damage distributions are summarized in Table 7.
The best accuracy is obtained when three attributes (construction
periods, number of stories and roof shape) are combined and
the Prandom-ARL method is used for typological-class attribution
(98.4%). The Prandom-ARL method is not stable, as it involves
random numbers, but studied random instances provide better
results than the Pdistribution-ARL method. For larger amounts of
buildings, the accuracy of the Prandom-ARL method equals the
accuracy of the Pdistribution-ARL method. Without considering
the Prandom-ARL method, the best accuracy is obtained with
four attributes (construction periods, number of stories, shape of
the roof and footprint surface) with the Pmax-ARL method. The
accuracy is 96.3%, which also consists the highest improvement
compared with the two-attribute results (+ 7.5%).

Regarding the accuracy of probabilistic vulnerability
determination (obtained using Equation 5), the best accuracy is
obtained using three attributes (construction periods, number of
stories and roof shape) with the Prandom-ARL method (99.8%).
Again, this method does not provide stable results and for a
large amounts of buildings, accuracy of the Prandom-ARL and the
Pdistribution-ARL methods, will yield similar results.

When the Prandom-ARL method is ignored, the best accuracy
is obtained with three attributes (construction period, number of
stories and shape of the roof) and with the Pmax-ARL method.
The accuracy is 99.4%.

Evaluation of the Accuracy for
Another District
The accuracy of the ARLmethod in attributing typological classes
is also performed on 223 buildings that have been surveyed
in Iselin, another part of the city of Basel. Table 8 (first part)
summarizes the accuracy based on the confusion matrix with the
improvement of considering three and four attributes. The best
accuracy (based on the confusion matrix) is obtained with four
attributes (construction periods, number of stories, roof shape
and footprint surface) with the Pmax-ARL method. The accuracy
is 70.4%.
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FIGURE 6 | Number of misclassified buildings with Pmax-ARL method (two attributes) on St. Alban with 30% of the survey as training set.

Considering additional attributes does not always provide
better accuracy, as can be seen in Table 8 first row. For
instance, with three attributes (construction date, number
of stories and footprint surface), the accuracy of the Pmax-
ARL method is lower than with two attributes (−3.3%).
For the Pmax-ARL method, considering four attributes
(construction periods, number of stories, roof shape and
footprint surface), instead of two, improves the accuracy
by 5.4%.

Table 8 (row three to five) summarizes the accuracy in the
distribution of types with the improvement of considering
other attributes as the roof shape or the footprint surface. The
best accuracy (92%) of the typology distribution is achieved
using all four attributes with the Pdistribution-ARL method.
The Pdistribution-ARL method, considering four attributes
(construction periods, number of stories, roof shape and
footprint surface), instead of two attributes, improves accuracy
by 4.4%.

Table 8 (first three rows of the second part) summarizes the
accuracy for the damage distribution based on the mean damage
with the improvement of considering other attributes. The best
accuracy for the distribution of mean damage is obtained with
four attributes (construction periods, number of stories, roof
shape and footprint surface) with the Pmax-ARL method. The
accuracy is 96.1%. For the Pmax-ARL method, considering four

attributes (construction periods, number of stories, roof shape
and footprint surface), instead of only two improves the accuracy
for the distribution of mean damage of 9.1%.

The accuracy for the damage distribution based on the
probabilistic distribution is summarized in Table 8 (last three
rows). The accuracy of damage distribution (with probabilistic
damage) is the best for the Pdistribution-ARL method considering
all four attributes (construction periods, number of stories, roof
shape and footprint surface). The accuracy of the blind check is
98.8%. For the Pmax-ARL method, the accuracy of the damage
distribution is higher when only three attributes (construction
periods, number of stories and the roof shape) are considered.
This accuracy equals 98.6%. While considering three attributes
(construction periods, number of stories and roof shape) instead
of two improves the accuracy by almost 6%, considering all four
attributes instead of three increases accuracy by 5.4%.

SUMMARY AND CONCLUSIONS

Seismic vulnerability at large scale is time consuming and
thus, simplifications are needed. Although a taxonomy
should be initially defined to cover the typological classes
that compose the building stock, there is potential to
speed up the attribution of typological classes to each
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FIGURE 7 | Roof shape for each building in the St. Alban learning set. Roof shapes seem to be closely related with typological classes.

TABLE 7 | Accuracy and change in accuracy for the seismic vulnerability assessment based on the deterministic and probabilistic approach.

Vulnerability determination Method Attribute combination

2 Attributes (date and stories) 3 Attributes (+ roof) 3 Attributes (+ surface) 4 Attributes (all)

Deterministic Pmax 89.5% 92.6% (+3.5%) 91.4% (+2.1%) 96.3% (+7.6%)

Prandom 97.5% 98.4% (+0.9%) 95.9% (−1.6%) 95.5% (−2.1%)

Pdistribution 91.8% 95.5% (+4.0%) 96.0% (+4.6%) 93.6% (−2.0%)

Probabilistic Pmax 93.9% 99.4% (+5.9%) 98.4% (+4.8%) 97.1% (+3.4%)

Prandom 99.2% 99.8% (+0.6%) 99.5% (+0.3%) 98.8% (−0.4%)

Pdistribution 94.4% 98.1% (+3.9%) 96.1% (+4.2%) 97.9% (+3.7%)

Bold values are the most accurate results.

building using few attributes that are available in existing
data-bases, rather than performing visual surveys for each
building. In this paper, a typological class attribution
based on the association rule learning (ARL) is proposed,
based on various combinations of the following attributes:
construction periods, number of stories, shape of the roof and
footprint surface.

Through a case study, in which the seismic vulnerability

is assessed for the entire city of Basel, located in the region

with second-highest seismic hazard of Switzerland, the accuracy
of a large-scale ARL-based typological-class attribution using

attributes that are available in existing databases is assessed.
Typological classes of several hundreds of buildings have been

derived from visual surveys in a selected district and are used
as training set in order to derive correlations between attributes
and typological classes. Buildings of another district of the
city, for which typological classes have been visually derived,
are used as validation tests to evaluate the accuracy of the
attribution method.

The following conclusions are drawn:

• in general, for large scale assessments, the loss in accuracy in
ARL-based typology attribution is irrelevant when considering
seismic damage predictions. Therefore, after defining a rather
small learning set (around 5% of the entire building stock of
a town), building classes can be assigned to all buildings by
considering only three attributes that are readily available in
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TABLE 8 | Accuracy and change in accuracy results for the district of Iselin.

Class attribution Method Attribute combination

2 Attributes (date and stories) 3 Attributes (+ roof) 3 Attributes (+ surface) 4 Attributes (all)

Confusion matrix Pmax 66.8% 67.7% (+1.3%) 64.6% (−3.3%) 70.4% (+5.4%)

Prandom 48.0% 57.0% (+18.8%) 57.7% (+22.3%) 63.2% (+31.7%)

Distribution Pmax 68.2% 77.1% (+13.0%) 68.2% (+0.0%) 81.6% (+19.6%)

Prandom 90.6% 87.0% (−4.0%) 90.6% (+0.0%) 90.6% (+0.0%)

Pdistribution 88.1% 87.4% (−0.8%) 89.8% (+1.9%) 92.0% (+4.4%)

Vulnerability determination Method Attribute combination

2 Attributes (date and stories) 3 Attributes (+ roof) 3 Attributes (+ surface) 4 Attributes (all)

Deterministic Pmax 88.1% 89.8% (+1.9%) 88.1% (+0.0%) 96.1% (+9.1%)

Prandom 86.2% 85.3% (−1.0%) 94.3% (+9.4%) 90.7% (+5.2%)

Pdistribution 82.7% 85.9% (+3.9%) 89.2% (+7.9%) 91.4% (+10.5%)

Probabilistic Pmax 93.3% 98.6% (+5.7%) 95.2% (+2.0%) 98.3% (+5.4%)

Prandom 97.8% 97.0% (−0.8%) 99.2% (+1.4%) 97.5% (−0.3%)

Pdistribution 96.0% 97.9% (+2.0%) 98.3% (+2.4%) 98.8% (+2.9%)

Bold values are the most accurate results.

public databases (i.e., period of construction, number of floors,
shape of the roof). The reduction in terms of time demand
for the preparation of reliable seismic vulnerability scenarios at
city scale is particularly pronounced and only slightly reduces
accuracy (<5% of error).

• considering all four attributes (period of construction,
number of stories, shape of the roof and footprint surface)
provides the most accurate typological-class attribution, when
buildings from another district than the learning set are used
for validation.

• for seismic vulnerability predictions, the loss in accuracy
considering three attributes is less relevant than for typological
class attribution. In vulnerability evaluations, benefits in time
demand when considering only three attributes are therefore
strategic in the choice of the number of attributes to gather.

• when considering both, validation of typological class
attributions and vulnerability predictions on the learning set,
combining three attributes provides more accurate results if
compared to the four attributes ones.

• the shape of the roof is an important parameter to consider
toward reliable seismic vulnerability assessments and increases
accuracy noticeably. Introducing the shape of the roof as third
attribute is more useful than footprint surface, especially for
the learning set validation. However, introducing more than
two categories for the shape of the roof (flat and sloped) does
not increase accuracy.

• at the scale of the entire city of Basel, the historic city center

is found to be the most vulnerable part of the city while the
suburban area results to be the least vulnerable district.

• It should be noted that the work presented in this paper can
be further improved by considering several aspects that will be
subject for future works:

• starting from confusion matrixes, taking into account
false negatives and false positive for each typological
class, recall and the precision scores can be calculated.
This allows the understanding of error tendencies of the
proposed methodology.

• in this paper, the vulnerability indexes of typological classes
came from previous European studies. A crucial step consists
in verifying whether these indexes correlate well with the
vulnerability of buildings of the studied region, Basel. More
specifically, these indexes do not consider the interaction
between buildings in aggregates.

• in this paper the seismic vulnerability predictions are based
on the empirical approach. Mechanical approach will be
addressed in future work to check the obtained results.

• with development of 3D-databases, data concerning façade
details, such as the window surface, may play a fundamental
role in the typological-class attribution since the per-cent of
openings provides interesting information on the construction
techniques and material used.
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