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Editorial on the Research Topic

Fundamentals of 21st Century Neuroscience

Neuroscience needs a multidisciplinary approach and inter-institutional collaboration. To fully
understand brain functioning and neurological disorders, there is a need to integrate knowledge
of experimental and theoretical approaches at different levels and from different perspectives.

This Research Topic, developed in parallel with the design and production of online courses
on the fundamentals of neuroscience (Neuroscience reconstructed, a MOOC developed by
the EPFL), aims to provide an articulate, multi-scale view of brain function by incorporating
knowledge ranging from the level of genes and molecules, to networks, to cognitive and behavioral
neuroscience in the form of mini-reviews. In both the courses and this Research Topic, we wish to
provide a basic understanding of the processes and structures and how we study these using the
most promising new technologies.

The multi-scale aspect is reflected in all the mini-reviews in this Research Topic: several studies
present a review of studies at the genetic level that help the understanding of constructs from
a higher levels of analysis, such as evolution (Miller et al.), development (Aberle; Sullivan) and
neurological disease (Coda and Gräff; Tielking et al.). Similarly, mini-reviews focus on studies at the
cellular level and how those can shed light on mechanisms related to activity in neuronal circuits
(De-Miguel et al.) while also helping us understand higher-level mechanisms such as learning
and memory (Borroto-Escuela and Fuxe). At an even higher level of analysis—circuits, systems,
cognition and behavior—we find reviews that start from circuits and provide an overview of their
role in addiction (Lipton et al.), or start from addiction and provide an overview of the role of
different brain regions and neurotransmitter transporters in shaping such condition (Wang et al.).

We have also included reviews that focus particularly on how new technologies and methods
have provided opportunities for multi-level analysis and improved our understanding of brain
function. All the way from the cellular level, where Magliaro et al. review tools available to study
how neuron morphology relates to brain function, to the cognitive level, showcasing a review from
George and Sunny on how Bayesian models can support our understanding and how modularity
at the system level impacts cognition and function.

Looking at the breadth of reviews detailed below, the explanatory power of integrative, multi-
level analysis becomes evident when attempting to understand complex phenomena that develop
over disparate levels of neural organization.
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INTERPLAY OF GENETICS AND …

Evolution, Structure, and Function
Miller et al. review the role of phylogenetics in understanding
the relationship between structure and function in neuroscience
and the disadvantages of studying few species amenable to
transgenicmanipulations in neuropharmacology, neural network
architecture and connectome studies. They highlight how next-
generation molecular tools such as CRISPR/Cas9 and viral
approaches will allow the study of more diverse taxa and how
comparative approaches could provide a better understanding of
neural function.

Anatomy, Cognition
Shah et al. present an overview of traumatic brain injury
(TBI) mammalian models. They summarize the varied physical,
behavioral and cognitive effects of TBI and discuss the
advantages of different model organisms in TBI research with a
focus on Drosophila. They describe the different experimental
models used to generate TBI and review the findings about
transcriptional changes induced by TBI in different model
animals. Finally, they discuss the importance of animal models
and experimental models as well as genetic studies for biomarker
discovery and TBI therapy.

Neurological Disorders
Coda and Gräff provide an overview of how genes, epigenetic
mechanisms and the environment interact, and discuss the
classical nature vs. nurture question under the light of recent
findings about the nervous system’s physiology. They summarize
the established principles of gene regulation in the brain and
review how integrated omics-based approaches have helped the
understanding of neurological and neuropsychiatric disorders.
Finally, they discuss the challenges posed by such large multi-
scaled and multi-modal datasets.

Development, Circuits
Aberle sums up the process of axon guidance by attractants and
discusses its similarities to cell migration. They analyze how
localized gene expression drives axon growth and how disruption
of this gene expression leads to abnormal branching patterns.

Development, Connectivity
Sullivan discusses how molecular and genetic mechanisms
generating neuronal identity influence connectivity in the
Drosophila brain. They review the role of spatial and temporal
genes during neurogenesis in Drosophila and how these genes,
together with Notch signaling, influence connectivity. Finally,
they highlight the advantages of Drosophila as a simple
model organism.

Signaling, Immune System
Tielking et al. provide a summary of the current knowledge
about extracellular RNA regulation, diversity, quantification and
function, outlining what is known about the role of exRNAs
in signaling to the immune system and the vasculature. They
discuss the role of extracellular RNA in several central nervous

system pathologies, including different CNS tumors, strokes
and multiple sclerosis, as well as the potential treatment and
diagnostic strategies based on extracellular RNAs.

INTERPLAY OF CELLULAR BIOLOGY AND

…

Signaling, Proteomics
Borroto-Escuela and Fuxe discuss how the complexity of
G-protein-coupled receptor (GPCR) interactions can lead to
molecular signal integration in the nervous system. They sum up
the history of findings about GPCRs, their allosteric interactions
and consequent effects on signaling mechanisms. They present
the different classes of GPCRs heteromers as well as their
biological functions and highlight the role of bioinformatics,
mathematics, and structural models in understanding complex
formation. They conclude with the role of GPCR heteromers as
molecular substrates for learning and memory.

Microbiota, Parkinson’s
Yang et al. summarize the direct and indirect evidence linking
the gut microbiota to Parkinson’s disease (PD). After briefly
introducing the role of the gut microbiota as the “second
brain” in the gut microbiota-brain axis (GBA), they sum up
the history of PD and its effects on the gut. They go on to
discuss what is known about α-synuclein accumulation in the
enteric nervous system, the role of entero-endocrine cells in
connecting the gut and the brain and intestinal permeability.
Finally, they debate the function of the GBA in PD pathology
and treatment.

Circuits
De-Miguel et al. deals with a non-synaptic form of
communication, originating in neurons in response to action
potentials or long depolarizations, that affects neuronal circuits,
glia and vasculature. They review the historical evidence
and cellular basis for electrophysiological activity—triggering
exocytosis of signaling molecules from neurons outside of the
synaptic cleft. Finally, they discuss the role of this form of
communication in neuronal circuit activity modulation and in
information integration.

Plasticity, Proteomics
Jackson et al. focus on the role of synaptic loss in Alzheimer’s
disease (AD). They briefly review the concept of synaptic
plasticity and the concept of AD as a synaptopathy
before presenting the findings linking Amyloid and
Tau to synaptic loss. Finally, they discuss the existing
caveats in translational research in the field and the
potential therapeutic applications targeting synaptopathy
in AD.

Adult Neurogenesis, Cellular Markers
La Rosa et al. review the history of adult neurogenesis research
and highlight the large differences between species. They explain
the concepts of niches as microenvironments allowing the
regulation of neural stem cell maintenance and differentiation
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and the need for good species-specific markers that would allow
reliable differentiation between stem cells and immature neurons.
They discuss the importance of new tools, new markers, and
comparative studies for translational purposes.

Methodology—Cell Morphology, Brain

Function
Magliaro et al. review the tools available to study how neuron
morphology and connectivity relate to brain function and the
importance of a complete digital map of the mammalian brain.
They present the existing algorithms for neuron segmentation
and the methods for tissue clarification. Finally, they discuss new
methods for acquiring images at sub-cellular scales and the need
for corresponding robust algorithms to identify neurons and
their substructures.

INTERPLAY OF CIRCUITS AND …

Behavior
Lipton et al. review the neural circuits implicated in habits,
compulsions and addictions. They explain what these three
behaviors are and what they have in common, which neural
circuits are involved in the automation of behavior and the
paradigms used to model them. Focusing on the dorsolateral
striatum, they discuss the role of different cell types and
microcircuits in behavioral automaticity and the molecular and
synaptic changes involved.

Electrophysiology, Behavior
Augusto and Gambino explore how NMDA spike generation in
pyramidal neurons impacts an animal’s behavior according to
in vivo studies. After presenting the biological basis of NMDA
spikes, they review the importance of spatial clustering of NMDA
spikes and their role in synaptic plasticity. Finally, they discuss
the evidence for the ability of NMDA spikes to impact the
detection of stimuli, memory, and skill learning.

INTERPLAY OF THE IMMUNE SYSTEM,

THE NERVOUS SYSTEM AND THE

VASCULATURE

Geyer et al. provide background information on the blood-brain
barrier, the CNS as a compartmentalized immune-privileged
site, bacterial infections of the CNS and the role of astrocytes
and microglia as immune-effector cells. Specifically, they review
recent findings about how astrocytes recognize pathogens, their
role in neuro-inflammation and neuro-protection, and how they
interact with T cells. They argue that a better understanding of
astrocyte diversity can help develop better treatments against
bacterial CNS infections.

Villabona-Rueda et al. explain the evolving concepts
on the blood brain barrier (BBB) and the neurovascular
unit (NVU). They present the history of the discovery of
a barrier between the CNS and peripheral circulation and
how this barrier is influenced by the neural environment.

They highlight the differences in NVU composition
across different brain regions and the importance of
this vascular heterogeneity for brain function in health
and disease.

Brown et al. review the functions of pericytes, multi-
functional cells that are part of the NVU, in brain function
and disease. After a short history of pericyte research, they sum
up the known functions of pericytes in cerebral blood flow
regulation, vascular development and maintenance as well as
neuro-immunity. They review recent findings about the role
of pericytes in neurological diseases and discuss the future
therapeutic implications of new methods to characterize and
classify pericyte subtypes.

INTERPLAY OF COGNITION AND …

Anatomy, Circuits
Perry and Mitchell discuss the role of thalamic nuclei in
memory. They present the well-established role of the thalamus
in memory formation and the circuits that the different nuclei
are part of. They highlight the difference between first-order
and higher-order nuclei and discuss the new evidence pointing
to single subnuclei being composed of separate entities with
different functions, some of them of a higher-order than
passive relays.

Anatomy
Wang studies the effect of Abacus training on cognitive functions.
Wang reviews the effect of abacus-based mental calculation
(AMC) on different cognitive processes such as mathematics,
working memory, and fluid intelligence, and the functional and
structural plasticity associated with it. Finally, they outline the
caveats of existing AMC studies remaining to be addressed in
future research.

Methodology—Bayesian Brain Models
George and Sunny focus on the relationship between the
modularity assumption in cognitive science and bayesian
brain (BB) models. They start by reviewing the history
behind the modularity principle and introduce the concepts
of penetrability and top-down effects. They then discuss
the implications of different BB models for modularity
and how model predictions can be corroborated by
empirical findings. Finally, they compare two theoretical
frameworks to describe the perceptual and motor system and
their interactions.

INTERPLAY OF BEHAVIOR AND …

Proteomics
Wang et al. review the role of glutamate transporters
in drug addiction. After outlining the main brain
regions involved in addiction and giving an overview
of glutamate transporters distribution, they present
evidence for the role of glutamate transporters in
addiction in different regions of the brain and discuss the
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potential of these transporters as therapeutic targets for
treating addiction.

Body and Brain
Xu et al. focus on human decision making. They introduce
the somatic marker hypothesis (SMH), which proposes that
emotions guide decision making; the theory of ecological
rationality, which stresses the role of the environment in
decision making; embodied emotions, which implies that
emotions are defined by the body; and neuroeconomics,
which links economics, psychology and neuroscience. They
outline how SMH relates to ecological rationality, embodied
emotion and neuroeconomics and discuss how SMH bridges all
three disciplines.

Methodology—Behavior, Metabolism
Ren et al. explore the use of near-infrared spectroscopy (NIRS)
to monitor cerebral hemodynamics in sleep studies. They begin
with an introduction to the physical principles of NIRS and
its potential applications. They then introduce typical cerebral
hemodynamics measured with NIRS during normal sleep stages
and sleep-disordered breathing. They discuss how NIRS results
relate to other physiological factors as well as the underlying
biological mechanisms. They outline the main differences in
experimental design and signal processing and end with an
overview of future perspectives.
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Neuroscience is enjoying a renaissance of discovery due in large part to the
implementation of next-generation molecular technologies. The advent of genetically
encoded tools has complemented existing methods and provided researchers the
opportunity to examine the nervous system with unprecedented precision and to
reveal facets of neural function at multiple scales. The weight of these discoveries,
however, has been technique-driven from a small number of species amenable to the
most advanced gene-editing technologies. To deepen interpretation and build on these
breakthroughs, an understanding of nervous system evolution and diversity are critical.
Evolutionary change integrates advantageous variants of features into lineages, but is
also constrained by pre-existing organization and function. Ultimately, each species’
neural architecture comprises both properties that are species-specific and those that
are retained and shared. Understanding the evolutionary history of a nervous system
provides interpretive power when examining relationships between brain structure and
function. The exceptional diversity of nervous systems and their unique or unusual
features can also be leveraged to advance research by providing opportunities to ask
new questions and interpret findings that are not accessible in individual species. As
new genetic and molecular technologies are added to the experimental toolkits utilized
in diverse taxa, the field is at a key juncture to revisit the significance of evolutionary and
comparative approaches for next-generation neuroscience as a foundational framework
for understanding fundamental principles of neural function.

Keywords: phylogeny, neuroscience, molecular-genetics, evolution, homology (comparative) modeling, brain
evolution

INTRODUCTION

There are over 1.5 million described, living species of animals; all but a few thousand have nervous
systems and nervous system-generated behaviors. Like all characteristics of organisms, nervous
systems and behaviors evolve by descent with modification in which selective forces can preserve
ancestral traits and amplify freshly generated variation (Figure 1). Selection on nervous system
anatomy occurs indirectly, as an intermediate to the genome, where variation originates. It is
function—including behavior—rather than structure that is under direct evolutionary selection.
Conversely, behaviors are constrained by nervous system architecture, which in turn is determined
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FIGURE 1 | Circular evolutionary tree of representative animal taxa that emerged following the evolution of the nervous and vestibular systems. While junctions of
branches represent the degree of phylogenetic relatedness over evolution, distance along the tree does no scale with actual time in natural history. Colored circles
indicate last common ancestor for phylogenetic groups that exhibited a particular characteristic of the nervous system which can be used to reconstruct shared,
unique and convergent features of nervous systems. The central nervous system emerged early in animal evolution and is homologous across multiple taxa, while
granular prefrontal cortex is a unique property of primate brains. Likewise, the independent evolution of centralized brains in vertebrates and multiple invertebrate
taxa—insects and cephalopods—represents an example of convergent evolution. The more commonly used “model” organisms in neuroscience are listed in
brackets below their taxonomic groups, though this list is not exhaustive.

by a developmental program encoded in genomes (Alexander,
1974; Emlen and Oring, 1977; Agrawal, 2001; Lamichhaney
et al., 2015; Session et al., 2016) and phylogenetic history
(Ryan et al., 1990; Shaw, 1995; Rosenthal and Evans, 1998; Ng
et al., 2014; Odom et al., 2014). Yet despite such constraints
imposed on how these systems evolve, plasticity afforded
by various processes throughout the nervous system affect

how behaviors actually manifest in individuals in response
to its unique experiences in the environment (Meyrand
et al., 1994; Gross et al., 2010). Ultimately these dynamic
relationships have undoubtedly fueled many facets of biological
diversity. While the modern experimental toolkit has provided
unprecedented glimpses into the intricacies of neural systems,
phylogenetic approaches that leverage species differences are
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pivotal keystones for elucidating the structure and function of
neural architecture.

The arrival of genetically encoded tools to investigate
neuronal circuitry has accelerated our rate of discovery in
the past decades, but it has come at a cost to the study
of species diversity. Ironically, comparative neuroscience that
explores a range of species, nervous system organizations, and
behaviors has convincingly shown that detailing the nuances of
neuronal microcircuitry are critical to understanding behavior
(Kepecs and Fishell, 2014; Ben Haim and Rowitch, 2017;
Real et al., 2017; Wamsley and Fishell, 2017). However,
with an increased reliance on a small number of animal
models, we are often left making assumptions about whether
a discovered neuronal process reflects a common principle of
brain organization and function or is specific to a particular
taxon and its biology. Without well-framed, phylogenetically
informed species comparisons, the significance of differences
between any two species is difficult to understand. Both
rodents and primates, for example, have afferent dopaminergic
projections from the substantia nigra pars compacta (SNc) to
the striatum (nigrostriatal pathways). But whereas in primates
the SNc also project to areas of the dorsolateral frontal
cortex (nigrocortical pathways), the analogous pathways are
essentially absent in rodents (Wiliams and Goldman-Rakic,
1998). Interestingly, the emergence of nigrocortical pathways
in primates is correlated with a marked increase of dopamine
receptors in frontal cortex (Murray et al., 1994; Düzel et al.,
2009). Determining the functional significance of this circuit
difference on behavior cannot be ascertained without a more
thorough understanding of differences across mammalian taxa
more closely related to primates—tree shrews (Scandentia) and
flying fox (Dermoptera)—and closer relatives of rodents, such
as rabbits (Lagomorpha). Ultimately, these species’ nervous
systems comprise some characteristics that are homologous
due to common ancestry, some characteristics evolved due
to shared selection pressures—reflecting convergence across
taxa—and other characteristics that are unique (Figure 1; Kaas,
2013; Karten, 2013; Roth, 2015). Both shared and uniquely
adapted characteristics have illuminated our understanding
of nervous systems, often in different and complementary
ways, but distinguishing between these possibilities can only
be accomplished through comparative research. Leveraging
the extraordinary resolution afforded by modern molecular
technologies within a comparative framework offers a formidable
approach to explicating the functional motifs of nervous systems.

The single most powerful method for identifying common
principles of neural circuit organization is phylogeneticmapping.
Characteristics are mapped onto a well-supported phylogenetic
tree that is of appropriate resolution and species richness
to the question being addressed (Felsenstein, 1985; Harvey
and Krebs, 1991; Harvey and Pagel, 1991; Clark et al., 2001;
Krubitzer and Kaas, 2005; Hale, 2014; Striedter et al., 2014;
Liebeskind et al., 2016). This approach makes it possible to
distinguish the evolutionary origin of a particular property of
the brain or nervous system and generate testable hypotheses
about its functional significance based on phylogenetic history
(Barton et al., 2003; Harrison and Montgomery, 2017; Laubach

et al., 2018). In some cases, homologous traits have a long
history—such as the hindbrain or spinal column of vertebrates
(Hirasawa and Kuratani, 2015)—whereas others only occur in
small groups of closely related organisms or single species
(Gould, 1976; Catania and Kaas, 1996; Douglas et al., 1998;
Shepherd, 2010; Albertin et al., 2015). Characteristics that
appear in multiple groups independently are examples of
convergent evolution, or homoplasy. Notably, both homologous
and homoplasious features have illuminated our understanding
of nervous systems. Discoveries of common principles reveal the
core building blocks of nervous systems or architectural features
that may have biomimetic utility in engineering. Likewise,
specialist adaptations in highly niche-adapted species yield
critical data on how specific neural circuits evolved to solve key
challenges and can serve as powerful heuristics for investigating
other species, including humans. Each scenario for nervous
system evolution offers the opportunity to better understand
neural function and elucidate their dynamical processes. A
phylogenetic framework offers a valuable tool to next-generation
neuroscience that, when wielded correctly, can drive new
frontiers of discovery not only in classic biological disciplines but
in fields involving human-engineered systems, such as artificial
intelligence and robotics.

Recent studies demonstrate the power of phylogenetic tools
in addressing critical questions in neuroscience (Montgomery
et al., 2011; Laubach et al., 2018). Gómez-Robles et al. (2017), for
example, used evolutionary simulations and a multiple-variance
Brownian motion framework to reconstruct hypotheses of
ancestral states to examine the classic hypothesis of a relationship
of dental reduction to brain size increase in hominins. Their data
rejected this idea and indicated different patterns of evolution
for tooth reduction and for brain size. Likewise, DeCasien et al.
(2017) tested the social brain hypothesis that the large size and
complexity of the human brain were driven by increasing social
complexity and advantage of a larger, more complex brains in
primate ancestors. The researchers used phylogenetic generalized
least squares regression of traits with a rigorously derived
phylogeny based on the 10KTrees primate resource and other
controls. This rigorous analysis showed that sociality is better
predicted by diet, specifically frugivory, than it can be explained
by other social factors. They suggest that various aspects of
foraging, such as retaining complex spatial information, may
have benefitted from a larger and more complex brain. These
examples illustrate how a phylogenetic framework offers a
valuable tool to modern neuroscience, but new approaches make
it possible to ask even more precise questions.

Advances in modern molecular neuroscience make it possible
to further refine comparative questions about nervous systems by
more explicating the relationship between genes and phenotypic
expression. This can be accomplished by measuring the strength
of evolutionary selection on a gene by calculating a dN/dS ratio
(e.g., selection+neutral/neutral). In this approach, a ratio below
1 would indicate negative selection acting on the gene, whereas
positive selection would be indicated by a ratio greater than 1.
By comparing dN/dS ratios across a large number of species,
one can more precisely map positive and negative evolutionary
changes within the nervous system (Enard, 2014). For example,
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primates have notably high encephalization quotients (i.e., brain
to body size ratio) than other mammals but questions remain
about the evolutionary forces that drove this facet of selection
in primates (Preuss, 2007; Dunbar and Shultz, 2017), including
the genes that regulated the change. Notably not all primates
have large brains, as the overall size of species’ brains within
this order varies considerably ranging from large bodied apes
on one end of the spectrum, such as humans and gorillas, and
Callitrichid monkeys—tamarins and marmosets—on the other
end. This latter family of New World monkeys has notably
undergone miniaturization during primate evolution (Harris
et al., 2014; Miller et al., 2016). To more precisely explore
questions of brain size evolution within primates, Mongtomery
and colleagues calculated dN/dS ratios for several genes
associated with microcephaly across 20 anthropoid monkey
species (Montgomery et al., 2011; Montgomery and Mundy,
2012b). While at least three genes revealed positive selection
across these primate species, the most compelling case for a
genetic correlate of brain size in primates was for ASPM. This
gene not only covaried with increased brain size across most
primates, but a decrease in brain size in the small bodied
Callitrichid monkeys (Montgomery and Mundy, 2012a). While
brain size is one broad phenotype in which to perform such
comparative analyses, the same phylogenetic approach could
be utilized across numerous properties of a nervous systems’
functional architecture and behavior (Krubitzer and Kaas, 2005).
When wielded correctly, this powerful comparative method
can be implemented to resolve existing debates and drive new
frontiers of discovery.

COMPARATIVE NEUROBIOLOGY IN THE
21ST CENTURY

The utilization of phylogenetics in neuroscience has a long
and rich history. In mammals, detailed neuroanatomical
investigations complementing quantitative studies of behavior
across a diversity of species have fueled hypotheses about the
functional organization of nervous systems and the mechanisms
underlying a diversity of neural processes (Wells, 1978; Young,
1978; Kaas, 1986, 2013; Karten, 1991; Strausfeld, 1995, 2009,
2012; Kotrschal et al., 1998; Strausfeld et al., 1998; Krubitzer,
2000; Rodríguez et al., 2002; Jarvis et al., 2005; Krubitzer
and Kaas, 2005; Krubitzer and Seelke, 2012; Striedter et al.,
2014). In many respects, the limiting factor to explicating
these hypotheses has been the available functional tools to
examine the mammalian brain in vivo with the same level
of detail available to neuroanatomists. Despite its precise
temporal and spatial resolution, neurophysiological recordings
are largely blind to the finer details of neural architecture—such
as cell types and layers—while the poor spatial and temporal
resolution of functional neuroimaging limits its utility to
examine key cellular and population-level processes fundamental
to nervous system function. Likewise, traditional techniques
to functionally manipulate the neural structure, such as
electrical microstimulation and pharmacological manipulations,
generally impact relatively large populations of neurons. Due
to such technological limitations, experimental questions have

historically been constrained to broader-scale issues about brain
function, such as the role of particular areas or nuclei for a
given behavior or task. The development of next-generation
molecular technologies opened the door to examine nervous
systems with a level of resolution that was not previously
possible (Stosiek et al., 2003; Boyden et al., 2005; Mank et al.,
2008; Deisseroth, 2015). Perhaps not surprisingly, many of
the functional data emerging from the implementation of
these molecular methods have supported established anatomical
observations and conceptual models suggesting that the fine
details of neural circuitry—cell types, patterns of projections,
connectivity, et cetera—are pivotal to describing the functional
architecture of neural systems that support behavior. Leveraging
the power of precision afforded by genetic tool kits in order
to explore functional circuitry is a defining feature of modern
neuroscience, yet a continued appreciation of species diversity
within a phylogenetic framework may be essential to unlock the
deepest mysteries of nervous systems (Carlson, 2012; Yartsev,
2017).

A key advantage of a comparative framework in neuroscience
is that it provides a powerful tool for testing hypotheses of
structure and function in nervous systems. The significance of
establishing homology and examining convergent systems is
highlighted by work in the motor system of sea slugs where
phylogenetically framed studies have shown that what might
be classified as a single behavior in this group of organisms
has arisen multiple times and with different neural circuit
underpinnings (Katz, 2011, 2016). Multiple evolutionary events
leading to an association of traits can also support arguments for
the relationship between structure and function that might be
predicted but not testable by studying one or several individual
species without consideration of phylogeny. For example, Aiello
et al. (2017) argued an example of the evolutionary tuning of
mechanosensation to biomechanical properties of fish fins. They
showed that while the basal condition was a very flexible fin
consistently across multiple lineages, when stiff fins evolved there
was corresponding increase in the sensitivity of mechanosensory
afferent (Aiello et al., 2017). In both sea slug and fish examples,
access to a group of closely related organisms with a known
phylogeny was essential. Such comparative phylogenetic framing
would be of limited value among the few traditional genetic
model organisms. Ultimately, most species’ neural systems
comprise each of these characteristics, reflecting common
principles that were inherited and maintained and the evolution
of derived mechanisms to support idiosyncratic behaviors of
the species. A comparative framework not only allows one to
make these distinctions but to determine whether a characteristic
is itself an adaptation or the byproduct of other evolutionary
forces—a spandrel (Gould and Lewontin, 1979)—with little
functional significance.

Consider, for example, the mammalian neocortex. This
six-layered brain structure is unique to the taxonomic group
and its occurrence in all extant mammals suggesting that it
evolved early in mammalian evolution when these synapsids first
emerged ∼300 mya (Krubitzer and Kaas, 2005). Comparative
anatomy and physiology suggest that many characteristics of
the avian and reptilian brain—comprised of nuclei and a
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three-layered cortex—are shared with the mammalian brain
(Jarvis et al., 2005; Karten, 2013; Calabrese and Woolley, 2015).
Neurons and circuits do not arise de novo as new or altered
functions evolve, but rather are adapted from preexisting
morphology and developmental programs. The evolutionary
history of neurons and circuits and how they differ among taxa
provide critical information for interpreting circuit organization
in related taxa. Dugas-Ford et al. (2012) used fluorescence in situ
hybridization to examine expression of genes to show that cell
types within the mammalian neocortical layer IV input and layer
V output circuit are homologous with the parallel substrates in
the avian brain. Consistent with various evolutionary examples,
this suggests that many of the computational foundations of
the sauropsid brain were conserved during the evolution of
neocortex, presumably because they remained optimal for facets
of neural function (Shepherd and Rowe, 2017). We must,
however, also ask what computational advantage the derivation
of the 6-layered neocortex may have afforded mammals
that were constrained by the functional architecture of the
avian/reptilian brain (Shepherd, 2011), particularly given the
metabolic costs associated with the increased encephalization
quotient in neocortex (Isler and van Schaik, 2006). A strategy
involving detailed behavioral and neuroanatomical comparisons
across species implemented in tandem with modern molecular
technologies is ultimately needed to resolve these issues.

THE NEXT FRONTIER

The statisticianGeorge E. P. Box famously stated that ‘‘All models
are wrong, but some are useful’’ (Box, 1979). Revisiting this
sentiment is particularly meaningful at this point in time because
of our increased reliance on ‘‘model’’ organisms in neuroscience
today (Brenowitz and Zakon, 2015; Goldstein and King, 2016;
Yartsev, 2017). Whereas anatomical data have historically come
from an impressive diversity of species, the weight of work
implementing modern molecular approaches in nervous systems
has been performed on increasingly fewer animal species. In
most cases, these species have been selected for study due to
their amenability to transgenic manipulation of their genome,
but without clear understanding of the evolutionary origins
of the traits being investigated. In some model organisms,
for example, the ease of culture and embryo manipulation,
limited neuron population size, and accessibility into the nervous
system have provided opportunities to investigate neurons and
circuits at levels not possible in humans (e.g., C. elegans, White
et al., 1986; Venkatachalam et al., 2015; Markert et al., 2016;
Jang et al., 2017; Yan et al., 2017), fruit fly (Malsak et al.,
2013; Nern et al., 2015; Fushiki et al., 2016), zebrafish (Liu
and Fetcho, 1999; Ahrens et al., 2012, 2013; Nauman et al.,
2016; Hildebrand et al., 2017), and mice (Glickfeld et al.,
2013; Issa et al., 2014; Glickfeld and Olsen, 2017; Guo et al.,
2017). By focusing inquiry to these genetic models, we have
made considerable discoveries about particular facets of these
neural systems. At the same time, the limits of this strategy are
increasingly evident. To assume that any single species represents
an archetypal brain with unquestioned parallels to humans
belies a misunderstanding of evolutionary forces that drive the

phylogenetic diversity of nervous systems, particularly given
the many known neuroanatomical, physiological and genetic
differences across taxa (Bolker, 2012). Superficial similarities
may mislead, as brains ultimately should be examined and data
interpreted in the context of a species taxonomic lineage. While
broad species comparisons can identify gross level similarities,
the tactic of leveraging molecular technologies to more precisely
explicate shared and derived characteristics of nervous systems
across diverse taxa has the potential to be the spine in the next
chapters of Neuroscience.

The challenges of utilizing a single model
organism—mice—as a model of human disease from a
phylogenetic perspective is clearly evident in the context
of neuropharmacology. Neuropharmaceuticals identified in
mouse-model screens have notoriously failed human clinical
trials (Hyman, 2013). Despite the importance of this issue, few
failed clinical trials have been investigated retrospectively and
the underlying problems remain. This situation necessitates
new technologies and phylogenetic approaches to address
this fundamental gap. In particular, a revolutionary new
technology named Drugs Acutely Restricted by Tethering
(DART) offers an unprecedented capacity to selectively deliver
clinical drugs to genetically defined cell-types, offering a means
to revolutionize our understanding of the circuit mechanisms
of neuropharmacological treatments (Shields et al., 2017).
Comparative biology will be critical in realizing the full potential
of such novel methodologies (Goldstein and King, 2016). For
example, while the findings offered by DART in a mouse model
of Parkinson’s disease were remarkable, it remains to be tested
whether similar effects would occur in primates, including
humans, given substantive differences in the basal ganglia
between rodents and primates (Petryszyn et al., 2014). These
cross-taxa differences include the division of the dorsal striatum
into two distinct structures—caudate nucleus and putamen—in
primates (Joel and Weiner, 2000). The known circuit differences
likely reflect important properties of how the areas of basal
ganglia interact with neocortex to support aspects of primate
motor behavior that are distinct from those in rodents. It is
differences in both functional brain architecture and broader
physiology that limit the predictive value of mice as a model
of human disease (O’Collins et al., 2006; Sena et al., 2006;
Manger et al., 2008; Lin et al., 2014; Grow et al., 2016; Perlman,
2016). By implementing molecular tools within a phylogenetic
framework, the functional differences between species could be
more precisely examined—at multiple scales of molecular and
cellular specificity—to more explicitly test their relationship,
identify the key sources of variance and, therefore, increase
translational success.

Beyond biomedical implications, a comparison of neural
network architecture across taxa in the context of selective
behaviors may help design artificial neural networks tailored
to artificial intelligence tasks that were previously intractable.
Even the simple ideas—such as reinforcement learning—when
implemented suitably in the modern context, has yielded
automated programs that can defeat humans at the game of
Go (Silver et al., 2017). Such a task was previously deemed
too difficult for computational approaches. However, the
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theoretical basis of the improved performance of these artificial
neural networks is only beginning to be understood (Marcus,
2018). The comparative approach—and its potential for leading
to theoretical understanding—promises to be important for
engineering and social applications outside of biomedicine.

Describing the full, synapse by synapse, connectivity of a
neural network, dubbed its ‘‘connectome,’’ provides unmatched
structural information to inform organizational principles and
function and to interpret associated network physiology and
behavior. Here use of biodiversity and phylogenetically-informed
taxon selection and comparisons would provide exceptional
value. Complete reconstructions of processes in the neuropil
and synaptic connectivity matrices are being obtained in the
nervous systems of invertebrates including the foundational
full network model of C. elegans (White et al., 1986), as well
as Drosophila (Takemura et al., 2017a,b), Platynereis (Randel
et al., 2014), and Hydra (Bosch et al., 2017). These species
have significantly smaller nervous systems and fewer neurons
and thus are more tractable than vertebrates for comprehensive
circuit analysis. One drawback of the electron microscopy
(EM) based reconstructions is the lack of information about
neurotransmitters and neuromodulators. However, correlative
physiological information is now possible to obtain bymeasuring
activity using Ca++ indicators (Bock et al., 2011). This indicates
the need to combine data sets across modalities. As yet, the
distribution of such EM reconstructions across the phylogeny is
sparse. As these data sets grow and the number of species studied
broadens, there will be increased opportunities to compare
across taxa. For such comparisons of networks a phylogenetic
framework will be critical for interpreting variation across taxa
(Katz, 2011; Katz and Hale, 2017).

A diverse set of species have laid the foundation for our field
(Figure 1). Although we have increasingly relied on a handful of
genetic models to push new frontiers of discovery, the stage is set
to expand that empirical horizon considerably. As the process of
developing new genetically modified organisms becomes easier
and cheaper (Sparrow et al., 2000; Sasaki et al., 2009; Takagi
et al., 2013; Abe et al., 2015; Okano et al., 2016; Park et al.,
2016; Sato et al., 2016; Okano and Kishi, 2018), the potential
for the CRISPR/Cas9 system to be applied across many taxa
(Niu et al., 2014; Tu et al., 2015) and the increased selectivity
afforded by viral approaches (Dimidschtein et al., 2016), the

feasibility of applying powerful next-generation molecular tools
to a broader diversity of species is increasingly possible (Leclerc
et al., 2000; Izpisua Belmonte et al., 2015; Sadakane et al., 2015;
Ferenczi et al., 2016; Liberti et al., 2016; MacDougall et al.,
2016; Picardo et al., 2016; Roy et al., 2016; Santisakultarm et al.,
2016; Kornfeld et al., 2017; Shields et al., 2017). Furthermore,
other non-genetic technological advances, such as those involved
in systematic mapping of neural architecture at EM and light
microscopy (LM) scales (Bohland et al., 2009; Osten andMargrie,
2013; Oh et al., 2014; Kornfeld et al., 2017), as well as associated
advanced analytical methods (Helmstaedter and Mitra, 2012),
will likely generalize more easily across taxa and offer powerful
complementary approaches. With a rapidly expanding toolkit
comprised of more traditional and modern techniques available
to probe different nervous systems, incredible biological diversity
available that has yet to be explored, and phylogenetic tools to
interpret neural characteristics within a comparative framework,
the coming years are set to be a particularly exciting time to forge
new frontiers in our field.
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Bacterial infection of the central nervous system (CNS) is a severe and life-threatening
condition with high mortality, and it may lead to permanent neurological deficits in
survivors. Increasing evidence indicates that astrocytes, as the most abundant CNS
glial cell population, regulate innate and adaptive immune responses in the CNS under
pathological conditions in addition to their role in the maintenance of CNS homeostasis
and neuronal function. Following antigen recognition, astrocytes participate in the
initiation of innate immune responses, and prompt an adaptive immune response to
recruit peripheral immune cells. Investigations have been conducted to understand
the immunological role of astrocytes in CNS disease and injury, however, their part in
bacterial infections of the CNS has not been fully evaluated. A better understanding will
permit the identification of successful therapeutic targets for an improved prognosis and
disease outcome.

Keywords: astrocyte, T cell, bacteria, infection, neuroinflammation, central nervous system

INTRODUCTION

Invasion of the CNS by infectious agents is a major global healthcare concern, and is associated
with high morbidity and mortality (John et al., 2015; Robertson et al., 2018). Clinically, the primary
classification of CNS infections is based on the affected anatomical regions such as meningitis,
encephalitis, and myelitis. Anatomically, the CNS is uniquely compartmentalized in disparate
regions where barriers established by endothelial, epithelial and the glial limitans effectively
controls the access of the immune system to the CNS (Engelhardt et al., 2017). This evolutionary
adaptation protecting it from damaging immune-mediated inflammation has given the perception
of the CNS as an immune-privileged site. However, the mechanisms of immune privilege are
redefined by the discovery of a lymphatic system within the meninges which may represent a
credible path for circulating immune cells to access and patrol meningeal compartments (Louveau
et al., 2015). Compartmentalization of immune privilege allows areas of the CNS to be under
constant surveillance, enabling resident cells to respond quickly and effectively to pathogenic
challenges, simultaneously recruiting cells of the peripheral adaptive immune system; whilst the
tight regulation of entry into the CNS parenchyma maintains tissue homeostasis (Galea et al., 2007;
Engelhardt et al., 2017).

Abbreviations: CNS, central nervous system; CSF, cerebrospinal fluid; ICAM, intracellular adhesion molecule; IFN,
interferon; IL, interleukin; LPS, lipopolysaccharide; MCP, monocyte chemotactic protein; MHC, major histocompatibility
complex; MMP, matrix metallometalprotease; PRR, pattern recognition receptor; TLR, toll like receptor; TNF, Tumor
necrosis factor.
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GRAPHICAL ABSTRACT | Astrocyte plays an important role in the CNS innate and adaptive immune responses to bacterial pathogens.

Despite the presence of effective barriers, various pathogens
such as viruses, bacteria, fungi, protozoa, and parasites can
disrupt the blood brain barrier (BBB) that may often have chronic
implications or prove to be fatal. Viral infections of the CNS have
been discussed extensively in current literature, with emphasis
on disease progression, especially in immune-compromised
individuals. However, bacterial infection of the CNS is potentially
more threatening in terms of disease severity, particularly in
developing countries where bacterial meningitis is a leading
cause of severe neurological sequelae and high mortality. Among
a few of the bacteria involved in CNS infections are Listeria
monocytogenes, Borrelia burgdorferi, Neisseria meningitidis,
Streptococcus pneumoniae, Staphylococcus aureus, Haemophilus
influenzae, Mycobacterium and Brucella species (Drevets et al.,
2004; John et al., 2015; Robertson et al., 2018). Bacterial infections
of the CNS, which disproportionally affect developing countries,
are, however, not as actively investigated.

Astrocytes, from the literal Greek “star cell,” also known
as astroglia are resident cells of the CNS. Astrocytes are of
neuro-ectodermal origin and are strategically located at the
interface between blood vessels and the brain parenchyma where
they have a dynamic role in maintaining CNS homeostasis,
particularly to regulate synapse formation and support neuronal
function in both healthy and injured brain (Eroglu and Barres,
2010; Zamanian et al., 2012; Zhang et al., 2014; Allen and
Lyons, 2018). Another CNS-resident glial type, microglia are
arguably the prime immune-effector cells of the CNS that initiate
innate immune responses through antigen presentation and

facilitate subsequent neuroinflammation. Microglial function is
regulated by different cell types either in a paracrine manner
or through direct interaction, amongst which astrocytes play
a critical role (Ransohoff and Cardona, 2010). Activation of
microglia and astrocytes is a sensitive indication of changes
in the CNS microenvironment. Glial cells are able to elicit
an innate immune response through recognition of highly
conserved motifs, generally referred to as pathogen-associated
molecular patterns (PAMPs) by different classes of PRRs such
as TLRs, nucleotide-binding oligomerization domain (NOD)-
like receptors, scavenger, complement, and mannose receptors
(Jack et al., 2005; Braun et al., 2011; Liddelow et al., 2017).
Bacterial products such as LPS and bacterial DNA provide
adequate stimuli to activate astrocytes. Interestingly, astrocytes
become reactive upon stimulation and contribute to brain
inflammation through the release of specific cytokines and
chemokines (Table 1). Ancillary to facilitating innate immune
responses, reactive astrocytes express MHC class II and co-
stimulatory molecules, such as CD80 (B7-1) and CD86 (B7-
2), that may contribute to T cell activation and integrate
communication between resident CNS cells and hematopoietic
cells, driving an adaptive immune response (Carpentier et al.,
2005). The involvement of astrocytes in the devastating outcomes
of CNS bacterial infection is likely a consequence of both the
loss of homeostatic functions and gain of neurotoxic effects.
The current review therefore evaluates the potential role of
astrocytes in bacterial infections of the CNS by exploring their
regulation of CNS inflammation, their ability to function as
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TABLE 1 | Astrocyte recognition of bacterial pathogens and immune mediator production.

Bacteria PRR
System

Cytokines Chemokines Clinical Significance Reference

Borrelia burgdorferi TLR-1,
TLR-2,
TLR-5,
NOD-1,
NOD-2

IL-1β, IL-6, IL-12,
IL-23, TNF, IL-10
(cultures), IL-19

COX-2, CXCL-1,
CXCL-10 IL-8

Lyme Neuroborreliosis Constantinescu et al., 2005; Rasley et al.,
2006; Chauhan et al., 2008, 2009; Lee
et al., 2013; Cooley et al., 2014

Brucella spp TLR-2 IL-1β, IL-6, TNF CCL2 (MCP-1), CXCL1 Neurobrucellosis Mosa et al., 2009; Lee et al., 2013

Listeria monocytogenes TLR-2,
NOD-1

Unknown Unknown Neonatal and adult
meningitis

Mosa et al., 2009

Mycobacteria tuberculosis Unknown Unknown CXCL10 CNS Tuberculosis Rock et al., 2005

Neisseria meningitidis NOD-2,
SR-
MARCO,
Complement-
CD46

IL-6, TNF IL-10
(cultures), IL-19

Unknown Pediatric or Infant and
adult meningitis

Rasley et al., 2006; Chauhan et al., 2009;
Braun et al., 2011; Cooley et al., 2014

Staphylococcus aureus TLR-2,
NOD-2

IL-1β, IL-6, TNF CCL2 (MCP-1),
MIP-1β, and CXCL2
(MIP-2)

Brain abscesses and
meningitis

Esen et al., 2004; Stenzel et al., 2008; Liu
et al., 2010a

Streptococcus agalactiae
(Group B Streptococcus)

Unknown IL-1β, IL-6 IL-8 Neonatal meningitis Stoner et al., 2015

Streptococcus
pneumoniae

TLR-2,
NOD-2

IL-19 Unknown Neonatal, pediatric and
adult meningitis

Liu et al., 2010b; Cooley et al., 2014

antigen presenting cells (APCs) and their interaction with T cells
following microbial challenges.

ASTROCYTES IN PATHOGEN
RECOGNITION

Under most circumstances bacterial pathogens invade the CNS
via the bloodstream. Although precise mechanisms of entry into
the CNS remains contested, it is now known that intracellular and
extracellular bacteria evolved different strategies to circumvent
host defense systems (Drevets et al., 2004). Once CNS barriers
are breached, resident cells of the CNS recognize infectious non-
self entities through a series of PRRs, which initiate a rapid
immune response.

Toll like receptor are evolutionarily conserved type I
membrane glycoproteins, comprising of eleven members in
humans and thirteen members in mice, with discrete affiliations
to specific ligands. Under physiological conditions TLRs are
basally expressed in CNS areas lacking a BBB and therefore
ideally positioned to interact with infiltrating pathogens in these
areas. In human astrocytes, TLR3 is expressed constitutively at
basal levels and significantly upregulated following treatment
with IL-1β, IFN-β and IFN-γ (Farina et al., 2005; Jack et al., 2005).
Additionally, TLR2, TLR4, TLR5 and TLR9 recognize bacterial
ligands and are also expressed in resting astrocytes (Carpentier
et al., 2005; Tarassishin et al., 2014). TLR2 recognition of bacterial
peptidoglycan, lipopeptides and lipoprotein leads to astrocyte
activation. For example, astrocyte activation combined with
increased TLR2 expression was reported in the white matter of
rhesus macaques infected with Brucella melitensis (Lee et al.,
2013). TLR2 is also essential for the induction of cytokine

and chemokine in astrocytes stimulated with S. aureus and
peptidoglycan (Esen et al., 2004). Similar to TLR2, TLR4 signaling
is required for protective immunity during CNS staphylococcal
infection (Stenzel et al., 2008). In response to LPS in vitro,
TLR4 activation in astrocytes generates MyD88-dependent NFκB
signaling and subsequent upregulation of the target genes IL-15,
IL-27, MMP-9, TNF, and VCAM-1 that may cause modifications
of the BBB, prompt inflammation to recruit T lymphocytes and
regulate immune responses (Gorina et al., 2011). LPS also causes
delayed JAK1/STAT1 activation in astrocyte cultures, which was
MyD88-independent and induced the expression of the negative
cytokine regulator, SOCS-1 and chemokine CXCL10 (Gorina
et al., 2011). These signals create a pro-inflammatory milieu,
which regulate the activity of surrounding cells, facilitating
microbial clearance. Both TLR2 and TLR4 are involved in the
recognition of Mycobacteria tuberculosis (Ferwerda et al., 2005)
and clearing Brucella spp infection from lungs (Lee et al., 2013).
It is therefore possible that their induction in astrocytes may well
point to a protective role during brain infection.

NOD1 and NOD2 proteins are part of NOD-like receptor
family, that recognizes distinct motifs of intracellular pathogens.
For instance, in addition to TLRs, the recognition of
M. tuberculosis by NOD2 is important for activation of
innate immunity (Ferwerda et al., 2005). In the context of CNS
infection, NOD2 receptors function as intracellular sensors to
S. aureus, S. pneumoniae, B. burgdorferi and N. meningitidis,
which is upregulated in astrocytes (Chauhan et al., 2009; Liu
et al., 2010a,b). Furthermore, the expression of NOD2 triggers
the NFκB pathway via the adapter protein Rip2Kinase, ultimately
inducing the production of IL-6 and TNF-α, and expression of
co-stimulatory molecules which amplifies bacterially induced
immune responses in astrocytes (Sterka et al., 2006).
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Scavenger receptors (SRs), initially described as cell surface
receptors on macrophages able to bind acetylated low-density
lipoproteins, are now identified as a diverse group of PRRs
that recognize various ligands including endogenous proteins
and pathogens, participating in cell adhesion, phagocytosis and
activation of immune responses. SR members, SR-MARCO
and SR-A, also enable innate immune responses to Gram-
negative and Gram-positive bacteria (Braun et al., 2011; Godoy
et al., 2012; Dorrington et al., 2013). In human, MARCO
variants are associated with increased susceptibility to pulmonary
tuberculosis that may be attributed to its regulatory role in
macrophage phagocytosis (Thuong et al., 2016). In murine
astrocyte cultures, N. meningitidis and S. pneumoniae induce an
upregulation of MARCO, which mediates the production of IL-
1β in astrocytes (Braun et al., 2011). Therefore, its expression
by astrocytes (Braun et al., 2011; Godoy et al., 2012) presents a
compelling argument for a potential role in host defense during
bacterial meningitis.

Complement is another important arm of innate immunity,
known for its role in recognition and killing of pathogens
including bacteria (Heesterbeek et al., 2018). Complement
proteins are activated and found in the CSF of patients with
bacterial meningitis (Shen et al., 2017). The functional role of
complement components in CNS is further supported by the
decreased survival of C1q and C3 deficient mice after induction
of meningitis (Rupprecht et al., 2007). Notably, astrocytes can
generate a majority of the complement components that can
be modulated by various cytokines (Barnum et al., 1996). For
example, LPS activated microglia release TNF and IL-1α, and
in conjunction with C1q, induce A1 reactive astrocytes with
elevated levels of C3 in vitro and in vivo (Liddelow et al.,
2017; Clarke et al., 2018). It is therefore plausible that astrocyte
dependent complement synthesis may have a significant role in
regulating CNS immunity.

REACTIVE ASTROCYTOSIS: EFFECTS IN
NEUROINFLAMMATION AND
NEUROPROTECTION

Under healthy conditions astrocytes maintain homeostasis
and support neuronal survival through metabolic support
(glutamate uptake and lactate export), ion homeostasis,
neurotrophic factor release, synaptic maintenance and regulation
of neurotransmitters, D-serine and purines (Kimelberg and
Nedergaard, 2010; Zhang et al., 2014). However, following
CNS insult such as injury and infection, astrocytes undergo a
transformation process termed “reactive astrocytosis” during
which the expression of multiple genes is altered (Liddelow et al.,
2017; Clarke et al., 2018). The upregulation of glial fibrillary
acidic protein (GFAP), the main cytoskeletal constituent
of astrocytes, is a typical characteristic change in reactive
astrocytosis and instrumental to control pathogenic spread
(Stenzel et al., 2004). Another astrocytic protein, S100B, a
calcium-binding protein, has also been used as a potential
biomarker for CNS injury and diseases (Sen and Belli, 2007;
Liddelow et al., 2017). S100B protein secretion can be induced by

LPS administration in rats and in cultures (Guerra et al., 2011),
and its physiological effect is dose-dependent. At high level,
S100B is neurotoxic through its upregulation of iNOS and NO
production in vitro, and promotes reactive astrocytosis in vivo
(Hu et al., 1997; Villarreal et al., 2014). However, its extracellular
activities remain further elucidation. Recent transcriptomic
studies have characterized two subtypes of reactive astrocytes,
namely A1 and A2, and accentuate the concept of reactive
astrocytosis as a highly heterogenous state depending on the
type of insult. While A2 reactive astrocytes are deemed to be
neuroprotective through the release of neurotrophic factors
which encourage CNS repair, the development of A1 reactive
astrocytes is driven by LPS activated microglia and considered
harmful by promoting neuroinflammation and neurotoxicity.
These A1 astrocytes also loses their ability to support neuronal
function and maintain synapses (Liddelow et al., 2017; Clarke
et al., 2018). Astrocytes can also be directly stimulated by LPS
or bacterial molecules to express various cytokines that includes
IL-1β, IL-6, and TNF (Tarassishin et al., 2014), as well as several
chemokines, CCL2, CXCL1, CCL20 and CCL3, suggesting that
astrocytes modify the chemokine framework in a pathogen-
specific manner (McKimmie and Graham, 2010). However, it is
intriguing that human and mouse astrocytes have contrasting
response to LPS which points to differential immune activation
in species (Tarassishin et al., 2014). It is noteworthy that direct
exposure of IL-1β to human fetal astrocyte cultures can induce
reactive astrocytosis and change gene expression of inflammatory
mediators, among which IL-6 and CXCL5 were prominently
upregulated. Elevation of neurotrophic factor genes, such as
BDNF and NGF, was also induced, suggesting that IL-1β may
contribute to the neuroinflammatory and neuroprotective effects
of human reactive astrocytosis (Teh et al., 2017).

TNF, a potent proinflammatory cytokines, is accepted as
a principle cytokine involved in antimicrobial Th1 immunity.
Studies using mice lacking TNF have shown that it is
critical to control cerebral tuberculosis (Hsu et al., 2017).
TNF is also detected in the CSF of Lyme neuroborreliosis
patients and the brains of the B. burdorferi infected mice
(Chauhan et al., 2008). The production of TNF together with
IFN-γ, IL-12, IL-23, and NO by astrocytes supports their
potential involvement in host immunity to CNS tuberculosis
(Constantinescu et al., 2005; McKimmie and Graham, 2010;
Tarassishin et al., 2014). Astrocytes enhance TNF and IL-12
concentrations in the brain during microbial invasion, and their
increased reactivity in the presence of TNF and IFN-γ, insinuates
their potential contribution to these pathways in CNS host
defense. Furthermore, astrocytes may mediate neuroprotection
through the release of neurotrophic factors after stimulation with
TNF and LPS in vitro (Saha et al., 2006). After LPS treatment one
in particular namely astrocyte IL-6 enhances neuronal survival in
co-cultures (Sun et al., 2017).

Similar to TNF, IL-6 is a pleiotropic cytokine, and its classical
pathway involves the binding of IL-6 to IL-6R and gp130 that
subsequently activate JAK/STAT signaling. The upregulation of
IL-6 is common to many CNS bacterial infections (Chauhan
et al., 2008; Stenzel et al., 2008; Stoner et al., 2015), and in
the CSF of meningitis patients (Misra et al., 2010; Pinto Junior
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et al., 2011). Given that, IL-6 deficient mice fail to control
M. tuberculosis infection (Ladel et al., 1997), IL-6 is required
for immune protection. Moreover, in GFAP-IL6 transgenic mice,
the over-expression of IL-6 in astrocytes was sufficient to induce
reactive astrocytosis. Interestingly, the use of gp130 to block IL-
6 can reduce astrocytosis in GFAP-IL6/sgp130 mice (Campbell
et al., 2014). These findings suggest that chronic expression of
IL-6 by astrocytes has a critical role in neuropathological effects
during CNS immune responses.

Delayed microglial and astrocytic production of
immunosuppressive cytokines, such as IL-10 is generated
in response to B. burgdorferi and N. meningitidis, suggesting
the possibility of negative feedback loops whereby mediators
act to limit potentially damaging inflammation within the CNS
during chronic infections (Rasley et al., 2006). Interestingly, the
production of IL-10 in the mouse brain was significantly reduced
following in vivo infection of B. burgdorferi or N. meningitidis,
while the levels of both IL-6 and TNF-α were significantly
elevated (Chauhan et al., 2008). IL-10 influences many aspects
of immune responses and is an effective inhibitor of activated
glia through suppression of their proinflammatory cytokine
response pathways (Rasley et al., 2006). Expression of IL-19 is
also induced in the brains of mice as well as astrocyte cultures
following bacterial challenge. Astrocyte treatment with IL-19
stimulated upregulation of SOCS3, which inhibits cytokine
synthesis. As a result, it also reduced astroglial production of
IL-6 and TNF following bacterial challenge (Cooley et al., 2014).
Therefore, the induction and modulation of proinflammatory
cytokines and immunosuppressive cytokines support the
regulatory role of astrocytes to maintain a delicate balance
through promoting cellular responses and limiting inflammation
following CNS infection.

ASTROCYTE-T CELL INTERACTION

Communication between the CNS and peripheral immune
system through a lymphatic system within the meninges indicates
that the CNS is under constant immune surveillance (Louveau
et al., 2015). Patrolling APCs within this system would proceed
to the cervical lymph nodes after an encounter with pathogens
that invaded the CNS, and prime naïve T cells for maturation.
Activated T cells comfortably cross the BBB with the help of
ICAM-1 and/or VCAM-1 (Gimenez et al., 2004). These adhesion
molecules facilitate astrocyte-lymphocyte interaction which are
upregulated upon astrocyte exposure to IFN-γ, TNF-α, IL-1β

or TLR ligands such as LPS in vitro (Carpentier et al., 2005).
Recruited T cells then infiltrate into the CNS parenchyma
and are restimulated by native APCs such as astrocytes and
microglia (Figure 1).

Expression of MHC-II molecules is critical to initiate immune
responses by presenting processed antigen to CD4+ T-helper
cells via the T cell receptor (TCR). While both glial cell types,
astrocytes and microglia, induce MHC-II and co-stimulatory
signals under inflammatory conditions to activate T cells
(Constantinescu et al., 2005), the role of astrocytes in presenting
antigen is contentious. IFN-γ is efficient at inducing MHC II

expression on microglia, but its effects on astrocytes may be
delayed (Esen et al., 2004). Studies indicate that IFN-γ and
TNF-treated astrocytes upregulate the expression of MHC-II, B7-
1 and B7-2, for antigen presentation and proficiently activate
Th1 or Th2 CD4+ T cells (Gimsa et al., 2004; Carpentier
et al., 2005). Others showed that IFN-γ-activated astrocytes
are more efficient at stimulating Th2 rather than Th1 cells,
which leads to IL-4 expression (Aloisi et al., 1998). APCs and
phagocytic cells produce IL-12, which is important for T-cell
priming and the development of Th1 type immune responses.
IL-23, a member of the IL-12 family, is also necessary for the
establishment of T-cell mediated inflammation and involved in
both Th1 and Th17 responses (Constantinescu et al., 2005).
Under inflammatory conditions, astrocytes express IL-12 and
IL-23, and present antigen to encephalitogenic T-cells in an
IL-12/IL-23 dependent manner (Constantinescu et al., 2005).
Together with IL-12, IFN-γ drives T-cell maturation toward a
Th-1 phenotype. Astrocyte expression of IL-4 and IL-10, reduces
Th1 cytokine expression and induces naïve T cells to differentiate
into Th2 cells (Meeuwsen et al., 2003), indicative of a regulatory
role in the Th1/Th2 balance of the CNS. Alternatively, astrocytes
may participate in neuroprotection by upregulating CTLA-4 to
reduce T-cell responses in an effort to impede inflammation in the
CNS (Gimsa et al., 2004). Although T cell-astrocyte interaction
in vivo is not well documented, it is a noteworthy association with
important implications in the control of neuroinflammation.

Distinct from the Th1 or Th2 lineage is the Th17 effector
CD4+ T cells, also activated by IL-23, but which occurs
in the presence of TGF-β and IL-6 (Bettelli et al., 2006;
Mangan et al., 2006). TGF-β is predominantly associated with
immune-suppression via Th1 and Th2 inhibition as well as
the development of T-regulatory cells (Bettelli et al., 2006).
However, it is now apparent that TGF-β is crucial for Th17
progression. TGF-β signaling in an inflammatory climate
aids IL-23 recognition by upregulating IL-23R expression,
thus promoting Th17 development (Mangan et al., 2006).
Interestingly, by transferring Th17 supernatants to astrocyte
cultures, Th17 effector molecules could directly influence
astrocytic function and phenotype (Prajeeth et al., 2017). IL-
17 in particular can induce IL-6 production by astrocytes that
triggers a positive-feedback loop of IL-6 to promote Th17 cell
differentiation. Thus, the release of IL-6 by astrocytes is a
proficient mechanism to facilitate Th17 development (Ma et al.,
2010). The correlative and inimical action of astrocytic cytokines
regulates Th1 and Th17 polarization, indirectly coordinating
the cytokine reservoir, and ultimately influencing the adaptive
immune response. In this way astrocytes help equip the CNS
to combat permeating pathogens through expansion of the
relevant T cells.

CONCLUSION AND FUTURE OUTLOOK

Astrocytes play a progressive role in maintaining CNS
homeostasis, in both physiological and pathological conditions,
such as bacterial infection. Astrocytes located in different parts
of the brain have functional differences, but whether these
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FIGURE 1 | Activation and immune regulation of astrocyte in bacterial infection. Activation of microglia and astrocytes is a sensitive indication of changes following
CNS infection. This leads to secretion of cytokines and chemokines by reactive astrocytes that changes the BBB permeability, mediates neuroprotection and
promotes the recruitment of peripheral immune cells, such as T cells. Recruited T cells then infiltrate into the CNS parenchyma across the BBB and after entering,
are restimulated by reactive astrocytes.
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subpopulations also exhibit differences in susceptibility to
infection, inflammatory responses or effects on BBB function
remains to be determined. They are actively involved in host
defense and immunity, and their proclivity toward driving the
development and/or recruitment of a particular cell type is largely
regulated by local prevailing immune conditions. Astrocytes
have been identified as heterogenous cells, and their response is
ultimately dictated by the insult which determines their influence
on other cell types and their mediation of secondary immune
responses through the expression of cell surface markers and
soluble factors. Their phenotype may be protective or causative
regarding neuropathology. Unfortunately, the threat of mortality
and substantial neurological complications associated with CNS
bacterial infection is greater in developing countries due to the
lack of efficient diagnosis and treatment. There is a need for
the development of targeted therapy against CNS infection. By
identifying the mechanisms that drive astrocyte diversity in CNS
bacterial infection, strategies for intervention can be developed
for enhanced treatment and improved prognosis.
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Neurons originate from neural stem cells and then synapse with stereotyped partners
to form neuronal circuits. Recent findings indicate that several molecular mechanisms
generating neuronal identity can rewire neuronal connectivity in the Drosophila brain
when genetically manipulated. In this review, I discuss how mechanisms generating
neuronal identity could activate molecular pathways essential for circuit formation and
function. Next, I propose that the central complex of Drosophila, an ancient and
highly conserved brain region essential for locomotor control and navigation, is an
excellent model system to further explore mechanisms linking circuit development to
circuit function.

Keywords: Drosophila, neuroblasts, spatial patterning, temporal patterning, Notch-signaling, neural diversity,
circuits, central complex

BRIEF HISTORICAL PERSPECTIVE

Neurons have diverse functions in the brain, ranging from post-sensory processing to subsequent
computations for behavior (Shadlen et al., 1996; Gold and Shadlen, 2001). To function properly,
neurons must assemble into complex, anatomically stereotyped circuits. Such anatomical circuits
or maps require precise dendritic patterning, axonal targeting, and synapse partnering. Each
component of circuit development (see Key Concepts) requires a range of molecular and genetic
mechanisms, from cell-surface molecules to transcription factors (Dickson, 2003; Tada and Sheng,
2006; Williams et al., 2010; Enriquez et al., 2015). Neurons can express these genes differently
over time, which likely accounts for much of their anatomical and functional diversity in the
adult brain. One possibility is that the mechanisms that establish molecular diversity in the
brain during neurogenesis are independent of those that establish connectivity. However, from
work in Drosophila, a picture emerges where molecular mechanisms during neurogenesis can
rewire precise circuit anatomy when genetically manipulated, which implicates genes generating
neuronal identity as direct regulators of circuit assembly (Kao et al., 2012; Sen et al., 2014;
Pinto-Teixeira et al., 2018).

Drosophila neural progenitors are exposed to specific factors across both spatial and temporal
axes. Initially, as ventral nerve cord (VNC) progenitors delaminate from the neuroepithelium
they are exposed to spatial cues based on where they delaminate (Truman and Bate, 1988;
Skeath and Thor, 2003). From here, they are exposed to temporal cues as they age and generate
neural progeny (Doe, 2017). Finally, as ganglion-mother cells (GMCs; the direct progeny of
neuroblasts) divide symmetrically into two distinct neural progeny, they generate neurons
that are either Notch-On (NON) or Notch-Off (NOFF), forming two distinct ‘‘hemilineages’’
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from a single neural progenitor (Truman et al., 2010). Each of
these mechanisms during neurogenesis is essential for generating
neural diversity in the adult brain. Recently, these mechanisms
have been correlated with the assembly of neuronal circuits,
implicating a link between neural diversity and neural circuits
(Kao et al., 2012; Sen et al., 2014; Pinto-Teixeira et al., 2018).
For this review, I summarize the genetic manipulations that can
rewire theDrosophila brain, and propose that the central complex
of Drosophila is an excellent model system to determine basic
developmental mechanisms essential for circuit function and
animal behavior.

KEY CONCEPT 1 | Circuit development

During animal development, neurons connect with other neurons to signal
electrical or chemical information across the synapse. Together, as neurons
develop many more connections with multiple partners, circuits emerge to
process and integrate information across many sensory or motor modalities
for animal behavior.

KEY CONCEPT 2 | Neuronal identity

Each neuron has a relatively unique molecular, anatomical, and physiological
features in the brain. This profile is how we identify single types or groups of
neurons that share common features in the brain.

KEY CONCEPT 3 | Neural diversity

While each neuron or group of neurons has a unique identity, the sum of these
identities comprises the brain. A brain’s degree of neural diversity refers to the
total number of neuronal cell types that comprise it. Simpler brains yield fewer
cell types than more complex brains, such as the neocortex.

SUMMARY OF THE ESTABLISHED
PRINCIPLES

Spatial Genes and the Assembly of Neural
Circuits
Tens of thousands of neurons within the Drosophila central
brain emerge from a relatively small pool of ∼100 neural
progenitors (Truman and Bate, 1988; Urbach, 2003; Technau
et al., 2006). Neurons from the same neuroblast lineage
often share anatomical and functional features of connectivity
by innervating common neuropil regions or axon tracts
within the central nervous system (Pereanu and Hartenstein,
2006; Ito et al., 2013; Lovick et al., 2013; Yu et al.,
2013; Figure 1A). During vertebrate cortical development,
neurons that are clonally related commonly innervate the
same column or exhibit similar functional properties in
response to external stimuli (Yu et al., 2009; Li et al., 2012;
Ohtsuki et al., 2012). Altogether, for both invertebrate and
vertebrate species, lineages are a core determinant of neuronal
circuit assembly.

During embryogenesis Drosophila neural stem cells, called
neuroblasts, are exposed to spatial genes as they delaminate from
the neuroepithelium. Each spatial gene across both the anterior-
posterior and dorsal-ventral body axes conveys uniquemolecular

KEY CONCEPT 4 | Neuroblast lineage

The initial neural stem cell generating neurons or glia in a particular region of
the brain in insects is referred to as a neuroblast. Neural progeny that originate
from the same parental stem cell are clonally related, or daughter cells of the
same lineage.

information for each progenitor, establishing the molecular
identity of neural progeny generated by each lineage (Skeath
and Thor, 2003; Urbach and Technau, 2004; Technau et al.,
2006), a common feature for both vertebrate and invertebrate
neural patterning (Reichert and Simeone, 2001; Lichtneckert and
Reichert, 2005; Reichert, 2009). Until recently, it was unclear
whether these unique genetic programs, which confer progenitor
heterogeneity, are also involved in the assembly of complex
circuit anatomy and function.

Within the diverse network of adult brain lineages in
Drosophila, the LALv1 and ALad1 neuroblast lineages are
both molecularly and anatomically distinct. LALv1 projects
to the central complex, a dense neuropil region associated
with adult navigation (Pfeiffer and Homberg, 2014), whereas
ALad1 projects to the antennal lobe, where olfactory information
is processed (Fishilevich and Vosshall, 2005). Sen et al. (2014).
demonstrate that a single spatial factor, orthdenticle (otd),
is expressed in LALv1 but not ALad1. When this factor is
mutated with clonal analysis, LALv1 lineage tracts adopt the
same projection pattern as ALad1, and project to the antennal
lobe. Conversely, misexpression of otd in ALad1 causes a
partial reciprocal transformation of connectivity to the central
complex. Finally, otd-mutant LALv1 neurons are functionally
integrated into antennal lobe circuitry, and process olfactory
information much like ALad1 lineage neurons (Sen et al.,
2014). Altogether, these data demonstrate that spatial identity
during neurogenesis in the Drosophila brain can transform
and regulate functional neuronal connectivity, or macro-
neuroanatomy (Figure 1A’).

Temporal Genes and the Assembly of
Neural Circuits
Neurons from a common lineage share many features of
connectivity, such as innervating a common neuropil structure.
Yet within each neuropil boundary, there are substructures or
targeted regions of innervation, such as glomeruli or layers
(Couto et al., 2005; Wolff et al., 2015). It has been shown
in the Drosophila antennal lobe that neurons innervate each
glomerulus according to their birth-order from a neuroblast
lineage (Jefferis et al., 2001). This pioneering study demonstrated
that mechanisms regulating neuronal birth-order can determine
which glomerulus a neuron will innervate. It could be that
neurons encounter different extrinsic cues and environments
based on their birth-order, or that intrinsic factors such
as temporal identity genes instruct circuit assembly. For
vertebrates, mammalian cortical neurons innervate distinct
layers of the cerebral cortex based on their birth-order from
radial glia progenitors (Molyneaux et al., 2007; Leone et al.,
2008). Together, from vertebrates to invertebrates, precisely
timed neurogenesis is potentially a powerful mechanism for
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FIGURE 1 | (A,A’) Neuroblasts acquire a spatial identity based on where they delaminate from the neuroepithelium. Each spatial identity then generates a unique
lineage. Each lineage has unique neuropil targeting in the adult central brain of Drosophila, and when these spatial identity genes are mutated in each lineage, this
neuropil targeting can be transformed. (B,B’) As neuroblasts generate neural progeny and age, they express a series of temporal identity genes, establishing cohorts
of neural progeny over time, such as early vs. late-born neurons. These neurons have distinct glomerulus targeting in the adult antennal lobe, and if specific temporal
identity genes are mutated, this targeting can be transformed. (C,C’) As ganglion-mother cells (GMCs) divide, they generate two distinct Notch ON vs. OFF
“hemilineages” in the adult brain. These hemilineages can have very distinct synaptic targeting in the optic lobe of Drosophila, and if Notch signaling is mutated, their
connectivity can be transformed. See text for details and references.

determining which substructure neural progeny will innervate
from a lineage. It is unclear, however, whether this detailed
circuit assembly is directly linked to birth-time, temporal
identity, or both.

Temporal genes have been shown to regulate neurogenesis
based on birth-order across both mammalian and insect species
(Kohwi and Doe, 2013; Figure 1B). For Drosophila, neuroblasts
that generate projection neurons of the antennal lobe express
the transcription factor chinmo early during larval life (Zhu
et al., 2006). When this early temporal transcription factor
is mutated from antennal lobe lineages with clonal analysis,
neurons that are early-born now target late-born glomeruli
in the antennal lobe, essentially transforming their glomerulus

targeting (Kao et al., 2012; Figure 1B’). Future work in
both Drosophila and vertebrate species could determine if
this is a universal mechanism across various stages of brain
development, rather than unique to the antennal lobe of the
adult fly.

Notch Signaling and the Assembly of
Neural Circuits
To assemble functional circuitry coordinating behavior,
single neuronal cell types must synapse with specific partners
with stringent specificity, and this conferred by either local
guidance cues or synaptic specification molecules (Benson
et al., 2001; Betley et al., 2009; Williams et al., 2010). This
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detailed level of circuit formation is still poorly understood,
and the mechanisms are still under heavy investigation. It
remains clear that single neuronal cell types position their
axons and dendrites in highly distinct regions of neuropil
structures, this is called synaptic targeting. Without highly
arrayed structures, such as retinotopic maps in the optic
lobe of Drosophila or mammalian visual cortex, animals
would be unable to robustly and routinely process complex
stimuli, such as primitive motion detection of objects
in the visual-spatial world (Melnattur and Lee, 2011;
Zhuang et al., 2017).

A recent study discovered that the retinotopic map of
adult Drosophila required temporal patterning and Notch
signaling to correctly organize specific lobula cell-type
neurons within a circuit map for motion detection (Pinto-
Teixeira et al., 2018). T4/T5 motion detection neurons
are generated by the same GMC, with NotchOFF/NotchON

generating each subtype, respectively. When Notch-cues
are mutated from this GMC with clonal analysis, both
neurons are now T4 identity with identical morphology
and targeting (Figures 1C,C’). This study highlights the power
of Drosophila genetics to uncover simple and basic rules during
development that can govern the organization of complex
circuit topography.

Current State of the Art
Molecular cues used to guide neurogenesis (spatial, temporal,
and Notch signaling) correlate with the assembly of neuronal
circuits, yet few studies have directly demonstrated that
these cues activate genes directly regulating synaptic
connectivity, such as cell-surface molecules. One pioneering
study discovered that axon trajectory choice in the antennal
lobe of Drosophila was controlled by both Notch signaling
and the subsequent expression of semaphorin protein, a
cell-surface molecule known for its role in axon guidance.
Notch mutants were characterized as having the same
axon trajectory choice defects as semaphorin mutants for
antennal lobe projections (Joo et al., 2013). In order to guide
subsequent post-mitotic neurons to their correct neuropil,
glomerulus, or synaptic target, spatial or temporal patterning
cues could activate similar molecular mechanisms. With
the advent of single-cell transcriptomics, these molecular
mechanisms could be readily identified and tested in
simple nervous systems such as Drosophila, as well as other
model organisms.

HIGHLIGHT OF FUTURE DIRECTIONS

Many studies highlight the importance of specific genes, such
as cell-surface molecules and cytoskeletal regulators, for circuit
development, but few of these have been directly linked to
circuit function and ultimately to animal behavior (Sullivan
et al., 2019). The primary challenge is that behaviors, such as
locomotion or vision, are often robust, with redundant or parallel
pathways that compensate for minor defects or mutations to
single neuronal cell-types. A potential way to overcome these
challenges is to investigate behaviors that rely on neural circuit

‘‘bottlenecks’’—regions where information flow critical to a
particular behavior converges onto a small group of neurons
(Olsen and Wilson, 2008).

One brain region in invertebrates that will likely prove
sensitive to many developmental defects is a highly conserved
brain region in arthropods, termed the central complex,
positioned along the midline of the adult brain. The behavioral
correlates of this region include path-integration, celestial
navigation, sleep, and general sensorimotor transformations
(Seelig and Jayaraman, 2015; Pimentel et al., 2016; Giraldo
et al., 2018). These behaviors are critical for animal survival;
they rely on very specific subsets of neurons within the central
complex, many of which form ‘‘bottlenecks’’ where information
must flow through a single class of neurons (Franconville et al.,
2018). These ‘‘bottlenecks’’ could be overcome by finding the
genetic mutations required to assemble these neurons into
circuits. These will likely yield robust behavioral deficits that
are readily quantified and are independent of basic sensory or
motor systems such as vision and locomotion. Taken together,
while much of the behavioral neuroscience community is focused
on central complex function, the community of developmental
neuroscientists could begin to investigate how this highly
conserved brain region assembles its precise circuit anatomy.
We can bridge a gap that is often dividing our field into two
areas without much overlap and ultimately discover how a circuit
develops to drive animal behavior.

Mechanisms that expand neural diversity during
neurogenesis have been well characterized for the last two
decades in Drosophila and vertebrate species. Post-mitotic
mechanisms that regulate neuronal connectivity have also
been well characterized. To date, there are few examples
linking these two areas of developmental neuroscience
together. Are the mechanisms that regulate molecular
diversity also required to regulate neuronal connectivity?
It could be that these two areas are independent and that
cell-surface proteins operate only after mitosis. Alternatively,
the initial genes activating cell-surface molecule expression
could begin with spatial identity, temporal identity, or
Notch-signaling during neurogenesis. Future work in
relatively simple model organisms, such as Drosophila,
could yield valuable insights into this emerging area in
developmental neuroscience.
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Traumatic brain injury (TBI), caused by a sudden blow or jolt to the brain that disrupts
normal function, is an emerging health epidemic with ∼2.5 million cases occurring
annually in the United States that are severe enough to cause hospitalization or death.
Most common causes of TBI include contact sports, vehicle crashes and domestic
violence or war injuries. Injury to the central nervous system is one of the most consistent
candidates for initiating the molecular and cellular cascades that result in Alzheimer’s
disease (AD), Parkinson’s disease (PD) and amyotrophic lateral sclerosis (ALS). Not
every TBI event is alike with effects varying from person to person. The majority of
people recover from mild TBI within a short period of time, but repeated incidents can
have deleterious long-lasting effects which depend on factors such as the number of
TBIs sustained, time till medical attention, age, gender and genetics of the individual.
Despite extensive research, many questions still remain regarding diagnosis, treatment,
and prevention of long-term effects from TBI as well as recovery of brain function. In this
review, we present an overview of TBI pathology, discuss mammalian models for TBI
and focus on current methods using Drosophila melanogaster as a model for TBI study.
The relatively small brain size (∼100,000 neurons and glia), conserved neurotransmitter
signaling mechanisms and sophisticated genetics of Drosophila allows for cell biological,
molecular and genetic analyses that are impractical in mammalian models of TBI.

Keywords: Drosophila, traumatic brain injury, RNA-seq, stress, neurogenetics, behavioral genetics

INTRODUCTION

TBI represents a major health problem affecting about 10 million people worldwide each year
(Hyder et al., 2007). Although the precise number of people living with TBI-related disability is
unknown, it has been estimated that about 5.3 million people live with long-term disability after
being hospitalized for TBI in the US alone (Faul et al., 2010). Depending on the intensity and
location of the impact, the injury can be classified as mild (mTBI), moderate or severe ranging
from brief loss of consciousness to unconsciousness lasting more than 6 hours (h) (Mayfield
Certified Health Info, 2018). Repetitive mTBI (rmTBI) events can have long-term consequences that
adversely affect the ability of a person to perform daily activities (McAllister et al., 2001; Stalnacke
et al., 2007; NINDS, 2015). Studies of outcome following mTBI and rmTBI in adults have shown
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that cognitive and behavioral symptoms are common in the
initial days or weeks after injury (Ponsford et al., 2000).

EPIDEMIOLOGY OF TRAUMATIC BRAIN
INJURY

Brain injury occurs in two stages, eventually leading to
impairment of behavioral, physical and cognitive function
(Figure 1) (Hellewell et al., 2010). Primary damage results
from mechanical damage associated with impaired cerebral
blood flow, impaired metabolism (Stiefel et al., 2005), increased
anaerobic glycolysis, accumulation of lactic acid, increase in
membrane permeability, edema formation, ATP depletion and
failure of energy-dependent membrane ion pumps (Werner
and Engelhard, 2007). Focal injuries, a consequence of direct
impact on the brain, result in tissue compression at the site of
impact and are worse in cases of severe TBI (Martin, 2016).
Subsequent secondary damage, related to disruption of cellular
processes (Xiong et al., 2013), is characterized by membrane
depolarization, excessive release of excitatory neurotransmitters,
activation of NMDA and voltage-dependent Ca2+ and Na+
channels (Werner and Engelhard, 2007). The sustained influx
of Ca2+ results in an accumulation in mitochondria causing
metabolic dysfunction and energy failure (Iverson, 2005). As part
of this secondary damage, several apoptotic and inflammatory
pathways are activated resulting in a shift in the balance from
anti-apoptotic to pro-apoptotic protein synthesis machinery
(Lotocki et al., 2003; Loane et al., 2009). Overproduction of
reactive oxygen species (ROS), a major cause of secondary
damage from TBI, leads to mitochondrial dysfunction, damaging
the cell itself (Hiebert et al., 2015). Additionally, caspase,
translocase and endonuclease activation initiates progressive
structural changes of biological membranes and the nucleosomal
DNA (Werner and Engelhard, 2007).

Following TBI, amyloid-beta (Aβ) deposits, a hallmark of
AD, have been detected histologically in young TBI patients
(Schwetye et al., 2010) and in 30% of patients who die within
months or years following TBI (Johnson et al., 2010). In mouse
models of TBI, Aβ accumulations and increased phospho-tau
immunoreactivity was observed at 24 h and up to 7 days
post TBI (Tran et al., 2011). Tau levels in cerebral spinal fluid
of TBI patients was found to be 1000-fold higher than that
seen in controls (Liliang et al., 2010). TBI is also reported
to alter the ubiquitin-proteasome system as seen by decreased
levels of mRNA of ubiquitin in rats that sustained TBI (Yao
et al., 2007). Hypoxia in association with hypertension occurs
in about 46% of people following a TBI event (Huang et al.,
2010). Hypoxia also facilitates pathogenesis of AD, upregulates
accumulation of Aβ and increases hyperphosphorylation of
tau promoting degeneration of neurons (Zhang and Le,
2010). Due to the large number of pathologies related to
hypoxia, understanding the downstream genes that alter these
hypoxia-induced processes could help develop new therapeutic
strategies for management of TBI.

Patients recovering from TBI are prone to sleep-wake cycle
disturbances (Baumann, 2012) which is consistent with the

alteration of circadian gene expression patterns seen in rats
inflicted with TBI (Boone et al., 2012). Using a weight-drop
model of concussion, mice subjected to rmTBI showed impaired
balance and spatial memory that persisted up to 3 months after
injury (Mannix et al., 2014; Tucker et al., 2016). Such balance
and coordination deficits are also described in athletes who
have experienced concussive or repetitive mild brain injuries
(Guskiewicz and Mihalik, 2011; Tucker et al., 2016). RNA-seq
analysis of hippocampus (a main site of cognitive dysfunction
in TBI pathology) and leukocyte samples from rats exposed
to TBI by a fluid percussion injury (FPI) model demonstrates
that TBI affects alternative splicing of genes involved in diverse
functions (Meng et al., 2017). Single-cell sequencing analysis
of the hippocampus from male C57BL/6 J (B6) mice inflicted
with FPI identified astrocytes, oligodendrocytes and neuronal cell
types as having the largest number of differentially expressed
genes resulting from mTBI (Arneson et al., 2018).

Although mechanisms that lead to cell death after TBI have
been analyzed extensively, little is known about how surrounding
cells might mediate this cell death. The complex nature of TBI
pathology, both in terms of the severity and distribution of
injury to the brain and the brain’s response to injury, make the
task of developing therapies a big challenge. Therefore, small
animal models including rodents, flies and zebrafish can be very
useful for initial characterization and identification of potential
therapeutic targets which can then be interrogated in larger
models for a more successful translation to human research.

CURRENT MODELS AND MODEL
ORGANISMS USED FOR TBI

In view of the heterogeneous nature of brain injury pathology,
several large and small animal TBI models have been developed.
One of the earliest TBI models, the freeze lesion model, was
used in cats, dogs and macaque monkeys (Vink, 2018). Larger
animals like pigs and sheep have also been used for TBI research
(Sorby-Adams et al., 2018). The physical size of the brain in these
models facilitates clinically relevant monitoring of variables such
as intra-cranial pressure, brain tissue oxygen content and cerebral
blood flow that are also assessed in human TBI (Vink, 2018).
Although these models accurately mimic human physiology
(Sorby-Adams et al., 2018), there are several short-comings of
using them in research. Inflicting brain injury in these models
requires surgical procedures which are technically demanding
and time-consuming (Sorby-Adams et al., 2018). Furthermore,
longer life-span in these organisms also means considerably
longer time required for study. Large animal model studies
also demand access to specialized housing facilities and imaging
equipment that can accommodate these animals (Dai et al., 2018).

For these reasons, rodents have become popular as models
for TBI research. Rodents also share great similarity with human
brains and are easier to purchase and maintain than larger
animals. TBI models like FPI (Dixon et al., 1987), cortical
impact injury (CCI) (Dixon et al., 1991), weight drop–impact
acceleration injury (Marmarou et al., 1994) and blast injury
(Leung et al., 2008) are most widely used in rodent TBI
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FIGURE 1 | Physical, behavioral, and cognitive effects of TBI.

research. Recently, fruit flies and zebrafish have gained attention
in TBI research because of several advantages that they offer
over, like availability of an extensive genetic toolkit (Gistelinck
et al., 2012), short lifespan, low cost and standardized outcome
measurements (Xiong et al., 2013). These models are all targeted
at improving our comprehension of the complex deleterious
molecular cascades.

Fluid Percussion Injury (FPI) Models
The most common TBI model, FPI has been successfully applied
in several animal models including rabbit, cat, rat, mouse and pig
(Millen et al., 1985; Hayes et al., 1987; Marmarou and Shima,
1990; Thibault et al., 1992). The injury can be applied over
the sagittal suture (midline FPI) or over the parietal cortex
(lateral FPI) (Eakin et al., 2015). A fluid pulse (20 msec)
is applied directly onto the surface of the dura resulting in
a brief deformation of the brain tissue (Eakin et al., 2015;
Figure 2A). The severity and location of the injury caused
by the FPI model can be altered to reproduce neurological
impairments associated with both focal and diffuse injury in
humans (Dixon et al., 1987). Other aspects of human TBI
that are reproduced by FPI are bradycardia, hemorrhaging at
the gray – white matter interface, increased plasma glucose
levels, hypertension and suppression of electroencephalogram
amplitude related to the magnitude of the head injury (Cortez
et al., 1989). In rodent models, FPI has been shown to produce
cognitive deficits that can last for weeks to months post-injury
(Hamm et al., 1993; Pierce et al., 1998). Since FPI is used widely,
it is easy to compare results and outcome between laboratories
but adjustments to the device are required based on the model
and size of the animal.

Controlled Cortical Impact (CCI) Injury
Model
The CCI model uses an electromagnetic impactor device to
produce a mechanical deformation of the cortex (Washington
et al., 2012) which can be modified by changing the depth,
velocity and dwell time of the impactor allowing the location
of the injury to be controlled (Dixon et al., 1991; Smith et al.,
1995; Manley et al., 2006; King et al., 2010; Dean et al., 2017).
While leaving the dura mater intact, the impact results in a focal
brain contusion injury characterized by cortical tissue loss, acute
subdural hematoma, axonal injury, concussion, blood–brain
barrier (BBB) dysfunction and even coma (Xiong et al., 2013;
Dean et al., 2017) (Figure 2B). The CCI model has been applied
to ferrets (Robie et al., 2017), rats (Dixon et al., 1991), mice (Smith
et al., 1995), swine (Manley et al., 2006) and monkeys (King
et al., 2010). Cognitive impairments are observed in mice and
rats (Fox et al., 1998; Marklund and Hillered, 2011; Washington
et al., 2012) and deficits in emotional behavior were observed in
mice post-injury by CCI (Kochanek et al., 2002). The CCI swine
model also generates an injury with similar pathological features
as seen in human TBI (Manley et al., 2006), thus providing an
opportunity to collect data post-injury in a setting similar to
the intensive care unit, making the translation of animal data to
human studies more relatable.

Weight Drop–Impact Acceleration Injury
In the weight drop model, injury is caused by a free-falling,
guided weight (Figure 2C) impacting an exposed skull (with
or without craniotomy). Injury severity can be adjusted by
altering the height and mass of the weight (Morales et al.,
2005). A weight-drop model designed for rats has been shown
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FIGURE 2 | Mammalian models of TBI. (A) Fluid percussion injury model: A rapid fluid pulse injection is used to cause injury directly onto the surface of the dura.
(B) Controlled cortical impact model: Uses an electromagnetic device to permeate the brain at a known distance and velocity. (C) Weight-drop model: Releases a
free weight directly onto the brain. (D) Blast injury model: Injury caused by primary injury of blast.

to deliver injuries that progress from hemorrhages under the
injured cortex to the development of a necrotic cavity in
24 h after injury (Feeney et al., 1981). A similar TBI model
was designed for rats and mice that inflicted closed head
injury delivered to one side of the unprotected skull with
the head being placed on a hard surface (Shohami et al.,
1988). Mice injured with this closed injury model show several
clinical conditions of human TBI like neurobehavioral deficits,
activation of microglia and astrocytes, neurodegeneration and
morphological changes (Albert-Weissenberger et al., 2012). One
disadvantage of this model involves the increased probability of
skull fractures at higher magnitudes of injury severity, as well
as the possibility of a rebound injury (Morales et al., 2005).
The rodent weight-drop model has also been adapted for mTBI
in adult zebrafish. RNA-sequencing analysis at 3- and 21-days
post-injury in adult zebrafish identified differentially expressed
genes enriched in peak injury response pathways, CNS injury and
neurodegeneration categories (Maheras et al., 2018).

Blast-Related Traumatic Brain Injury
Model
Blast-related brain injuries are among the most commonly
sustained injuries by soldiers and veterans who have served at
war sites. Various test methods such as open-field blasts, blast
tubes and shock tubes have been designed over the years to
model explosive blast injuries suffered by humans. Of these,
blast-tubes (Clemedson and Criborn, 1955; Saljo et al., 2000;
Bauman et al., 2009; de Lanerolle et al., 2011) are widely used

in laboratory settings (Kovacs et al., 2014), wherein a blast wave
(shock wave plus blast wind) is created by the detonation of an
explosive charge (Risling et al., 2011; Figure 2D). In this model,
the animal is fixed with a metal net to avoid head acceleration
forces (Risling et al., 2011). Expression analysis showed changes
in the expression of gene families including inflammation, cell
death and neurotransmitters in the hippocampus after blast
injuries in rats. Genes involved in neurogenesis and synaptic
transmission were found to be downregulated in this study
(Risling et al., 2011).

DROSOPHILA AS A MODEL FOR TBI

Drosophila melanogaster offers several advantages like short
lifespan, cost and ease of maintenance (Tan and Azzam,
2017), and similarity to human anatomy for investigation of
molecular and cellular mechanisms underlying human brain
diseases (Jeibmann and Paulus, 2009). Drosophila’s life cycle
consists of 4 distinct morphological stages (embryo, larva,
pupa, and adult) each catering to different modeling functions
(Pandey and Nichols, 2011). The fly genome consists of 13,500
genes (Chintapalli et al., 2007) with about 70% of genes
recognized in human diseases possessing a Drosophila homolog
(St Johnston, 2002). Drosophila contain less genetic redundancy
compared to vertebrate models making gene characterization
and loss-of-function studies less complicated (McGurk et al.,
2015). Flies have an internal organ system analogs to humans
including a beating heart, adipose tissue (equivalent of the
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liver), a tubular network (analogs to lungs), an advanced
musculature, an excretion system (analogs to kidneys), a complex
brain (protected by a barrier) and a nervous system with
glial cells (Perrimon et al., 2016). A combination of several
of these factors make Drosophila a very powerful model for
neuroscience research.

The Drosophila brain is very similar to that of mammals with
a similar diversity of neurons and neurotransmitters (McGurk
et al., 2015), making it a great tool to study neurodegenerative
diseases like Huntington’s disease, amyloidotic polyneuropathy,
motor neuron disease, Parkinson’s disease (PD) and Alzheimer’s
disease (AD) (Moloney et al., 2010). Fly models for these
diseases are generated by mis-expression of human proteins
that are neuropathological hallmark lesions in brains of patients
with PD (α-synuclein), AD (tau), frontotemporal dementia
(FTD) and amyotrophic lateral sclerosis (TDP-43) (Feany and
Bender, 2000; Wittmann et al., 2001; Jackson et al., 2002; Li
et al., 2010). Mis-expression of these proteins in flies results
in neurotoxicity with molecular mechanisms that appear to be
largely protein or disease specific suggesting that this approach
is useful (Gistelinck et al., 2012). Cellular processes involved
in neurodegeneration like oxidative stress are also exhibited in
Drosophila. Flies also mimic complex age-dependent behaviors
found in humans such as impaired memory and locomotor ability
(McGurk et al., 2015).

Although one of the leading causes of mortality worldwide,
relatively little is known about the factors regulating molecular
responses to TBI due to the lack of an effective genetic system
to model conserved tissue-specific and pathway responses
(Ratliff et al., 2016). Drosophila genetics has been instrumental
to understanding the mechanisms underlying TBI-induced
disruption and several groups have successfully developed
models for inflicting traumatic brain injury in Drosophila
(Katzenberger et al., 2013; Barekat et al., 2016). TBI-inflicted
flies exhibit several phenotypes observed in mammalian
models including activation of neuroinflammatory responses,
sleep-related behavioral defects, increased phosphorylation
of the human MAPT protein in the brain, disruption of
intestinal barrier and induction of autophagy, thereby
proving that the underlying mechanisms are conserved in
both systems (Katzenberger et al., 2015a; Ratliff et al., 2016;
Anderson et al., 2018). In addition, genetic factors causing
intrinsic variability in the expression of genes across the
human population (inter-individual variation) significantly
influence functional outcome after TBI (Diaz-Arrastia and
Baxter, 2006; McAllister, 2015). Understanding the genetic
architecture of quantitative traits is important for therapeutic
evolution but is challenging in most species. The Drosophila
melanogaster Genetic Reference Panel (DGRP) is a collection
of 205 inbred strains that present a favorable scenario for
performing genome-wide association (GWA) mapping
analyses to identify candidate causal genes, polymorphisms
associated with them and pathways affecting quantitative traits
(Mackay and Huang, 2018).

Despite its advantages, there are some limitations for using
Drosophila as a model for human diseases. First, genomic
conservation between humans and flies is 70%, thus it is possible

that expression of certain genes which may be an important target
of brain injury in humans are not present in the fly (Hughes
et al., 2012). Second, drug delivery is difficult in this model,
therefore, one cannot accurately study and predict the effect of
drugs in humans (Prussing et al., 2013). Finally, there is a lack of
reliable assays to study complex behaviors and cognitive ability in
Drosophila (Sorby-Adams et al., 2018). However, the differences
in fly and human systems do not necessarily stand as an obstacle
in using Drosophila to study brain diseases as many of these
short-comings have been overcome by genetic manipulation.

Several TBI fly models have been generated and characterized
for TBI associated pathways. Flies inflicted with brain trauma
using the high-impact trauma (HIT) device (Katzenberger
et al., 2015b) exhibited ataxia, activation of the immune
response, neurodegeneration and death (Katzenberger
et al., 2013). A fly model of severe and mild-repetitive
TBI generated using the homogenizer shows upregulation
of inflammatory and autophagy responses, increase in tau
phosphorylation and sleep impairment (Barekat et al., 2016).
Despite considerable morphological differences between
flies and mammals, flies exhibit most of the behavior
impairment seen in mammalian TBI models (Katzenberger
et al., 2015a; Barekat et al., 2016). These studies demonstrate
the potential of flies in providing key insights in TBI-related
mechanisms and pave way for providing new opportunities of
therapeutic intervention.

DROSOPHILA MODELS OF TBI

High-Impact Trauma (HIT) Device
To inflict TBI in flies, Katzenberger et al. (2013) built the HIT
device (Figure 3A) (Katzenberger et al., 2013). The HIT device
consists of a metal spring attached to a wooden board at one
end and the free end positioned over a polyurethane/styrofoam
pad. About 50–60 un-anesthetized flies are placed in a standard
plastic vial connected to the spring at the free end and the
flies are confined to the bottom with a cotton plug. When the
spring is deflected and released, the vial contacts the pad and the
acceleration-deceleration motion causes not only head trauma
but full body trauma. Since force with which each fly contacts the
vial is not the same for all flies in a vial, the intensity and location
of the injury will vary between replicates. An immediate outcome
is ataxia, indicating that the HIT device delivers primary injuries
to the brain (Katzenberger et al., 2016). This type of variation is
also common in the injuries sustained in humans from sports or
vehicle crash induced TBIs.

Bead Ruptor
To establish a model of inflicting highly reproducible levels
of TBI to a large number of flies, Barekat et al. (2016)
introduced the Omni Bead Ruptor-24 Homogenizer platform
(Figure 3B; Barekat et al., 2016). Based on a paradigm
considering intensity [meters/second, (m/s)], duration (s), and
the number of injury bouts, it was determined that intensities
of 5.0 m/s and higher result in nearly 100% mortality within
24 h whereas an intensity of 2.1 m/s was categorized as
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FIGURE 3 | Drosophila models of TBI. (A) High-impact trauma (HIT) device: A spring attached to the wooden board on one end and a vial of flies attached to other.
The vial is plugged with a cotton ball pushed deeper into the vial. The spring is deflected and released to inflict trauma to the flies when it hits the styrofoam pad.
(B) Homogenizer model of TBI: Flies are placed in 2 ml screw cap tubes and placed in homogenizers at required speed for mild or severe TBI. (C) dCHI model of
injury: A metal block moves forward due to the released current from the magnetic coil of the solenoid and hits the fly on top of the head.

mild TBI. Drosophila injured as per this regimen exhibit
several features like increased injury sensitivity, upregulation
of the immune system, increased tau phosphorylation and
alterations to autophagy. Additionally, brain injury in Drosophila
is also shown to impair sleep/cycle-related behaviors, similar
to what is typically observed with TBI in mammalian systems
(Barekat et al., 2016).

Closed Head Injury Model
To induce head-specific TBI to Drosophila, the Allada lab
designed the Drosophila closed head injury (dCHI) device
(Figure 3C; van Alphen et al., 2018). The dCHI delivers
well-controlled, non-penetrating strikes to the heads of
un-anesthetized flies. The device inflicts brain trauma by passage
of current through a solenoid that enables forward movement of
a brass block injuring the top of the fly head. The immobilized
fly is aspirated in a modified 200 ml pipette tip and placed in
front of the block. Injured flies exhibit many TBI phenotypes,
including increased neuronal cell death, impaired sleep and
motor control and increased mortality (Katzenberger et al.,
2015a; Barekat et al., 2016).

COMPARISON OF 3 TBI DEVICES

Flies inflicted with trauma using the HIT device exhibit
reduced lifespan, activation of innate immune response and
death within 24 h (if the extent of injury exceeds a certain
threshold) (Katzenberger et al., 2015b). Katzenberger et al.
(2015a) also showed that death in flies inflicted with TBI
using a HIT device is associated with intestinal barrier
dysfunction and dysfunction of the blood-eye barrier/BBB.
Overall, flies that have sustained brain trauma from the HIT
device exhibit primary and secondary injuries similar to human
and mammalian TBI models (Katzenberger et al., 2013, 2016;
Barekat et al., 2016).

Similar to the HIT device, flies subjected to the homogenizer
model also show a decrease in lifespan and an increase in
sensitivity to injury with age (Katzenberger et al., 2015b). One of

the key differences observed between the two models was in the
mortality rate. Adult flies that have experienced trauma by the
HIT device exhibit 20–25% mortality whereas mTBI-treated flies
using a homogenizer exhibit minimal mortality (Katzenberger
et al., 2015b; Barekat et al., 2016). Nearly 25% of w1118 flies
injured using the HIT device had intestinal barrier dysfunction
within 24 h, which directly correlates with 25% mortality
(Katzenberger et al., 2015a). In contrast, <1% of mTBI treated
flies exhibited the Smurf phenotype (flies exhibit blue dye
throughout the body due to disruption of intestinal barrier), an
effect also reflected in the minimal mortality during this time
(Barekat et al., 2016). Mild brain injury has been reported to
alter circadian rhythms affecting sleep maintenance which leads
to excessive daytime sleepiness. The Drosophila mTBI model
designed by Barekat et al. (2016) was able to recapitulate these
findings with mTBI treated flies showing frequent awakenings
during nighttime with significantly reduced duration of each
nighttime sleep bout (Barekat et al., 2016). The homogenizer
model for mTBI, therefore, can be considered as a good
alternative to the HIT device for inflicting trauma in Drosophila
especially with regards to reproducibility of trauma intensity and
reduced variation. However, neither of these models escape full
body trauma to the fly.

The Allada lab used glial targeted translating ribosome
affinity purification in combination with RNA sequencing
(TRAP-seq) and identified glial immune pathways as mediators
of TBI effects in flies injured using dCHI (van Alphen et al.,
2018). The Drosophila innate immune system consists of
the Immunodeficiency (Imd), Toll and JAK-STAT pathways,
which combat fungal and bacterial infections (Lemaitre and
Hoffmann, 2007; Sudmeier et al., 2015). An upregulation
of several immune genes like alrm (astrocytic leucine-rich
repeat molecule, astrocyte-specific), moody (blood brain barrier),
wunen-2 (wun2, astrocyte-specific), reversed polarity (repo,
pan-glial), and gli (gliotactin, expressed in peripheral glia)
was seen 24 h after TBI in this study. In addition, they
have also observed increased mortality and impaired negative
geotaxis response, increased apoptotic cell death, impaired
motor control, reduced lifespan, reduced and fragmented sleep
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and upregulation of stress response genes after TBI. Overall,
dCHI is a good model for closed head injury in Drosophila
especially since the trauma is restricted to the head only
and is also highly reproducible. However, with dCHI, each
replicate will have to be treated separately since the device can
only handle one fly at a time, but the trauma is consistent
between replicates.

SUMMARY OF TRANSCRIPTOMIC
CHANGES INDUCED BY TBI

Mice and rat are the two most commonly used mammalian
models for studying TBI. However, due to the short life-span,
sophisticated genetics and ease of maintenance (Katzenberger
et al., 2013), Drosophila has garnered attention as an attractive
model for the study of neurodegenerative diseases. Lately,
genome-wide sequencing to identify changes in gene expression
induced by brain injury has also become a focus of study among
researchers. RNA-seq datasets for studies on rat, mice and flies
have identified several genes and gene ontology terms that are
enriched in response to TBI.

In the Rattus norvegicus (Rn) study (GSE64986) (Meng
et al., 2017), adult male Sprague–Dawley rats were injured
using the FPI, and RNA-seq was performed on the
hippocampus and leukocytes collected 7 days after injury
(Meng et al., 2017). Original analyses revealed that TBI affected
alternative splicing of genes involved in functions related
to neurons, complement and coagulation, transcription
factors, blood pressure, inflammation, mitochondria,
leptin signaling, insulin signaling and extracellular matrix
genes. This study also identified a large-scale switch of
the DNA methylation patterns in these genes in both the
hippocampus and leukocytes.

In the Mus musculus (Mm) study (GSE79441) (Zhong
et al., 2016), male C57BL/6 mice, aged 12 weeks were
inflicted with brain trauma using the controlled cortical
impact (CCI) model. Differential expression analysis of the
RNA-seq data detected 64,530 transcripts including 27,457
identified as mRNA and 37,073 as long non-coding RNA.
KEGG pathway analysis showed that a total of 234 pathways
were involved in this dataset with MAPK signaling pathway,
NF-kappa B signaling pathway, ECM-receptor interaction,
cytokine-cytokine receptor interaction, chemokine signaling
pathway, phagosome, PI3K-Akt signaling pathway, cell adhesion,
osteoclast differentiation, complement and coagulation cascades
being the most enriched pathways.

In the D. melanogaster (Dm) study (GSE85821) (Katzenberger
et al., 2016), w1118 male flies aged 0–7 days and 20–27 days
received 4 strikes from the HIT device (Katzenberger et al.,
2015b) with 5-min inter-injury intervals. The flies were either
fed on water for 2 h or food for 4 h. RNA was extracted from
whole flies for sequencing after injury and feeding. Sequencing
data has shown that immune response genes dominate the
early transcriptional responses to injuries. In addition, age
and diet affect expression of immune response genes after
primary injuries. The Ruden lab subjected w1118 flies to mild

closed head trauma using a modified HIT device and found
reduced mitochondrial activity in fly brains after 24 h (Sen
et al., 2017). RNA-seq analysis on these fly heads showed
selective retention (RI) of long introns. Some of the genes
that exhibit RI are involved in mitochondrial metabolism
and showed a significant reduction in transcript abundance
(Sen et al., 2017).

Reanalysis of select RNA-seq datasets from each species
(Katzenberger et al., 2016; Zhong et al., 2016; Meng et al.,
2017) revealed striking similarities in the outcome post-injury.
Studies in all 3 models of TBI show an upregulation of
genes involved with immune response. Mice and rat data
show upregulated genes associated with signaling pathways,
locomotion, inflammatory response and programmed cell death.
All 3 datasets show enrichment of genes associated with
protein phosphorylation which is in line with studies indicating
hyper-phosphorylation of microtubule-binding protein tau post

TABLE 1 | Summary of transcriptomic changes induced by TBI.

GOBPID Term Species

GO:0002376 Immune system process Mm

GO:0006955 Immune response Mm

GO:0006952 Defense response Dm, Mm

GO:0006954 Inflammatory response Mm, Rn

GO:0006950 Response to stress Dm, Mm

GO:0002682 Regulation of immune system process Mm

GO:0009605 Response to external stimulus Mm, Rn

GO:0002684 Positive regulation of immune system
process

Mm

GO:0045087 Innate immune response Mm

GO:0001816 Cytokine production Mm, Rn

GO:0007601 Visual perception Rn

GO:0050953 Sensory perception of light stimulus Rn

GO:0051179 Localization Rn

GO:0065008 Regulation of biological quality Mm, Rn

GO:0044699 Single-organism process Rn

GO:0044765 Single-organism transport Mm, Rn

GO:1902578 Single-organism localization Mm, Rn

GO:0006811 Ion transport Mm, Rn

GO:0032879 Regulation of localization Mm, Rn

GO:0048646 Anatomical structure formation involved
in morphogenesis

Mm, Rn

GO:0010824 Regulation of centrosome duplication Dm

GO:0007610 Behavior Dm

GO:0044763 Single-organism cellular process Dm, Mm, Rn

GO:0046394 Carboxylic acid biosynthetic process Dm, Mm

GO:0009628 Response to abiotic stimulus Dm, Mm, Rn

GO:0009719 Response to endogenous stimulus Dm, Mm, Rn

GO:0014048 Regulation of glutamate secretion Dm

GO:0046605 Regulation of centrosome cycle Dm

GO:0044699 Single-organism process Dm, Mm, Rn

GO:0016053 Organic acid biosynthetic process Dm

Table showing top 10 upregulated gene-ontology (GO) terms for mouse (Mm),
rat (Rn), and fly (Dm) RNA-seq datasets at p-value < 0.05. Species column also
indicates the terms that are common between any 2 or all 3 datasets. GOBPID, the
ID of biological process in GO database.
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injury (Stoothoff and Johnson, 2005; Olczak et al., 2017;
Rubenstein et al., 2017). Genes associated with localization and
cytoskeletal organization were upregulated in mouse and fly.
This finding is consistent with studies indicating disruption of
microtubule network, the building block of cytoskeleton and
axonal degeneration post-TBI (Johnson et al., 2013).

In Drosophila, there is a significant upregulation of Sid,
a nuclease gene induced in response to oxidative stress
(Seong et al., 2014) and an important mediator of TBI pathology.
In addition, there is also an upregulation of the gene Grim,
involved in apoptosis of cells in the central nervous system.
The fly dataset also shows upregulation of genes involved
in cognition and learning-memory. Overall, there are 1626
genes upregulated in mouse, 323 genes upregulated in fly and
173 genes upregulated in rat. Of these, 32 genes are shared
between mouse and fly, 48 are shared between mouse and
rat, 6 are shared between fly and rat, and 2 are common
in all 3 datasets. There was no significant overlap observed
between down-regulated genes from all 3 datasets. However,
there were several gene ontology (GO) terms that significantly
overlap between the species (either fly and mouse/mouse and
rat/all 3) (Table 1).

A large portion of gene expression changes commonly seen
in human TBI studies are also observed in these animal models.
Proteomic analysis of post-mortem human TBI brains show
alterations in immune response, synaptic and mitochondrial
function (Harish et al., 2015). Gene expression analysis on
pericontusional tissue from TBI patients also showed differential
gene expression across categories related to transcriptional
control, signal transduction, immune functions, cytoskeletal
development and cell cycle (Michael et al., 2005). Visual
perception, inflammatory response, defense response, MAPK
signaling, PI3K-Akt signaling pathway, chemokine activity
and cell adhesion are some of the categories enriched in
animal models and also seen to be enriched in microarray
analysis of brain contusion tissue taken from 3 TBI patients
(Yang et al., 2019).

These findings demonstrate that several responses related to
TBI are conserved among model systems but there are also
species-specific processes that are affected post-injury.

EXPRESSION ANALYSIS

SRA files for all 3 datasets were downloaded from Gene
Expression Omnibus and converted to fastq format. Quality of
paired-end RNA-seq reads was verified prior to alignment to
the respective genome (Build mm9, rn6 and dm3) and tabulated
across gene regions (Andrews, 2010; Dobin et al., 2013; Anders
et al., 2015). Differential gene expression analysis was used to
compare transcriptome changes between conditions (Robinson
et al., 2010). Finally, GO enrichment analysis was performed on
significant genes (logFC > |2|; p-value < 0.05) using DAVID
[Database for annotation, visualization, and integrated discovery]
(Huang da et al., 2009a,b). Fly and rat gene names were converted
to homologous mouse genes in order to compare the overlapping
genes between the three species.

FUTURE DIRECTIONS

A variety of animal models have been developed that mimic
the different injury mechanisms associated with human TBI.
In spite of all these advancements, therapeutic strategies for
treatment of TBI are limited since current diagnosis relies
on identifying symptoms and monitoring trauma patients.
The Brain trauma foundation recommends decompressive
craniotomy, hypothermia, hyperosmolar therapy, cerebrospinal
fluid drainage and ventilation therapies for management of severe
TBI (Carney et al., 2017). Achieving a therapeutic breakthrough
in TBI still requires the development of new clinically relevant
models, refinements of established models and functional tests,
consideration of systemic insults and searching for specific and
sensitive biomarkers. In addition, more research into the effect of
age, sex and genotype on the outcome of TBI is necessary.

Drosophila has proven to be a useful model to study not only
neurodegenerative diseases but also disorders associated with
other systems. Single-cell sequencing done on adult Drosophila
brain has been able to present a brain atlas that covers all
cells in normal brain and how it changes over the lifespan
of a fly (Davie et al., 2018). Similar approaches can be
adapted to identify cell sub-populations that are affected by
TBI to help design therapeutic targets for improving patient
outcome after injury.

So far, none of the studies have taken full advantage of
the sophisticated genetics and short lifespan the Drosophila
model. Such studies could include, for instance, genetic screens
for mutations that make flies sensitive or resistant to TBI,
thus provide novel targets for therapeutics. Additionally, drug
screens can be done in the fly model to identify drugs that
protect against the deleterious effects of TBI in flies, and
possibly in humans.
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Neurons have evolved specialized growth structures to reach and innervate their target
cells. These growth cones express specific receptor molecules that sense environmental
cues and transform them into steering decisions. Historically, various concepts of axon
guidance have been developed to better understand how axons reach and identify
their targets. The essence of these efforts seems to be that growth cones require solid
substrates and that major guidance decisions are initiated by extracellular cues. These
sometimes highly conserved ligands and receptors have been extensively characterized
and mediate four major guidance forces: chemoattraction, chemorepulsion, contact
attraction and contact repulsion. However, during development, cells, too, do migrate
in order to reach molecularly-defined niches at target locations. In fact, axonal growth
could be regarded as a special case of cellular migration, where only a highly polarized
portion of the cell is elongating. Here, I combine several examples from genetically
tractable model organisms, such as Drosophila or zebrafish, in which cells and axons are
guided by attractive cues. Regardless, if these cues are secreted into the extracellular
space or exposed on cellular surfaces, migrating cells and axons seem to keep close
contact with these attractants and seem to detect them right at their source. Migration
towards and along such substrate-derived attractants seem to be particularly robust, as
genetic deletion induces obvious searching behaviors and permanent guidance errors.
In addition, forced expression of these factors in ectopic tissues is highly distractive
too, regardless of the pattern of other endogenous cues. Thus, guidance and migration
towards and along attractive tissues is a powerful steering mechanism that exploits
affinity differences to the surroundings and, in some instances, determines growth
trajectories from source to target region.

Keywords: axon guidance, collective cell migration, attraction, Sidestep, Netrin, SDF1

INTRODUCTION—A SHORT HISTORICAL PERSPECTIVE OF
AXON GUIDANCE

Postmitotic neurons polarize and send out axons that make a series of sequential pathway
choices to reach distant target cells. The molecular regulation of these outgrowth, steering and
recognition processes became a fundamental topic in neuroscience during the last century. Ever
since the discovery of the growth cone (‘‘cono de crecimiento’’) by Ramon y Cajal, neuroscientists
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wondered about the molecular nature of axon
navigation and target recognition (Ramon Y Cajal, 1890;
Raper and Mason, 2010).

In the cellular and histological era, anatomical studies and
transplantation/extirpation experiments were the driving
force for predominantly mechanical interpretations of
nerve growth, based on the demonstration of a substrate
requirement by Harrison or the concept of ‘‘contact action’’
along topographic features by Weiss (Harrison, 1907, 1910;
Weiss, 1941). Sperry, on the other hand, developed an
independent hypothesis, proclaiming that neuronal networks
organize on the basis of specific ‘‘cytochemical affinities’’
(Sperry, 1963). Subsequent investigations of developing
sensory nerves in grasshopper limb buds formed the idea
that sheathing cells (glia) at stereotyped positions constitute
a ‘‘system of signposts’’ with directive activities (Bate, 1976).
Similar spatial arrangements were detected by Singer and
co-workers in the late 1970s. Their histological studies in
developing newts revealed gaps between neural progenitors
of the ventricular zone that became filled with axon bundles
over time, giving rise to the ‘‘blueprint hypothesis,’’ i.e., axons
migrate along preformed ‘‘channels’’ that serve as mechanical
guides (Singer et al., 1979; Gottlieb, 1980). Pre-existing
substrate routes were also deduced from transplanting
eyes to non-optic regions, including tails, of tadpoles, as
ectopic axons followed specific pathways to the brain (Katz
and Lasek, 1978, 1979). However, mechanical factors and
physical features alone cannot be entirely responsible for
wiring highly complex nervous systems with billions of
nerve connections.

In fact, the upcoming genetic and molecular era helped to
uncover biochemical cues controlling axon guidance. Staining
grasshopper embryos with monoclonal antibodies showed that
axon tracks in the central nervous system (CNS) express specific
surface molecules that label subsets of axonal pathways for
selective recognition by outgrowing growth cones (Goodman
et al., 1982). These identification tags were proposed to be
recognized selectively by adequately specified growth cones,
giving rise to the ‘‘labeled pathways hypothesis’’ that was
strongly supported by steering decisions of identifiable axons and
direct experimental manipulations such as single cell ablations
(Goodman et al., 1984).

The surge of recombinant DNA technology and the
execution of genetic screens in the 1980s and 1990s led
to the identification of conserved guidance molecules that
function as secreted ligands or transmembrane receptors and
attract or repel axons (Tessier-Lavigne and Goodman, 1996;
Dickson, 2002). Thus, the bottom line from this historical
perspective is that growing nerves require a substrate that
is selected based on the steering information of an exquisite
set of extracellular proteins. In the following, I will continue
predominantly with substrate-derived attractants, molecules
secreted from or presented on cells that simultaneously
serve as a preferred growth substrate. For more general
aspects of axon guidance, in particular, repulsion, see
excellent reviews by Kolodkin and Tessier-Lavigne (2011) and
Seiradake et al. (2016).

SUBSTRATE RECOGNITION AND AXON
SORTING BY ADHESIVE INTERACTIONS

Growth cones indeed carefully choose their substrates and
are very well able to discriminate between different surfaces
both in tissue culture plates (Letourneau, 1975b) and in
selective choice assays testing target from non-target cells
(Bonhoeffer and Huf, 1980). In patterned plastic dishes with
different molecules in grid-like arrangements, chick sensory
neurons preferentially elongated on substrates with increased
adhesiveness (Letourneau, 1975a). Growth cones explored but
did not cross onto non-adhesive areas (Letourneau, 1975a;
Oakley and Tosney, 1993). In fact, differential adhesion guided
axons into narrow channels with increased adhesiveness
(Hammarback et al., 1985). However, other studies found
no or little correlations between the relative substrate
adhesiveness and growth rates or the molecular composition of
substrates and preferential growth cone selection, respectively
(Lemmon et al., 1992).

Nevertheless, direct contact to a substrate is clearly necessary
for sustained axon growth, and the formation of local adhesion
plaques might influence guidance decisions. Single filopodia
in pioneering axons have been shown to trigger growth cone
turning of chick sensory neurons towards laminin-coated beads
(Kuhn et al., 1998). Here, growth cones grew out on a uniform
fibronectin substrate and encountered a laminin-coated bead
held in place by optical trapping using a laser tweezer. Filopodia
explored the bead before forming an initial stable contact,
which then attracted the entire growth cone (Kuhn et al.,
1998). Similar observations have been made in Grasshopper
embryos in vivo where turning of pioneering growth cones in
the Ti1 sensory pathway towards guidepost cells was initiated
by filopodial contacts (O’Connor et al., 1990). Importantly,
differential expression of a single Cadherin adhesion protein
was necessary and sufficient for sorting axonal processes in the
fly visual system (Schwabe et al., 2014). Similar to groups of
cells that sort themselves out based on differential adhesion,
for example during the formation of embryonic compartment
boundaries (Amack and Manning, 2012), establishing adhesive
contacts to a preferred substrate could be an important
guidance principle.

AXONS AND MIGRATING CELLS ARE
SUBJECT TO SIMILAR
STEERING PRINCIPLES

It is interesting to note that axon growth could be regarded as a
specialized form of cell migration. By leaving the soma in place
and extending only a portion of the cell, axonal growth might
utilize principles established at the leading edge of migrating
cells (von Philipsborn and Bastmeyer, 2007). Similar to growing
axons, migrating cells, either as individuals or cohesive groups,
depend on substrates and extracellular steering cues. During
Drosophila development, for example, border cells, peripheral
glial cells or tracheal cells, all show migration patterns along
stereotypic pathways (Pocha and Montell, 2014). The tracheal
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system develops from clusters of coherent cells that invaginate
from the ectoderm into the interior of the embryo (Figure 1A).
These cells are all tightly connected with each other by adherence
junctions. Specialized cells at the leading tip sprout motile
filopodia, which recognize and follow local sources of the
attractive factor Branchless (Bnl), a member of the fibroblast
growth factor (FGF) family (Affolter and Caussinus, 2008). Bnl
is expressed in non-tracheal cells consistently located ahead of
elongating branches and is recognized by the Breathless (Btl)
receptor expressed in trachea (Sutherland et al., 1996; Caussinus
et al., 2008). Simultaneous labeling of Bnl source cells and Btl
receiving cells revealed a dynamically moving signal source that
directed the growth of tracheal branches (Du et al., 2017). Tip

cells hence follow Bnl-expressing cells and thereby elongate
the branch. Imaging Bnl-GFP fusion proteins during imaginal
disc development demonstrated that Btl-expressing tracheal cells
directly contact Bnl-GFP-expressing source cells (Sohr et al.,
2019). Due to adhesive intercellular junctions that connect tip
cells and stalk cells, the entire elongating branch resembles
somehow, metaphorically speaking, an ‘‘axon-like’’ structure.

In fact, there are similar tip cell-guided collective migration
events in vertebrates, too. Migration of cohesive cells has
been observed during sprouting of blood vessels, invasion of
cancer cells or development of neural crest cells, to name a
few examples (Friedl and Gilmour, 2009; Szabó and Mayor,
2018). The attractants are not always known, but the chemokine

FIGURE 1 | Axon guidance and cell migration towards and along attractive substrates. (A) Collective cell migration during development of the tracheal system in an
abdominal hemisegment of Drosophila embryos. Simplified scheme showing the development of tracheal branches from a cluster of coherent precursors (green) in
the dorsal epidermis. At developmental stage 11 (st 11), five cell clusters outside the tracheal anlage express Branchless (Bnl, red), which induces tracheal outgrowth
(thin arrows). At stage 12, Breathless-expressing tracheal cells recognize and grow towards Bnl-expressing cells. Retreat of the Bnl source extends these initial
branches. At stage 13, the dorsal-most branches reach their final positions at the dorsal midline and segmental borders, where Bnl expression eventually ceases
(pink). Individual cells are not resolved in this scheme. Thick arrows indicate developmental progression. Anterior is left, dorsal is up. (B) Axon “towing” by a migrating
cell cluster during zebrafish development. The lateral line primordium (green) migrates from a placode near the head to its final destination in the tail, strictly following
the horizontal myoseptum (red). Two neuromasts have already been deposited along its path (green dots). Leading cells in the primordium sprout long filopodia and
express CXCR4 receptors that recognize the attractant SDF1 emanating from the substrate. The lateral line nerve (orange) co-migrates with the primordium and
connects neuromasts to the brain. (C) Axon guidance along attractive substrates. Scheme of motor axon development in Drosophila embryos at stage 14. Motor
axons of the intersegmental (ISN) and segmental (SN) nerve express Beaten path (green) and fasciculate with Sidestep-expressing sensory axons (red). Developing
muscle fields do not express Sidestep at this stage and are outlined in gray. The central nervous system (CNS)/PNS boundary is marked (black line). Not to scale.
Schemes according to Sutherland et al. (1996), Gilmour et al. (2004) and Siebert et al. (2009).
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SDF1 (stromal cell-derived factor 1, also called CXCL12), has
been shown to play an important role as a substrate-derived
attractant for migratory cells during vertebrate development,
particularly in zebrafish (Doitsidou et al., 2002; Chalasani
et al., 2003; Knaut et al., 2003). SDF1 is expressed along the
horizontal myoseptum, amongst other regions, and directs the
migration of the posterior lateral line primordium and its
accompanying nerve (Figure 1B; Haas and Gilmour, 2006).
The primordium consists of a placode-derived cell cluster and
deposits small cell aggregates in regular intervals that develop
into neuromasts, mechanosensory organs detecting water flow in
fishes (Ghysen and Dambly-Chaudière, 2004).

Interestingly, the lateral line nerve, which innervates these
neuromasts, maintains a central position in the advancing
primordium and strikingly appears to co-migrate with it, a
phenomenon that has been called ‘‘nerve towing’’ (Weiss, 1941;
Gilmour et al., 2004). The primordium expresses the chemokine
receptor CXCR4 that detects SDF1 (Peled et al., 1999; David
et al., 2002). It is most strongly activated in tip cells at the
leading edge and required for migration along SDF1 secreting
substrates (Haas and Gilmour, 2006). Interruptions in the linear
expression pattern or forced expression of SDF1 in ectopic
tissues caused extremely abnormal migration patterns followed
by erroneous distribution of neuromasts (Haas and Gilmour,
2006). Similarly, mutations in CXCR4 largely abolished the
migration of the primordium and thus outgrowth of the lateral
line nerve (Gilmour et al., 2004), indicating that SDF-1 ligands
emanating from the horizontal myoseptum delineate a robust
trajectory that guides the primordium, which in turn ‘‘pulls’’
the lateral line nerve from its origin in a cranial ganglion to
the tail. While the molecular connections of the growth cone
to cells in the primordium are unknown, this unusual guidance
principle demonstrates a strict dependence on a substrate-
derived attractant.

Although SDF1 is a small and secreted protein, and thus
difficult to detect in tissues, it might not necessarily act over
long distances but might locally enrich in the extracellular matrix
as a short-range cue. First, it is stunning that, in vivo and in
different organisms, attracted cells usually follow the dynamic
expression domains of SDF1 very tightly (Doitsidou et al., 2002;
Knaut et al., 2003). In this respect, it is important to note that in a
developing embryo several tissues secrete SDF1 at the same time.
For example, during zebrafish somitogenesis, SDF1 is expressed
in somites, specific regions in the head and along the border
of the trunk mesoderm (Doitsidou et al., 2002). Unrestricted
diffusion from all these sources at the same time should distribute
SDF1 widely in the body cavity, possibly interfering with gradient
formation. But SDF1 signals from different sources do not
seem to interfere with each other during normal development.
Indeed, neither migrating cells nor axons are confused or
distracted from neighboring SDF1 sources, indicating that
its acts rather locally (Lewellis and Knaut, 2012; Lewellis
et al., 2013). In addition, immunohistochemical stainings using
specific polyclonal antibodies show cellular but not extracellular
patterns in the mouse brain (Miller et al., 2005). Furthermore,
the distribution of fluorescent SDF1-fusion proteins expressed
from genomic BAC clones closely resembled that observed by

in situ hybridizations (Bhattacharyya et al., 2008). It is possible
that widespread diffusion is prevented by receptor-mediated
clearance (Boldajipour et al., 2008) or proteoglycan trapping
(Reiss et al., 2002). Taken together, available evidence supports
the possibility of local SDF1 accumulations in the extracellular
matrix of expressing cells.

AXON GUIDANCE ALONG
MARKED SUBSTRATES

Similar cell surface enrichments might also apply for Netrin-
expressing cells. Secreted Netrin proteins are generally believed
to attract commissural axons over long distances towards and
across the midline. In the developing spinal cord, Netrin1 is
expressed at highest levels in the floor plate, and hypomorphic
gene-trap mice first revealed that it is required there to cross
the midline (Serafini et al., 1996). Removing Netrin1 completely,
in null mutant mice, resulted in an even stronger phenotype,
with commissural axons rarely crossing the midline at all
(Bin et al., 2015; Yung et al., 2015). Interestingly, conditional
knockouts lacking Netrin1 selectively in floor plate cells of
the hindbrain showed surprisingly little crossing defects. In
contrast, deletions in neuronal progenitors of the ventricular
zone prevented midline crossing, and the phenotypes were
indistinguishable from null mutants. Netrin1 was detected on
neuronal processes extending to the pial surface suggesting that
commissural axons detect the protein there locally (Dominici
et al., 2017; Varadarajan et al., 2017). Latest experiments in the
spinal cord similarly found evidence for a haptotactic function
of Netrins but chemoattraction from the floor plate also played
a role (Moreno-Bravo et al., 2019; Wu et al., 2019). In fact,
evidence for short-range function of Netrins was also obtained
in vitro and in invertebrates. Netrin-coated beads triggered
traction forces and reoriented spinal commissural axons by
adhesive interactions in vitro (Moore et al., 2009). In addition,
experiments in Drosophila showed that a membrane-tethered
form of endogenous NetrinB rescued commissure formation
indicating that Netrin secretion was not required (Brankatschk
and Dickson, 2006). Future experiments should, therefore,
address the exiting question if Netrins function as substrate-
derived attractants.

Direct contact-dependent adhesion to an attractive cue
was recently demonstrated in C. elegans and underlies the
construction of a sensory circuit responding to harsh mechanical
stimuli (Chen et al., 2019). Primary dendrites of the enormous
PVD neuron adhere to and migrate along axons of the ALA
interneuron via adhesive Sax7/L1CAM-Sax3/Robo interactions.
ALA axons run along the lateral nerve cord and express
the adhesion protein Sax7/L1CAM. Primary PVD dendrites,
on the other hand, express Sax3/Robo and project along
ALA axons (Ramirez-Suarez et al., 2019). Sax7/L1CAM
co-immunoprecipitated with tagged Sax3/Robo proteins, and
mutual recognition in vivo caused morphological changes
in PVD dendritic growth cones and re-oriented their actin
cytoskeleton (Chen et al., 2019). Substrate adhesion therefore
correlated well with structural changes in the underlying
cytoskeleton. Such substrate-mediated cytoskeleton remodeling
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has been observed in various neuronal motility systems (Suter
and Forscher, 2000; Myers et al., 2011). Reorganization is
usually mediated by transmembrane receptors and specialized
cytoplasmic adaptor proteins thought to function as molecular
clutches (Lin and Forscher, 1995; Bard et al., 2008; Myers et al.,
2011). Dynamic linkage of guidance receptors to filopodial
actin flow is, therefore, a possible scenario for the conversion of
attractive cues into forward movements or growth cone turning.

Substrate-derived attractants also play an important role
during Drosophila development. There is accumulating evidence
that Sidestep (Side) marks permissive substrates for outgrowing
motor axons (Figure 1C). Side is a transmembrane protein
of the immunoglobulin family and attracts motor axons (Sink
et al., 2001; de Jong et al., 2005). Motor axons pioneering
the intersegmental nerve (ISN) leave the ventral nerve cord
by growing along an array of Side-expressing cells (Siebert
et al., 2009). Once in the periphery, they fasciculate with Side-
positive, peripheral sensory axons that grow into the CNS.
Although Side is difficult to detect in a subset of sensory
axons, based on the location of the sensory clusters in the
lateral body wall, major motor nerves could in principle
reach their appropriate target regions by simply growing along
sensory tracks followed by defasciculation into the muscle
fields. Motor axons are firmly attached to sensory axons in
wild-type embryos but show detachments in side mutants
(Siebert et al., 2009). Beaten path Ia (Beat), also a member
of the immunoglobulin family, is expressed in motor neurons
and functions to detect Side (Fambrough and Goodman, 1996;
Siebert et al., 2009). First, loss of beat leads to highly similar
axon guidance errors and muscle innervation phenotypes as
observed in side mutants (Fambrough and Goodman, 1996;
Sink et al., 2001). A phenotype that is not increased in
double mutants (Siebert et al., 2009). Second, Beat and Side
interact with each other in S2 cell aggregations assays and in
immunoprecipitation experiments (Siebert et al., 2009). Third,
while Side is no longer detectable on peripheral nerves at
the end of embryogenesis using Side-specific antibodies, it
is constitutively expressed in beat mutants (Siebert et al.,
2009). In fact, homozygous beat mutant embryos can be
visually distinguished from heterozygous embryos based on Side
expression, indicating that there is some sort of cross-regulation.
And fourth, Side loses its ability to attract motor axons in
beat mutants (Siebert et al., 2009). These results indicate that
Beat on motor axons recognizes Side in substrates during the
establishment of neuromuscular circuits.

Drosophila peripheral nerves express several axon guidance
receptors of the immunoglobulin superfamily, but in direct
comparisons, Side seems to be most potent in attracting motor

axons (Kinold et al., 2018). In fact, overexpression of Side, but not
the homophilic adhesion proteins Fasciclin II or Neuroglian, in
developing muscles irreversibly attracted dorsally-directed ISN
motor axons to ventral and lateral muscle precursors (Kinold
et al., 2018). The Drosophila genome contains several paralogs of
Beat and Side, and recent interactome assays revealed that several
family members form ligand-receptor pairs or are expressed in
synaptic partner neurons (Özkan et al., 2013; Tan et al., 2015).
In addition, the expression patterns of some proteins in the
Side family are consistent with a possible role as substrate-
based cues (Li et al., 2017). Thus, proteins of the Beat and Side
family might mediate contact attraction of various pathways,
highlighting the importance of the spatiotemporal expression
pattern and the subcellular localization of the proteins during
axon guidance by attraction.

CONCLUSION

Labeling cell surfaces along migratory routes with potent
attractants might be a powerful means to steer cells and axons,
irrespective of the nature of other factors nearby. Differential
attraction, that is, preferred attraction to designated substrates
over their surroundings, might actually be sufficient to guide cells
and axons. However, I emphasize that due to space constraints
other aspects of axon guidance and cell migration, such
as repellents (Kolodkin and Tessier-Lavigne, 2011; Seiradake
et al., 2016) or the relevance of birth order-dependent axon
organization (Kulkarni et al., 2016), axon branching (Kalil
and Dent, 2014) and new developmental rules for axon
sorting (Langen et al., 2015) could not be covered. Largely
unresolved remain also the signaling mechanisms downstream
of adhesion receptors and the integration of attractive and
repulsive cues in the growth cone. A highly interesting point is
the consequence of axon guidance errors for adult locomotion
and behavior. While several axon guidance diseases have been
identified in humans (Engle, 2010), there are still only a few
examples of inherited mutations affecting the wiring of the
musculoskeletal system.
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Pericytes are multi-functional cells embedded within the walls of capillaries throughout
the body, including the brain. Pericytes were first identified in the 1870s, but little
attention was paid to them during the following century. More recently, numerous
vascular functions of pericytes have been identified including regulation of cerebral blood
flow, maintenance of the blood-brain barrier (BBB), and control of vascular development
and angiogenesis. Pericytes can also facilitate neuroinflammatory processes and
possess stem cell-like properties. Pericytes form part of the neurovascular unit (NVU), a
collection of cells that control interactions between neurons and the cerebral vasculature
to meet the energy demands of the brain. Pericyte structure, expression profile,
and function in the brain differ depending on their location along the vascular bed.
Until recently, it has been difficult to accurately define the sub-types of pericytes, or
to specifically target pericytes with pharmaceutical agents, but emerging techniques
both in vitro and in vivo will improve investigation of pericytes and allow for the
identification of their possible roles in diseases. Pericyte dysfunction is increasingly
recognized as a contributor to the progression of vascular diseases such as stroke and
neurodegenerative diseases such as Alzheimer’s disease. The therapeutic potential of
pericytes to repair cerebral blood vessels and promote angiogenesis due to their ability
to behave like stem cells has recently been brought to light. Here, we review the history
of pericyte research, the present techniques used to study pericytes in the brain, and
current research advancements to characterize and therapeutically target pericytes in
the future.

Keywords: pericytes, brain, neurovascular, neurological disease, cerebral blood flow, blood brain barrier

Abbreviations: α-SMA, alpha-smooth muscle actin; Aβ, amyloid beta; AD, Alzheimer’s disease; BBB, blood-brain barrier;
CBF, cerebral blood flow; EC, endothelial cells; IL-1β, interleukin-1 beta; LRP-1, low density lipoprotein receptor-related
protein 1 receptor; MMP9, matrix metalloprotease 9; NG2, neural/glial antigen 2; NOTCH, neurogenic locus notch homolog
protein; NVU, neurovascular unit; PDGF-BB, platelet-derived growth factor-BB; PDGFR-β, platelet-derived growth factor
receptor beta; TGF-β, transforming growth factor beta; TNF-α, tumor necrosis factor alpha; VEGF, vascular endothelial
growth factor; VSMC, vascular smooth muscle cell.

Frontiers in Cellular Neuroscience | www.frontiersin.org 1 June 2019 | Volume 13 | Article 28252

https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2019.00282
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fncel.2019.00282
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2019.00282&domain=pdf&date_stamp=2019-06-28
https://www.frontiersin.org/articles/10.3389/fncel.2019.00282/full
http://loop.frontiersin.org/people/693140/overview
http://loop.frontiersin.org/people/337699/overview
https://www.frontiersin.org/journals/cellular-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-13-00282 June 27, 2019 Time: 15:15 # 2

Brown et al. Brain Pericytes, Health and Disease

HISTORY OF PERICYTE RESEARCH

Pericytes were first identified in the late 19th century by Eberth,
then Rouget, as spatially isolated cells associated with the capillary
wall (Attwell et al., 2016). They were found embedded within
the basement membrane, both on straight sections and at branch
points of capillaries, with projections extending from the soma
to wrap around the underlying vessel. In the 1920s, Zimmerman
named these cells pericytes, stating that he included various cell
morphologies under the definition of pericyte, including their
transitional forms to vascular smooth muscle cells (VSMC) at
the arteriolar end (Zimmermann, 1923). This definition is used
broadly in research investigating pericyte function and has led to
debate over what constitutes a pericyte (Hill et al., 2015; Attwell
et al., 2016). Throughout the 20th century, there was relatively
little research into pericytes. With advancing technologies and
more accurate techniques to identify and study pericytes, research
into pericyte function has increased exponentially over the last
15 years (Figure 1A). Numerous studies have reported novel
functions for pericytes in different organs of the body, including
the heart (Avolio and Madeddu, 2016) and the brain (Sweeney
et al., 2016), with 25% of all papers on pericytes focused on
the brain (Figure 1A). Current research largely focuses on
characterizing pericyte mechanisms of function, defining pericyte
sub-classes (Figure 1B), their roles in health and disease, and
their potential as a therapeutic target to treat disease.

CURRENT STATE OF KNOWLEDGE ON
PERICYTES IN THE BRAIN

Pericytes in the Neurovascular Unit
The brain is one of the most energy-demanding organs in
the body. Despite only accounting for 2% of the body’s mass,
over 20% of cardiac output is distributed to the brain to
meet oxygen and glucose requirements at rest (Xing et al.,
2017). To deliver blood flow to neuronal and glial cells, the
mammalian brain has evolved the neurovascular unit (NVU), a
complex unit of cells that connects the brain parenchyma to the
cerebral vasculature. The NVU consists of brain parenchymal
cells including excitatory neurons, inhibitory interneurons,
astrocytes, and microglia interacting with vascular cells including
pericytes (on capillaries), VSMC (on arterioles and arteries),
and endothelial cells (EC) (McConnell et al., 2017; Figure 2).
The NVU plays important roles in maintaining brain function,
particularly the regulation of cerebral blood flow (CBF) and the
formation of the blood-brain barrier (BBB). Pericytes are central
to NVU function as they are located at the interface between
the brain parenchyma and the blood vessels, and so can act
as chemical sensors to enable communication between the two
groupings of cells.

Functions of Pericytes
Cerebral Blood Flow
The mammalian brain has evolved a mechanism for regional
control of CBF known as neurovascular coupling, which ensures
a rapid increase in the amount of CBF directed to active neurons

FIGURE 1 | (A) Publications found in PubMed with the search term “Pericyte”
or “Pericyte Brain” by year showing a rapid increase in publications in the 21st
century. About 25% of all pericyte papers are focused on the brain.
(B) Overview of main pericyte sub-types, their functions, and roles in disease.

(Attwell et al., 2010). Neurovascular coupling is controlled by the
cells within the NVU, which includes pericytes.

Within the brain, pericytes can actively relax or contract to
change CBF in response to localized changes in neuronal activity
(Hall et al., 2014; Mishra et al., 2016; Kisler et al., 2017b; Cai
et al., 2018). Pericytes possess contractile proteins including
alpha-smooth muscle actin (α-SMA), tropomyosin, and myosin
which give rise to their contractile ability (Rucker et al., 2000;
Alarcon-Martinez et al., 2018). However, it appears that only a
subset of pericytes perform this role, namely the ensheathing
pericytes at the arteriolar end of the capillary bed which express
higher amounts of α-SMA compared to thin-strand pericytes
in the middle and at the venous end of the capillary, though
this remains controversial (Alarcon-Martinez et al., 2018). Still,
it is important to note that red blood cells deform the walls
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FIGURE 2 | The cellular components of the NVU. The capillary wall contains a single EC layer (green) connected by tight junctions that form the blood-brain barrier
along with pericytes (red), that are embedded within the capillary basement membrane (light blue), and nearby astrocyte endfeet (yellow). Excitatory neurons (blue)
synapse with both vasoactive interneurons (purple), and astrocytes (yellow), who in turn signal to the capillary to alter blood flow according to the metabolic
demands of that brain region. Microglia (indigo) are located in the brain parenchyma and respond to any aversive stimuli to protect the brain.

of capillaries when passing through (Jeong et al., 2006), so any
change to tone or rigidity of mid-capillary or venule end pericytes
may also affect CBF by altering the stiffness of the capillary wall,
thereby changing capillary transit time (Attwell et al., 2016).

Vascular Development and Maintenance
Correct development of the cerebral microvasculature is essential
for neuronal function and pericytes play a critical role in
both development and maintenance of cerebral microcirculation.
In adult-viable pericyte-deficient mice, pericyte loss leads to
vascular dysfunction via a reduction in brain microcirculation,
diminished capillary perfusion, loss of blood flow responses
to brain activation, and BBB breakdown associated with brain
accumulation of neurotoxic serum molecules (Bell et al., 2010).
EC use growth factors such as angiopoietin 1, transforming
growth factor beta (TGF-β) and platelet-derived growth factor-
BB (PDGF-BB) to direct pericytes to migrate to new vessels
in order to stabilize the vascular wall (Ribatti et al., 2011). At
the capillary level, pericytes appear to control the cell cycle
of EC, as well as directly contribute to the formation of the
basement membrane (Bergers and Song, 2005). Pericytes also
secrete angiogenic-promoting factors such as vascular endothelial
growth factor and neurogenic locus notch homolog protein
(NOTCH) 3 to activate angiogenic processes in the adult central
nervous system (Ribatti et al., 2011).

The Blood-Brain Barrier
The BBB is a diffusion barrier vital for preventing toxic material
from the circulation entering the brain. Function of the BBB is
reliant on non-fenestrated EC that form the blood vessel wall

and is supported by both pericytes and astrocytes. Pericytes
can modulate and maintain the BBB through the release of
signaling factors to determine the number of EC tight junctions
and direct the polarization of astrocyte endfeet (Armulik et al.,
2010). A reduction in pericyte numbers can cause a loss of tight
junctions between EC, leading to increased BBB permeability
(Sengillo et al., 2013). In addition, pericytes can control the
movement of substances between the blood stream and the brain
parenchyma, including the vascular clearance of toxic species out
of the brain (Ma et al., 2018).

Neuroinflammation
Neuroinflammation is primarily driven by microglia, astrocytes,
and infiltrating leukocytes, though pericytes are also capable
of performing immune cell functions (Jansson et al., 2014).
Pericytes can phagocytose other cells, respond to and express
inflammatory molecules and cytokines, and present antigens to
immune cells (Rustenhoven et al., 2017). Exposure of pericytes to
cytokines such as interleukin-1 beta (IL-1β) and tumor necrosis
factor alpha (TNF-α) triggers the release of inflammatory
molecules and matrix metalloprotease 9 (MMP9), leading to
BBB breakdown (Herland et al., 2016). In addition, it has been
shown that expression of apolipoprotein E, a major genetic
risk factor for Alzheimer’s disease (Kim et al., 2009), or a lack
of murine apolipoprotein E can lead to vascular dysfunction
and BBB breakdown by activating the pro-inflammatory CypA-
nuclear factor-κB-MMP9 pathway in pericytes (Bell et al., 2012).
As a result, pericytes are able to recruit immune cells and
enable their extravasation into the brain (Rustenhoven et al.,
2017). In transgenic pericyte-deficient mice there is reduced
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leukocyte trafficking across the microvasculature, suggesting that
pericytes play a role in leukocyte recruitment into the brain
(Wang et al., 2006).

Stem Cell Potential
Pericytes are often considered to be similar to mesenchymal stem
cells and both in vitro and in vivo studies have shown they
can differentiate into multiple cell types including angioblasts,
neural progenitors, vascular cells, and microglia (Ozen et al.,
2014; Nakagomi et al., 2015). The exact mediators that control
differentiation of pericytes are still under investigation but
pericyte pluripotency can be utilized as a target for therapeutic
intervention for a number of diseases. An interesting example
of pericyte pluripotency is from the dental pulp where pericytes
could be differentiated into both glial and neuronal cell
types (Farahani et al., 2019). However, this example uses
peripheral pericytes and there is increasing evidence at the
single-cell transcriptomic level that there are molecular and
functional differences between brain-derived pericytes and
pericytes residing in the periphery (Vanlandewijck et al., 2018).

Paracrine Interactions of Pericytes
Endothelial cells and pericytes communicate by juxtacrine
and paracrine signaling through mediators such as TGF-β,
angiopoietin 1/2, vascular endothelial growth factor (VEGF), and
PDGF-BB (Sweeney et al., 2016). These factors are important in
directing vessel development and maturation and formation of
the BBB, as well as pericyte survival and contractility (Armulik
et al., 2011). The importance of pericyte-EC interactions can be
seen in pericyte depletion animal models, such as platelet-derived
growth factor receptor beta (PDGFR-β) knockdown mice, that
display abnormal vascular growth and extensive EC apoptosis
(Hellstrom et al., 2001). Pericytes communicate with each other,
allowing the propagation of signals up or down the capillary,
which can assist in the control of blood flow through the capillary
network (Peppiatt et al., 2006). Astrocytes and pericytes can
interact to alter BBB permeability through astrocyte-secreted
apolipoprotein binding to the low density lipoprotein receptor-
related protein 1 receptor (LRP-1) on pericytes (Ma et al., 2018),
and modulate CBF through astrocyte secretion of prostaglandin
E2 binding to pericyte EP4 receptors (Mishra et al., 2016).
Neurons may interact with pericytes through the release of
neurotransmitters to induce pericyte relaxation (glutamate) or
contraction (noradrenaline) thus altering vascular tone (Peppiatt
et al., 2006; Hall et al., 2014). It is also possible that pericytes may
influence neuronal function through the release of neurotrophic
factors (Shimizu et al., 2012). Overall, the interplay between
pericytes and other cell types of the NVU is complex but enables
precise control over CBF and BBB permeability.

PERICYTE DYSFUNCTION IN
NEUROLOGICAL DISEASE

Aberrant pericyte function and/or pericyte deficiency
accompanied by vascular dysfunction has been observed
in several disease states. A recent publication thoroughly

reviews evidence of pericyte dysfunction in a diverse number
of neurological disorders including stroke, AD, glioma and
other tumors, traumatic brain injury, migraine, epilepsy, spinal
cord injury, diabetes, Huntington’s disease, multiple sclerosis,
radiation necrosis, and amyotrophic lateral sclerosis (Cheng
et al., 2018). A short description of pericyte functions in stroke,
AD, and tumor formation is provided below.

Ischemic Stroke
Ischemic stroke involves the disruption of blood supply to the
brain and can cause extensive neuronal death. While reopening
of the blocked artery has been the predominant focus of ischemic
stroke therapy, there has been limited attention given to the
restoration of capillary blood flow. Multiple studies have shown
that following a stroke, pericytes constrict capillaries and die
in rigor causing the capillary to be clamped shut leading to a
long-lasting restriction of blood flow (no-reflow). These changes
to pericytes post-stroke appear to be driven by an influx of
intracellular calcium and oxidative stress (Yemisci et al., 2009;
Hall et al., 2014). In addition, ischemia leads to the release of
MMP9 by pericytes, which interrupts the tight junctions between
EC and the binding of astrocyte endfeet to the vascular wall,
increasing BBB permeability (Underly et al., 2017). Therefore,
pericytes have been identified as an attractive therapeutic target to
prevent ongoing microvascular-mediated restriction of CBF and
opening of the BBB following stroke.

Alzheimer’s Disease
Alzheimer’s disease (AD), a prevalent neurodegenerative
disorder, is characterized by the accumulation of amyloid beta
(Aβ) to form plaques and hyperphosphorylated tau to form
neurofibrillary tangles. However, it is becoming increasingly
recognized that vascular dysfunction through restriction of CBF
and impairment in the BBB could contribute to and even precede
AD onset and progression. It is hypothesized that Aβ may cause
pericyte death, leading to reduced CBF and loss of BBB integrity,
which may in turn accelerate neuronal degeneration and Aβ

plaque build-up (Winkler et al., 2014). In vitro studies have
confirmed Aβ can cause pericyte toxicity (Wilhelmus et al., 2007)
and both rodent and human studies have shown that pericyte loss
occurs in AD (Sagare et al., 2013; Sengillo et al., 2013). Pericytes
can endocytose perivascular debris, giving them a vital role in
the clearance of molecules such as Aβ (Ma et al., 2018) and may
have protective effects in AD. A recent publication demonstrates
that soluble PDGFR-β is a cerebrospinal fluid biomarker of
pericyte injury during early cognitive impairment and correlates
with BBB disruption independent of Aβ and tau (Nation et al.,
2019). Therefore, identifying ways to prevent pericyte loss
in AD is important given that cerebrovascular changes such
as BBB dysfunction and reduced cerebrovascular density can
occur early in the disease. A recent review that focusses on BBB
physiology more comprehensively details pericyte changes in AD
(Sweeney et al., 2019).

Tumor Formation
Tumor development relies on fast and efficient vascularisation
to match growth, but the abnormal branching, disorganized
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networks, uneven basement membranes, and lack of pericytes
favors non-productive angiogenesis and metastasis (Barlow et al.,
2012). Therefore, delivery of pericyte therapy to the tumor
can allow vascular normalization, preventing metastasis and
improving the efficacy of chemo- or radio-therapy (Meng et al.,
2015). However, many tumor types rely on angiogenesis for
growth, for which pericytes are critical, and so the inhibition of
pericyte-induced angiogenesis may also be a viable therapeutic
target to prevent tumor growth. This has been shown with
imatinib, which blocks the phosphorylation of PDGFR-β in
pericytes, preventing pericyte survival and proliferation, thus
reducing tumor growth (Ruan et al., 2013). Therefore, pericytes
appear to be a double-edged sword in cancer and any future
therapy options will require detailed understanding of their
biology and function in each individual cancer environment
(Meng et al., 2015).

CURRENT TECHNIQUES TO STUDY
PERICYTES

The current focus of pericyte research is to understand their
defining characteristics and roles in the healthy and diseased
brain. Pericytes can be distinguished from other mural cell
types by their morphology, location on the vasculature, and
expression profile (Armulik et al., 2011). Recently, a two-photon
imaging study of transgenic mice demonstrated the structural
diversity of cortical pericytes based on morphology, vascular
territory, and αSMA expression (Grant et al., 2019). Pericytes
are clearly heterogeneous and the specific role of each sub-class
in neurovascular function is currently unknown. New research
tools such as in vivo two-photon microscopy and single-cell RNA
sequencing as well as advancing transgenic mouse technology are
being applied to answer these questions and to better understand
the defining roles and characteristics of pericytes.

Single Cell Sequencing
Given their heterogeneity in structure and function, an important
future direction of pericyte research is the classification of
pericyte sub-classes. Sequencing technology has advanced rapidly
with researchers now examining the transcriptome, proteome,
metabolome, and secretome of cells. A recent study used single-
cell RNA sequencing to transcriptionally profile the principal
cell types of the brain vasculature (Vanlandewijck et al.,
2018). Results showed gradual arteriovenous transcriptional
zonation in EC, while no such zonation or subtyping was
seen within pericytes. Transmembrane transporter activity was
associated with genes that were overexpressed in brain pericytes
when compared with lung pericytes, providing evidence for
organotypic specialization of pericytes, and suggesting that
brain pericytes are directly involved in molecular transport
at the BBB. Though this technique has the potential to
identify pericyte subtypes, results of this particular study did
not find this same zonation profile within brain pericytes.
This hints that signaling from nearby cells may give rise to
the different pericyte morphology that is observed along the
arteriovenous axis.

Pericyte Immunochemistry
While pericytes were initially identified based on their distinct
cellular morphology, other techniques are available to identify
pericytes in vitro and ex vivo using immunochemistry.
Several antigen markers exist for pericytes including
PDGFR-β, neural/glial antigen 2 (NG2), α-SMA, desmin,
and aminopeptidase N (CD13), but all of these are also expressed
by other cells, such as oligodendrocyte precursor cells and
VSMC (Armulik et al., 2011). To confirm pericyte identity
through their juxtaposition with capillaries, pericyte markers
can be co-localized with vascular markers such as fluorescently
conjugated lectins (e.g., FITC-tomato lectin) or EC markers (e.g.,
CD31) (Robertson et al., 2015).

Pericytes in vitro
Pericytes possess the receptors and intracellular signaling
machinery to respond to neurotransmitters and vasoactive
mediators including noradrenaline, angiotensin-II, endothelin-
1, adenosine, and EC-derived nitric oxide (Hamilton et al.,
2010). In vitro pericyte preparations can be used to examine the
molecular biology and signaling pathways controlling pericyte
function. Primary pericyte cell culture using cells derived
from both human and rodent tissue has shown that pericytes
can contract and relax in response to vasoactive mediators
(Neuhaus et al., 2017), as well as secrete cytokines relevant to
neuroinflammatory responses (Rustenhoven et al., 2017). To
study how pericytes interact with other neurovascular cells,
specific in vitro models of the neurovasculature are being
developed. When human brain-derived pericytes and astrocytes
were cultured with human induced pluripotent stem cell-derived
EC, the cultures formed vascular networks in a fibrin gel (Campisi
et al., 2018). These co-cultures can be used to model the BBB and
examine interactions between cells as well as transportation and
diffusion dynamics of specific molecules. More recently, it was
shown that brain-specific mesoderm and neural crest pericyte-
like cells could be derived from human induced pluripotent stem
cells (Faal et al., 2019; Stebbins et al., 2019). This introduces the
possibility of culturing patient-specific pericytes, which would be
a valuable tool to study how genetic disease states affect pericyte
function. In combination, these techniques could enable the
generation of human patient-specific isogenic 3D microfluidic
systems, allowing the modeling of human neurovascular function
in specific disease states to help develop therapeutics with high
specificity (Stebbins et al., 2019). Another approach using ex vivo
brain slices with the cerebrovascular architecture intact can be
used to reveal molecular pathways that control pericyte functions
on capillaries (Hall et al., 2014; Mishra et al., 2016).

Pericytes in vivo
Transgenic mice are available with fluorescently labeled pericytes
(e.g., NG2-DsRed, PDGFR-β-tdTomato), and are commonly
used for imaging of pericytes in vivo using two-photon
microscopy (Hall et al., 2014; Hartmann et al., 2015). Pericyte
location on capillaries can be visualized using vascular tracers
such as FITC-dextran, but a disadvantage of both NG2- and
PDGFR-β reporters is that they label all mural cells which
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includes both pericytes and VSMC (Jung et al., 2017). Fluorescent
Nissl dye Neurotrace 500/525 has been shown to preferentially
bind to pericytes in vivo allowing the imaging of pericytes
without the need for transgenic animals (Damisah et al., 2017).
Mouse models of pericyte depletion have been developed (e.g.,
PDGFRβ+/−) which can lead to impaired BBB functionality
(Armulik et al., 2010). In addition, taking advantage of the Cre-
Lox systems, genes can specifically be knocked-in or -out within
pericytes to alter their function, for example LRP-1 (Ma et al.,
2018), but caution must be noted that other cell types depending
on the Cre-reporter line will also be affected (e.g., VSMC
and oligodendrocyte precursor cells). Optogenetic techniques,
in conjunction with 2-photon imaging, have been shown to
stimulate pericytes to generate a state of vessel constriction,
eliciting pericyte-driven capillary diameter changes (Kisler et al.,
2017a). However, this has not been consistent in all studies (Hill
et al., 2015), possibly due to differences in Cre drivers used or the
model and/or light source used.

FUTURE DIRECTIONS

Sub-Type Classification of Pericytes
In Hall et al. (2014), an important paper was published
stating that pericytes can regulate CBF. Controversially, the
next year a contradictory paper was published stating that
VSMC, not pericytes regulated CBF (Hill et al., 2015). This
disagreement appears to have arisen due to confusion about
the nomenclature of pericytes (Attwell et al., 2016) and has
revealed the need for a universal pericyte classification system.
Several researchers have shown, using high-resolution imaging
techniques, three distinct pericyte morphologies: ensheathing
pericytes which cover much of the vessel surface at the arteriole-
capillary junction and are thought to be contractile; mesh
pericytes on the capillary and post-capillary venule which
have short processes that are longitudinal and wrap around
the vessel; and finally, thin-strand pericytes in the middle
part of the capillary which display the traditional bump-on-a-
log morphology with thin processes running along the vessel
(Figure 1B; Attwell et al., 2016; Berthiaume et al., 2018).
However, while single-cell sequencing could be used to show
differential gene expression profiles of pericytes depending on
their location along the vascular tree, a recent study showed no
RNA expression changes within pericytes, and in fact pericytes
had a substantially different RNA expression profile to arteriolar
VSMC (Vanlandewijck et al., 2018).

Pericyte-Specific Drug Targeting
The ability to activate or inhibit pericyte function has enormous
potential to help treat the underlying cellular pathology in
disease. However, specific drug delivery to pericytes is difficult
considering pericytes share molecular pathways and surface
receptors with other cell types. In addition, drug delivery to
cerebral tissue is difficult, as the BBB allows only selective
passage of cells and small molecules. While strategies to overcome
this issue, such as viral vectors, exosomes, and nanoparticles,
have been trialed, their use to target pericytes in the brain

has been limited (Dong, 2018). One recent study demonstrated
successful peptide-conjugated nanoparticle delivery of the
anticancer drug docetaxel to peripheral pericytes in rats with
neuroblastoma (Guan et al., 2014), while peptide-conjugated
liposomal nanoparticles have also been used to effectively target
pericytes and deliver the anticancer drug doxorubicin in mice
with lung melanoma (Loi et al., 2010). Nanoparticle formulation
with pericyte-binding peptide sequences is possible (Kang and
Shin, 2016) but it has not yet been trialed in the brain. The
delivery of pericyte-targeted drugs through nanoparticles could
provide a novel therapeutic avenue for the treatment of many
neurovascular diseases.

Therapeutic Administration of Pericytes
Pericytes are essential to tissue repair processes; they direct
angiogenesis and therefore the supply of blood to repairing
tissue, as well as facilitate inflammatory responses and clear toxic
substances (Ribatti et al., 2011; Jansson et al., 2014; Rustenhoven
et al., 2017). It has been suggested that administration of
pericytes to brain regions where injury has occurred could
improve the repair process (Cheng et al., 2018). This concept
has recently been examined where the implantation of pericytes
into the brains of an AD mouse model improved blood flow
and reduced the magnitude of Aβ pathology (Tachibana et al.,
2018). The recent developments in induced human pluripotent
stem cell-derived pericytes provides the possibility to create
autologous pericyte cellular therapies for neurodegenerative
diseases that are specific to individual patients, averting
the possibility of complications such as immune rejection
of cells (Faal et al., 2019; Stebbins et al., 2019). Pericytes
themselves can also behave like stem cells and therefore may
be reprogrammed to differentiate into other neurovascular cells
such as neurons and EC (Nakagomi et al., 2015), which could
alleviate neurovascular dysfunction in disease. However, caution
over the administration method of pericytes, similar to stem
cell therapy, must be considered when contemplating pericyte
therapy for disease.

CONCLUSION

While it has been nearly 150 years since the first description
of pericytes, their functions in the brain, both in health and
disease, are still not fully understood. Pericytes form an integral
part of the NVU and act as a central mediator connecting
the brain parenchyma with the vascular system, in order to
meet the considerable metabolic demands of the brain. Pericytes
appear to be susceptible to injury and stress and it is now
recognized that pericyte degeneration can occur in multiple
neurological diseases. Recent advances in technology will enable
pericytologists to create a coordinated classification system for
pericyte sub-types and to determine how each of these influence
overall neurovascular function, in both the healthy and diseased
brain. Until recently, pericytes have been largely overlooked
in numerous areas of biology but their potential as either a
treatment or therapeutic target to alleviate neurological disease
is becoming recognized.
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KEY CONCEPTS

Pericyte
A multi-functional vascular cell that is embedded within the
capillary wall and is important in the regulation of CBF,
maintenance of the BBB, vascular development and stability, and
neuroinflammation. The dysfunction of pericytes in diseases such
as stroke and AD has recently been highlighted.

Neurovascular Unit (NVU)
A grouping of cells that regulate the interaction between the brain
parenchyma and the blood vessels supplying it. The NVU is made
up of neurons, astrocytes, microglia, pericytes, VSMC, and EC.

Blood-Brain Barrier (BBB)
A semi-permeable membrane separating the blood from
the cerebrospinal fluid, and constituting a barrier to the
passage of cells, particles, and large molecules. The BBB
is formed primarily by non-fenestrated endothelial cells
connected by tight junctions, and is supported by pericytes and
astrocyte endfeet.

Cerebral Blood Flow (CBF)
The flow of blood throughout the brain is vital for the
maintenance of brain function, as blood delivers the crucial
energy substrates oxygen and glucose required for neuronal

activity. CBF is tightly controlled at the molecular and cellular
levels by the NVU.

Neurological Disease
Diseases of the brain that can be caused by an acute
injury, e.g., stroke, or a chronic degenerative condition, e.g.,
Alzheimer’s disease.
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Our memories are essential in our daily lives. The frontal and cingulate cortices,
hippocampal system and medial temporal lobes are key brain regions. In addition, severe
amnesia also occurs after damage or dysfunction to the anterior thalamic nuclei; this
subcortical thalamic hub is interconnected to these key cortical memory structures.
Behavioral, anatomical, and physiological evidence across mammalian species has
shown that interactions between the anterior thalamic nuclei, cortex and hippocampal
formation are vital for spatial memory processing. Furthermore, the adjacent laterodorsal
thalamic nucleus (LD), interconnected to the retrosplenial cortex (RSC) and visual system,
also contributes to spatial memory in mammals. However, how these thalamic nuclei
contribute to memory still remains largely unknown. Fortunately, our understanding of
the importance of the thalamus in cognitive processes is being redefined, as widespread
evidence challenges the established view of the thalamus as a passive relay of sensory
and subcortical information to the cortex. In this review article, we examine whether the
anterior thalamic nuclei and the adjacent LD are suitable candidates for “higher-order”
thalamic nuclei, as defined by the Sherman and Guillery model. Rather than simply
relaying information to cortex, “higher-order” thalamic nuclei have a prominent role in
cognition, as they can regulate how areas of the cortex interact with one another. These
considerations along with a review of the latest research will be used to suggest future
studies that will clarify the contributions that the anterior and LD have in supporting
cortical functions during cognitive processes.

Keywords: anterior thalamus, entorhinal cortex, grid cells, head direction cells, hippocampus, laterodorsal
thalamus, prefrontal cortex, retrosplenial cortex

BACKGROUND

In mammals, interconnected brain regions, including the medial temporal lobes, frontal and
cingulate cortices and diencephalon, support the formation of new memories (Aggleton, 2014).
An important feature of these extended neural networks is anatomical convergence of cortical and
medial temporal lobe connections within the anterior nuclei (ATN) and the laterodorsal nuclei
(LD) of the thalamus. Behavioral and physiological evidence also indicate these thalamic structures
are important hubs within the memory circuitry. However, how the ATN and LD are influencing
this circuitry is not yet well understood.

In humans, damage to the ATN from stroke, alcohol abuse, or neurodegenerative
disorders is associated with an impaired ability to form new memories (Harding et al., 2000;
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Van derWerf et al., 2000, 2003; Carlesimo et al., 2011; Kopelman,
2015; Aggleton et al., 2016; Perry et al., 2018). Animal models
with damage to the ATN are also impaired in forming new
memories. For example, localized ATN lesions in non-human
primates impaired new learning in an episodic-like memory task
(Parker and Gaffan, 1997). Similarly, excitotoxic lesions to the
ATN in rodents consistently result in severe spatial memory
deficits in tasks involving allocentric navigation (Aggleton and
Brown, 1999; Mitchell and Dalrymple-Alford, 2005; Aggleton
and Nelson, 2015; Dalrymple-Alford et al., 2015; Perry et al.,
2018; Wolff and Vann, 2019). Deficits after ATN lesions are
not restricted to spatial navigation though. For example, rodents
are also impaired at making biconditional discriminations,
contextual memory processing, forming fixed paired associations
between an object and location, and reproducing accurate
temporal order memory for a list of previously presented
odors (Sziklas and Petrides, 1999; Gibb et al., 2006; Wolff
et al., 2006; Law and Smith, 2012; Dumont et al., 2014). The
contribution of the LD to spatial memory has thus far only
been explicitly examined in two studies. In one study, LD
inactivation resulted in increased reference memory errors in
the radial arm maze, and in the other study, excitotoxic LD
lesions impaired watermaze acquisition and retention of a fixed
platform location (Mizumori et al., 1994; van Groen et al.,
2002). Additional causal evidence from rat studies that either
combined or extended lesions in the LD with those in the ATN
support its role in spatial memory (Warburton et al., 1997;
Wilton et al., 2001).

The ATN and LD sit at a convergence point within a
complex array of cortical and subcortical connections (Figure 1;
Aggleton et al., 2010; Jankowski et al., 2013; Dalrymple-Alford
et al., 2015). These include widespread, often reciprocal, links
to frontal cortex, cingulate cortex, especially retrosplenial cortex
(RSC), and hippocampal formation (Shibata, 1998, 2000; van
Groen et al., 2002; Shibata and Naito, 2005). One of the
main points of difference between the ATN and LD are the
primary subcortical afferents they receive. The ATN receive their
primary ascending afferents from the mammillary bodies (MB),
which are also strongly implicated in mnemonic processing
(Vann, 2010). The inputs to the MB originate in the vestibular
system and run via the midbrain tegmental nuclei of Gudden
(Guillery, 1955, 1956; Taube, 2007). The LD receives its
primary ascending afferents from visual structures, including
the pretectum, superior colliculus and ventral lateral geniculate
nucleus (Thompson and Robertson, 1987).

The ATN can be divided into three subnuclei: anterodorsal
(AD), anteroventral (AV), and anteromedial nuclei (AM:
Figure 1). Differences in their connectivity have been tied
to specific functional distinctions between them (Aggleton
et al., 2010). For an excellent description of the anatomical
connectivity of the ATN across species, see Bubb et al. (2017).
In contrast, anatomical and functional distinctions of the LD
are not as well defined, but there is some evidence for a
dorsolateral—ventromedial divide (Thompson and Robertson,
1987). The known neuroanatomical connectivity indicates that
the LD provides key visual inputs to the extended hippocampal
system and entorhinal cortex.

The dorsal aspect of the LD, and the AD are proposed
to form part of a lateral head direction circuit along with
the postsubiculum, lateral MB, and RSC (Taube, 2007). This
circuit is characterized by cells that preferentially fire when
the animals’ head is oriented in a specific direction, acting
somewhat like a compass. Recent evidence indicates that head
direction cells in both the LD and AD coded separately the
rat’s heading and movement directions (Enkhjargal et al., 2014).
Head direction cells in the LD have been reported to differ
from those in the AD, in that they are highly dependent on
visual cues, whereas head direction cells in the AD can form
highly directional firing after initial exposure to an environment,
and can be maintained in the absence of visual cues (Mizumori
and Williams, 1993; Goodridge et al., 1998). These differences
are likely generated from differences in their respective inputs
(Figure 1). The functional implication of these differences is not
yet clear, although both types of information are clearly necessary
for effective navigation.

In contrast to the LD andAD, the AV andAM are proposed to
form part of a theta circuit with the medial MB, prefrontal cortex
(PFC), RSC, and hippocampal formation (Vann and Aggleton,
2004; Jankowski et al., 2013). Theta rhythms (3–8 Hz in humans
but 4–12 Hz in rodents) within this circuitry are thought to
synchronize distally located populations of neurons and provide
a framework for the inter-structural communication necessary
for complex cognitive functions, such as memory processing
(Buzsáki, 2002, 2005; Kirk and Mackay, 2003; Rutishauser
et al., 2010; Colgin, 2011). The AV and AM also contain
some head direction cells, and the AM some grid-like cells,
suggesting they may be important convergence points between
multiple streams of information that are filtered and passed
on to cortex (Aggleton et al., 2010; Tsanov et al., 2011a,b,c;
Jankowski et al., 2015).

Important differences between the LD, AV, AD and AM
are also observed in the pattern of cortical connections they
receive (Figure 1). This is especially true for the AM, which is
linked to many areas of PFC, including medial PFC and anterior
cingulate cortex (ACg; Hoover and Vertes, 2007; Xiao et al., 2009;
Jankowski et al., 2013). Further differences are found in their
respective links with RSC. The AD and AV are predominantly
interconnected with granular RSC, which is principally involved
in navigational processing, while the AM is predominantly
connected with dysgranular RSC, which is principally involved
in visual processing (van Groen and Wyss, 1990, 1992, 1995,
2003; van Groen et al., 1999; Shibata, 1998). The LD has
reciprocal connections with both granular and dysgranular RSC
(Sripanidkulchai and Wyss, 1986; Shibata, 1998, 2000). Further,
RSC afferents to the AD, AV and AM originated in layer VI,
suggesting that RSC modulates how ATN communicate with
other structures, whereas LD receives both layer V (driver) and
VI (modulator) inputs. The LD also has reciprocal projections
with Brodmann area 18b of the visual cortex, whereas AM only
projects to visual cortex (Thompson and Robertson, 1987; van
Groen and Wyss, 1992; Shibata and Naito, 2005). Finally, only
LD and AV share reciprocal connections with secondary motor
cortex, but all four thalamic nuclei project to entorhinal cortex
(Shibata and Naito, 2005).

Frontiers in Molecular Neuroscience | www.frontiersin.org 2 July 2019 | Volume 12 | Article 16762

https://www.frontiersin.org/journals/molecular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/molecular-neuroscience#articles


Perry and Mitchell Limbic Thalamus Higher Order Relays

FIGURE 1 | Schematic diagrams outlining the main connections of (A) the anteroventral (AV), (B) the anterodorsal (AD), (C) the anteromedial (AM) subnuclei of the
anterior thalamic nucleus, and (D) the laterodorsal (LD) thalamic nucleus from studies in rats, cats and monkeys. All four nuclei share dense reciprocal connections to
both the RSC and the hippocampal formation. Clear functionally relevant differences are apparent however, between the additional connections of each subnucleus.
For example, the AM is broadly connected to many cortical sites including prefrontal, temporal and sensory cortex, whereas the AD has few cortical connections,
and does not project to the anterior cingulate like the AM, AV and LD. Another critical point of difference is that all three subnuclei of the ATN receive one primary
input containing mnemonically relevant information from the mammillary bodies (MB), whereas the LD receives ascending afferents from regions associated with
visual processing, such as the pretectal complex. Arrowheads indicate the direction of information flow, with double headed arrows showing reciprocal connections
between structures. The colored boxes indicate the three major functional processes, theta rhythm (green), head direction (gold) or visual processing (blue),
associated with these four thalamocortical circuits. Structures associated with two or more of these processes are indicated by a combination of colors. The larger
gray boxes group each structure into the broader category of brain region it belongs to, e.g., cortex. Additional connections also exist between cortical structures,
the hippocampal formation, midbrain, and brainstem but these are not depicted here. We have also included the presubiculum and postsubiculum as separate
structures but we note that the dorsal part of the presubiculum is commonly known as the postsubiculum. Additional abbreviations: Dtg, dorsal tegmental nucleus of
Gudden; LD tegmental nucleus, laterodorsal tegmental nucleus; LMB, lateral mammillary bodies; MMB, medial mammillary bodies; RSC, retrosplenial cortex; TRN,
thalamic reticular nucleus; vLGN, ventral part of the lateral geniculate nucleus of the thalamus; Visual cortex 18b, Brodmann area 18b; VTg ventral tegmental nucleus
of Gudden.

SUMMARY OF THE ESTABLISHED
PRINCIPLES

The thalamus sits at an important interface between the cortex
and its numerous inputs. Every part of cortex receives a
thalamic input, and with few exceptions, i.e., the olfactory input,
the thalamus is the sole provider of sensory and subcortical
information to cortex (Sherman, 2017). Early studies of trans-
thalamic sensory relays suggested almost one to one replication
of the primary ascending afferent signal in the thalamus. These
findings led to the now entrenched view of the thalamus as
a passive relay of information to cortex (Sherman, 2017). In
this view, any cognitively relevant transformations of ascending
sensory or subcortical information would only occur once they
passed through thalamus and reached higher order processing
sites in the cortex (Halassa, 2018). In their seminal article,

Sherman and Guillery (1996) challenged this simplistic view
of thalamic function, suggesting instead that the thalamus
contains at least two types of nuclei; ‘‘first’’ order nuclei of
sensory or subcortical information as previously proposed, and
also ‘‘higher’’ order nuclei that influence cortical activity by
supporting the ‘‘transfer’’ of information from one area of cortex
to another. Citing a large body of anatomical and physiological
evidence on the visual pathway formed by the lateral geniculate
nucleus, Sherman and Guillery (1996) demonstrated that even
in first order nuclei, the role of the thalamus is highly
dynamic with the ability to modulate the information it passes
to cortex.

First Order Nuclei
‘‘First’’ order thalamic nuclei are those that receive primary
ascending afferents or ‘‘driver’’ inputs from peripheral sensory,
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FIGURE 2 | Schematic representation (A) of the organization of a first order (left panel) and higher order (right panel) thalamic relay according to the Sherman and
Guillery (1996) model. Panel (B) depicts a hypothetical scenario based on the work of Xiao and Barbas (2002) and Xiao et al. (2009) of the anteromedial subnucleus
(AM, orange) of the anterior thalamic nuclei as a higher order thalamic relay to anterior cingulate cortex (ACg) in the macaque monkey. Panel (C) depicts a
hypothetical scenario based on the work of Shibata (2000) and Thompson and Robertson (1987) of the laterodorsal thalamic nucleus (LD, orange) as a higher order
relay to the dysgranular (29d) retrosplenial cortex in a rat (Shibata, 2000). In a higher order thalamic relay both a “driver” afferent from layer V of the cortex (dotted
lines) and a “modulator” afferent from layer VI of cortex (short dashed lines) and the (TRN, green) innervates the thalamic relay neuron. The thalamic relay neuron then
in turn projects this cortical information back to layers of cortex (large dashed lines). Projections from the brainstem reticular formation (BRF) and directly from the TRN
provide additional modulation to these thalamic relay neurons (Sherman, 2017). Coronal sections for the macaque monkey (B) adapted from http://braininfo.rprc.
washington.edu/PrimateBrainMaps/atlas/Mapcorindex.html. Images taken at −9 mm and −5 mm from the AC in the macaque brain. Coronal sections for the rat

(Continued)
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FIGURE 2 | Continued
(C) adapted from Paxinos and Watson (1998). Images taken −6.04 mm and
−2.56 mm from Bregma in the rat brain. Additional abbreviations: 29a-b,
Brodmann area 29a-b, granular retrosplenial cortex; 29d, Brodmann area
29d, dysgranular retrosplenial cortex; AC, anterior commissure; AD,
anterodorsal subnucleus of the anterior thalamic nuclei; AV, anteroventral
subnucleus of the anterior thalamic nuclei; Fx, fornix; Cd, caudate nucleus;
CM, centromedial nucleus of the thalamus; HF, hippocampal formation; MD,
mediodorsal thalamus; PC, paracentral nucleus; Po, posterior thalamic
group; PV, paraventricular nucleus; Re, nucleus reuniens of the thalamus; SM,
stria medullaris; ST, stria terminalis; tdt, telodiencephalic fissure; VApc,
ventroanterior nucleus (parvicellular); VAmc, ventroanterior nucleus
(magnocellular); VI, Layer six of cortex; V, Layer five of cortex; I–IV, Layers one
to four of cortex; VL, ventrolateral thalamus; VLO, oral part of the ventrolateral
nucleus; VPL, ventroposterolateral thalamus; VPM, ventroposteromedial
thalamus, WM, white matter.

or subcortical regions (Sherman and Guillery, 1996). One
example is the retinal input into the lateral geniculate nucleus
of the thalamus, which is ‘‘relayed’’ to visual cortex. First
order nuclei also receive distinct fine ‘‘modulator’’ afferents
from layer VI of the cortex (Sherman and Guillery, 1996;
Sherman, 2016). This modulation is generally linked to the
inhibitory GABA pathway passing through the thalamic reticular
nucleus (TRN). Modulator inputs form part of a reciprocal
circuit, meaning that the layer VI cortical afferents project
to the same thalamic region that innervates the layer VI
cortical neurons (Sherman, 2016). The ‘‘driver’’ inputs provide
the major functional input to the thalamic relay cells and
the ‘‘modulator’’ cortico-reticular-thalamic inputs provide a
means to ‘‘gate’’ or control the flow of information to cortex
(Sherman, 2016).

Higher Order Nuclei
Unlike ‘‘first’’ order nuclei, ‘‘higher’’ order nuclei receive few or
no comparable ascending sensory or subcortical afferents but
instead receive two types of afferents from cortex (Sherman and
Guillery, 1996). One of these is just like the layer VI modulatory
cortico-reticular-thalamic input received by first order nuclei.
The other is comprised of coarse afferents from pyramidal
cells located in layer V (Sherman, 2016). Therefore, higher
order nuclei represent part of a feed-forward cortico-thalamo-
cortical pathway that ‘‘relays’’ information from one part of
the cortex to another. Interestingly, recent evidence has shown
that optogenetic activation of the mediodorsal thalamic nucleus
(MD), a higher order nucleus for PFC, does not appear to alter
the specificity of cortical representations, but rather enhances the
local effective connectivity within the PFC (Schmitt et al., 2017).

Given the prominence of the ATN and LD in memory
formation, it is worth considering how they might fit the
Sherman and Guillery (1996) model. Such a consideration
drives a number of testable hypotheses regarding the functional
contribution of ATN and LD to the wider extended hippocampal
memory circuit and perhaps could further our understanding
of why such profound memory deficits occur when they are
damaged. The next section examines the state of our current
knowledge with regards to the functional interactions between
ATN, LD and their interconnected cortical sites.

CURRENT STATE OF THE ART

The known neuroanatomical differences indicate that rather
than considering either the ATN or LD as a whole structure,
we should instead consider their subnuclei as separate entities.
Previous work has shown that the physiological attributes
of the driving inputs to the AD from the lateral MB, and
modulatory afferents from cortex implicate it as a first order
relay (Petrof and Sherman, 2009). Further, novel molecular
evidence has reinforced the functional heterogeneity of ATN
subnuclei. Phillips et al. (2018) developed a comprehensive
transcriptomic atlas of mouse thalamus. Themajority of thalamic
nuclei belong to one of three major clusters, which appear to
lie on a single continuum relating to the thalamic mediodorsal
axis, with any given cortical region getting input from each
of these clusters. Interestingly, ATN subnuclei did not cluster
together, rather AV along with LD fell into the ‘‘primary’’
cluster. Nuclei within this cluster were enriched in gene encoding
neurotransmitters, ion channels, and signaling molecules, all of
which contribute to faster channel kinetics and narrower action
potentials. By contrast, AM, along with regions like MD, fell
into the ‘‘secondary’’ cluster, which were strongly enriched in
neuromodulatory genes. There is strong evidence that at least
one subnucleus of MD, the parvocellular MD in non-human
primates, is a higher order relay for dorsolateral PFC, as it
receives inputs from both layer V and VI neurons and appears to
modulate intercortical connectivity (Schwartz et al., 1991; Rovó
et al., 2012; Mitchell, 2015; Collins et al., 2018). The AM also
appears to receive inputs from layer V and VI of the cortex,
at least in non-human primates, raising the possibility that it
may act as a higher order relay (Xiao et al., 2009), although in
rat, it has been categorized as a first order relay (Varela, 2014).
Interestingly, the mouse AD did not appear to conform to any of
the three clusters defined by Phillips et al. (2018).

Further to these molecular differences, there is growing
evidence that ATN is more than a passive relay of hypothalamic
and brainstem information to cortex. Recent work has shown
how selective manipulations in ATN have a profound impact
across many structures in the limbic cortex, likely contributing
to the cognitive deficits observed inmammals with ATN damage.
For example, temporary inactivation of rat ATN altered grid-like
firing patterns of medial entorhinal cortex (MEC) neurons,
while ATN lesions reduced the number of grid-cell neurons
in the MEC (Winter et al., 2015). This evidence supports
the hypothesis that head direction cell inputs from ATN are
involved in the formation of MEC grid cell patterns (Winter
et al., 2015). Further, viral tracers demonstrated the pathway
for head direction information transfer from the AD onto MEC
via the presubiculum (Huang et al., 2017), with the inhibitory
micro-circuity within presubiculum possibly maintaining the
head direction signal (Simonnet et al., 2017; Simonnet and
Fricker, 2018). In addition, ATN lesions in rats also result in
microstructural changes in the hippocampus and RSC (Harland
et al., 2014). Along with severe spatial memory impairments,
Harland et al. (2014) observed substantial reductions in dendritic
spine densities, which are associated with synaptic plasticity in
hippocampal CA1 and RSC granular b cortex. Finally, high-
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frequency stimulation (∼130 Hz) of rodent ATN increased
neurogenesis in the dentate gyrus and aided performance
on memory tasks (Toda et al., 2008; Encinas et al., 2011;
Hamani et al., 2011).

Similarly, stimulation of ATN in larger mammals modulated
hippocampal field potential in a frequency dependent manner
and increased the BOLD response in hippocampus and PFC
(Stypulkowski et al., 2014; Gibson et al., 2016); and finally in
humans, recordings from multiple depth electrodes in patients
with epilepsy showed high-frequency stimulation (∼130 Hz) of
ATN was capable of decoupling large scale neural networks that
included hippocampus, insular cortex, parahippocampal cortex
and dorsolateral PFC (Yu et al., 2018).

FUTURE DIRECTIONS

Our understanding of cortico-thalamo-cortical interactions and
their purpose are still limited, especially with respect to higher
order relays. However, based on current findings, there appears
to be some evidence that AM (Figure 2) might act as a higher
order relay to cortex in primates, while the AD is a first order
relay. However, howAV and subnuclei of the LD influence cortex
still remain to be fully explored. Influences from outside the
limbic circuitry also need to be investigated. For example, inputs
from dorsal striatum and medial precentral cortex are likely to
be modulating theta within ATN, LD, hippocampal formation
and MEC for grid cell formation (Mehlman et al., 2019a,b).
Also key to our understanding is whether the relationship of
any cortico-thalamo-cortical projections involving ATN and
LD are conserved across species. Thus, far cortico-thalamo-
cortical interactions have focused heavily on rodent models
(Sherman, 2016; Schmitt et al., 2017). Mice and rats provide
a great starting point for proof of principle, but they lack
the cortical and thalamic development present in higher order
species, such as non-human primates and humans (Halassa,
2018). Thus, it is likely that there are differences in fundamental
aspects of thalamocortical circuits across species still waiting
to be discovered.

What still remains to be understood in neuroscience, and
with specific relevance to this review article, is how ATN and
LD are managing the various streams of afferent information
they receive; clearly the layer VI projections from the RSC
are important (Mitchell et al., 2018). Furthermore, it is critical
that the nature of the efferent signals they pass on to
cortex is characterized. Animal and human experiments that
record neural activity from ATN and LD subnuclei and their
cortical targets during relevant behavioral tasks will be of great

interest. Altering thalamic, striatum, or cortical functioning,
using pharmacological agents or optogenetics, and targeting
specific cell layers or cell types using transgenic, or viral vector
approaches will also be essential to dissecting the specific
learning and memory, and navigational functions of these
thalamocortical circuits.

Finally, imaging techniques are still constrained by a lack
of resolution and continue to struggle to define individual
thalamic nuclei (Aggleton et al., 2016). However, using a 7T
magnetic imaging scanner and advanced image processing
techniques, some of the microstructural components of the
MD could be elucidated in humans (Pergola et al., 2018).
Consequently, similar strategies may be applied to cognitive
and behavioral neuroscience studies investigating ATN and
LD, with the caveat that for the ATN at least, it is a much
smaller thalamic structure. There has also been increasing
work examining ATN-cortical interactions during electrode
implant surgeries for refractory epilepsy in humans. We
hope that such opportunities will be utilized more in the
future, especially in conjunction with detailed cognitive and
behavioral tasks and advanced neuroimaging analyses of
these patients.

CONCLUDING REMARKS

Evidence from animals and humans support the importance of
cortical and subcortical interactions during cognitive processes,
including learning and memory, and navigation. Modern
neuroscience techniques must now be used to explore how and
why these interactions are so critical when we are learning new
information, or optimizing our behaviors. In order to advance
our knowledge, wemust characterize the underlyingmechanisms
that support these interactions between neural structures
important for forming new memories, both in the normal brain,
for which animal models remain essential, and in patients with
neurodegenerative diseases and neuropsychiatric disorders.
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Here, we review the neural circuit bases of habits, compulsions, and addictions,
behaviors which are all characterized by relatively automatic action performance. We
discuss relevant studies, primarily from the rodent literature, and describe how major
headway has been made in identifying the brain regions and neural cell types whose
activity is modulated during the acquisition and performance of these automated
behaviors. The dorsal striatum and cortical inputs to this structure have emerged as
key players in the wider basal ganglia circuitry encoding behavioral automaticity, and
changes in the activity of different neuronal cell-types in these brain regions have
been shown to co-occur with the formation of automatic behaviors. We highlight how
disordered functioning of these neural circuits can result in neuropsychiatric disorders,
such as obsessive-compulsive disorder (OCD) and drug addiction. Finally, we discuss
how the next phase of research in the field may benefit from integration of approaches
for access to cells based on their genetic makeup, activity, connectivity and precise
anatomical location.

Keywords: habits, goal-directed behavior, striatum, prefrontal cortex, dorsomedial striatum, dorsolateral striatum

BUNDLES OF HABITS

‘‘When we look at living creatures from an outward point of view, one of the first things that strike us
is that they are bundles of habits’’ (James, 1890). Behavioral automaticity, as eloquently expressed
in William James’ treatise ‘‘Habit,’’ is a fundamental aspect of our existence, and is essential
for freeing-up our cognitive capacities so they can be directed to engaging novel and complex
experiences, as further elaborated by James: ‘‘Themore of the details of our daily life we can hand over
to the effortless custody of automatism, the more our higher powers of mind will be set free for their
own proper work.’’ (James, 1890). However, James also was very clear that these very same attributes
of habits are also responsible for the most severe restrictions on our liberty. ‘‘Habit is thus the
enormous fly-wheel of society, its most precious conservative agent. It alone is what keeps us all within
the bounds of ordinance. . .’’ The topic of habit formation and its role in adaptive and maladaptive
behavior has been extensively reviewed, most comprehensively in a recent dedicated issue of
Current Opinion in Behavioral Science (Knowlton and Diedrichsen, 2018). Here, we provide a
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concise synthesis of the literature on the neural circuit basis of
habits and their more extreme counterparts, compulsions and
addictions, focusing on striatal circuits, which have primarily
been deciphered in rodents. We begin with an overview of the
common circuitry utilized by automatic behaviors, highlighting
the importance of the dorsal striatum and inputs to this structure.
We subsequently describe behavioral models used to study
habits, compulsions and addictions, and then examine the neural
circuit bases of these behaviors at increasingly higher resolution
of analysis. We illustrate the established roles of the dorsolateral
and dorsomedial subregions of the striatum in behavioral
automaticity, and then review the complex picture of the roles
of different striatal input structures, as well as specific cellular
and synaptic modifications. Finally, we propose a roadmap for
future investigations, integrating emerging molecular and circuit
analysis methodologies with increasingly detailed knowledge of
the multidimensional diversity of striatal cell-types, in order to
analyze the circuits underlying automatic behaviors.

WHAT ARE HABITS, COMPULSIONS, AND
ADDICTIONS AND HOW ARE THEY
RELATED?

We intuitively use the term habit to describe behaviors that
have become so ingrained that we perform them almost
automatically, autonomously of the outcome (James, 1890;
Dickinson, 1985; Graybiel, 2008; Robbins and Costa, 2017),
and which, in extreme form, can become a compulsion or
addiction. This is in contrast to goal-directed, purposeful
behavior, in which an action is explicitly performed with the
objective of obtaining a desired outcome (Valentin et al., 2007;
Graybiel, 2008; Gremel and Costa, 2013; Robbins and Costa,
2017; Nonomura et al., 2018; Figures 1A,B). Goal-directed and
habitual behaviors can be distinguished by their differential
sensitivity to reward devaluation (i.e., reducing the value of the
outcome; Figure 1C). Purposeful behavior will diminish if the
outcome is no longer desired, while habitual performance will
persist, since during the development of habitual behavior, the
action becomes dissociated from the outcome, and performance
is driven instead by antecedent stimuli and/or emotional
states. Habitual behavior is therefore associated with behavioral
automaticity, with diminished reliance on reinforcement. Thus,
habits are shaped by past experience, and are characterized
by computational efficiency and inflexibility, in contrast
to goal-directed behavior, which is characterized by active
deliberation of future consequences, high computational cost,
and an adaptive flexibility to changing environments (Daw
et al., 2005). Major benefits come from automaticity and
independence from reinforcement, which allows the brain to
free up rate-limiting attentional and decision-making resources.
However, automaticity can also be detrimental, underlying
the susceptibility to the development of maladaptive habits,
which in the extreme can result in compulsions and addictions
(Figures 1A,B). The central characteristic of compulsions and
addictions is the continued pursuit of a previously rewarding
stimulus, despite its clear current association with adverse

consequences (Lüscher andMalenka, 2011; Volkow andMorales,
2015). This hallmark of addiction, action performance in spite
of punishment, can be viewed as an extreme of habitual
behavior (Figures 1A–C).

The intimate relationship of habits, compulsions and
addictions is further made obvious by the coincident expression
of behaviors of these categories. For instance, patients with
obsessive-compulsive disorder (OCD) also demonstrate an
enhanced tendency for dominance of habitual behavior (Gillan
et al., 2011, 2016). Additionally, exposure to drugs of abuse, as
well as binge-eating of palatable foods, enhance habit formation
(Everitt and Robbins, 2016). Thus, cocaine addicts exhibit a
higher tendency to form habits (Ersche et al., 2016), and
alcohol exposure accelerates the emergence of habitual behavior
(Corbit et al., 2012; Hogarth et al., 2012). These pathological
states of behavioral automaticity have been shown to utilize
overlapping circuitry.

COMMON LIMBIC CIRCUITRY
UNDERLYING REINFORCEMENT
LEARNING AND BEHAVIORAL
AUTOMATICITY

The neural circuits involved in instrumental learning and the
automation of behavior (habits, compulsions, and addictions)
include the striatum, midbrain dopaminergic nuclei, and regions
of cortex that project to the striatum. These circuits are the
primary focus of this review article, although it should be
noted that the amygdala, thalamus, pallidum, and other limbic
regions that are part of the broader basal ganglia circuitry are
also involved in these behaviors. It has long been known that
the striatum and its associated circuitry play a pivotal role
in reinforcement learning and the development of behavioral
automaticity found in habits, compulsions and addictions. The
circuit composed of the ventral tegmental area (VTA) midbrain
neurons projecting to the ventral striatum is considered to
be the main circuit mediating reward and reward prediction
error in the brain. Drugs of abuse target this circuit by either
directly (e.g., nicotine) or indirectly (e.g., opioids) increasing
midbrain dopamine neuron activity, and therefore enhancing
dopamine signaling at release sites in the ventral striatum,
or by directly inhibiting dopamine’s reuptake upon its release
(e.g., cocaine; Lüscher, 2016). Thus, many studies of drug
addiction have focused on neuroplastic changes that are induced
in the ventral striatum following consumption of drugs of
abuse (Lüscher and Malenka, 2011; Wolf, 2016). At the same
time, habit formation has mostly been studied in the context
of changes that occur in the dorsal striatum, which receives
dopaminergic input from the Substantia Nigra Pars Compacta
(SNc), while genetic mouse models of compulsion have focused
on abnormal corticostriatal circuitry, largely involving dorsal
striatum (Graybiel and Grafton, 2015; Smith and Graybiel, 2016).
Thus, there has historically been a divided focus within the
striatum, with ventral-striatal circuitry primarily investigated in
the context of drug addiction, and dorsal-striatal circuitry in
goal-directed and habitual reinforcement learning.
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FIGURE 1 | Characteristics of the shift from goal-directed to habitual behavior. (A) Left: Goal-directed and habitual behaviors are competitive processes that act in
balance. Goal-directed behavior is characterized by a high requirement for attention, is highly contingent on present reward value, and demonstrates flexibility of
responding. Habitual behavior is stimulus-driven, less dependent on present reward value, and governed by behavioral automaticity. Right: Addiction/compulsion
represents an extreme state of habit. (B) The transition from goal-directed behavior to habitual behavior and then into compulsion, or addiction is graded. Shift from
goal-directed to habitual behavior and then to compulsion/addiction corresponds to strengthened stimulus-response association and reduced action-outcome
contingency. These processes are bidirectional, i.e., a behavior can shift on the spectrum from goal-directed to habitual performance, and back again—though in the
extremes of addiction whether it is possible to return fully to habit/goal-directed states is less clear. (C) During instrumental training, rates of responding for a reward
increase. Post-training reward devaluation reduces response rates more quickly for goal-directed behaviors than it does for habitual behaviors, which take many
more extinction trials to fully dissipate. The extremes of addiction are characterized by compulsive responding that is resistant even to punishment. (D) The balance
between goal-directed and habitual behavioral states corresponds to relative levels of neural activity in the dorsomedial (DMS) vs. dorsolateral (DLS) striatum.
(E) Task-bracketing activity pattern emerges in the DLS as animals are over-trained on a rewarded behavioral sequence (e.g., running a T-maze for a tasty reward).
Spiny Projection Neurons (SPNs) exhibit high activity at the beginning of a learned motor sequence and again at the end as the animal approaches the reward.
Fast-spiking interneurons (FSIs) exhibit high activity during the middle stages of a behavioral sequence.

Over a decade ago, it was proposed that all of
these instrumental behaviors ranging from habits to
compulsions/addictions involve a shift in activity from the
ventral to the dorsal striatum as habit learning progresses,
and from the dorsomedial striatum to dorsolateral striatum
as behavioral automaticity becomes more ingrained (Everitt
and Robbins, 2005, 2013, 2016; Graybiel, 2008). The anatomy
of corticostriatal circuits is well-suited to support such a
mechanism, as the striatum is composed of spiraling loops
through dopaminergic-striatal circuitry, ascending from the
ventromedial to dorsolateral striatum (Haber et al., 2000; Haber,
2016). Here, we review the evidence that habits, compulsions
and addictions are linked not only by their phenotype of
behavioral automaticity but also by the underlying neural
circuitry and plasticity mechanisms that give rise to them. This
review article will focus on the essential role of dorsal-striatal
circuits in encoding behavioral automaticity in several of its
diverse manifestations.

EXPERIMENTAL PARADIGMS USED TO
MODEL HABITS, COMPULSIONS AND
ADDICTIONS

Two major experimental paradigms have dominated the rodent
literature on habits: (a) over-training (Jog et al., 1999; Graybiel,
2008; Smith and Graybiel, 2014); and (b) random interval (RI)
training (Dickinson, 1985; Hilário et al., 2007; Rossi and Yin,
2012; Robbins and Costa, 2017). In both paradigms, animals
are trained on an instrumental learning task, in which they
learn to perform an action in order to obtain a reward. In
over-training, an association between the stimulus and action
(i.e., response) is formed and strengthened over the course
of many more trials than are necessary for learning the task.
During this overtraining, the stimulus-response association
overwhelms the initially stronger relationship between the
rewarding outcome and the contingent action (Graybiel, 2008;
Smith and Graybiel, 2014). The strength of the stimulus-
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response association vs. that of the response-outcome is
measured as the persistence in learned action performance
during extinction trials following devaluation of the reward
(Dickinson, 1985; Rossi and Yin, 2012). Thus, the rate of action
performance following devaluation is used as a metric to assess
the degree to which animals have become habit-entrained.
Experimentally, such reward devaluation is often achieved by
satiating the subject on the reward or pairing the reward with an
aversive stimulus.

Though over-training is intuitive and advantageous in
the simplicity of the experimental paradigm and framework,
it is noteworthy that by definition, overtraining requires
experimental subjects to perform many more trials than control
subjects. This discrepancy in trial number forces an imbalance
in experience between subjects and controls that may complicate
analysis of the neural signatures of habit formation. An
alternative approach to experimentally weaken the contingency
between action and reward is RI training (Dickinson, 1985;
Rossi and Yin, 2012; Robbins and Costa, 2017). In RI training,
animals are trained to perform a specific action for a reward,
which becomes available when the animal first successfully
performs the required action after a random time interval has
elapsed since the presentation of the previous reward. This
paradigm promotes persistent, habitual behavior, as it is difficult
for the subject to develop a clear association between action
and outcome. A commonly used reference paradigm for RI
training is random ratio (RR) training (Rossi and Yin, 2012),
in which the contingency between the action and reward is
more direct. RR training largely promotes similar behavioral
output to RI training (similar rate of actions), while retaining
goal-directed behavior, sensitive to devaluation (Figure 1C).
In both overtraining and RI/RR paradigms, the contingency
between action and outcome, or reward, is impacted, producing
goal-directed behavior when response-outcome contingency is
high, or habitual behavior when response-outcome contingency
is low and stimulus-response contingency is high.

Drug addiction is modeled in animals in two principal ways:
the first is non-contingent administration, where drugs are given
to animals without being dependent on the animal’s response.
The second is contingent drug self-administration, where the
drug is delivered in response to an operant behavior, such as
pressing a lever (Wolf, 2016). While non-contingent cocaine
administration is advantageous in the experimental control over
the parameters of cocaine exposure, self-administration more
closely approximates the human experience of drug seeking,
where individuals seek out drug-associated stimuli and perform
responses that previously led to drug consumption (Wolf, 2016).
Similar to habit learning, in drug self-administration, compulsive
drug seeking can be studied during extinction trials, which are
imposed after performance has passed a predefined criterion.
Furthermore, drug self-administration also enables investigation
of the impact of prolonged drug abstinence, during which it has
been found that the degree of craving for the drug increases, a
phenomenon termed ‘‘incubation of craving’’ (Wolf, 2016).

Rodent models of compulsive behaviors are largely based
on tracking the performance of repetitive, stereotyped and
seemingly purposeless behaviors, such as compulsive grooming

(Ahmari, 2016). Importantly, OCD-like behaviors can emerge
spontaneously, without a clear antecedent stimulus (Ahmari,
2016). These behaviors are primarily observed to develop
naturally in genetically mutant rodents, rather than be induced
by repeated instrumental learning.

THE DORSOLATERAL STRIATUM PLAYS A
KEY ROLE IN HABIT FORMATION AND
THE DEVELOPMENT OF
COMPULSIONS/ADDICTIONS

The dorsal striatum is classically segregated into a medial aspect,
the dorso-medial striatum (DMS), and a lateral aspect, the dorso-
lateral striatum (DLS), both of which receive substantial cortical
inputs. While the sensorimotor DLS receives major inputs from
somatosensory and motor-cortical regions, the associative DMS
receives major inputs from associative frontal cortical areas,
such as orbitofrontal cortex (OFC; Berendse et al., 1979, 1992;
Hintiryan et al., 2016; Hunnicutt et al., 2016). Classic studies
have shown that the DMS is associated with goal-directed
actions (Yin and Knowlton, 2004; Yin et al., 2005; Yin and
Knowlton, 2006), while the DLS is associated with habitual
actions (Balleine and Dickinson, 1998; Yin et al., 2004; Yin
and Knowlton, 2006; Graybiel, 2008; Amaya and Smith, 2018;
Figure 1D). Thus, goal-directed behavior is maintained after
lesions to DLS (Yin et al., 2004; Yin and Knowlton, 2004, 2006),
even following extended training, while lesions to DMS result
in an early emergence of habitual behavior (Yin et al., 2005;
Yin and Knowlton, 2006). The DLS has long been implicated
in the performance of action sequences (O’Hare et al., 2018),
both innate sequences such as grooming (Aldridge and Berridge,
1998), as well as acquired skills like learning to balance on an
accelerating rotarod (Yin et al., 2009). These lesion-based studies
provide the conceptual scaffold for our current understanding of
the roles of the DMS and DLS in regulating goal-directed and
habitual behavior.

Subsequently, a series of several influential studies on the
roles of DMS and DLS in habit formation used tetrodes to
track the activity patterns of neurons in the dorsal striatum
while rats over-trained on a specific learning task: running a
T-maze to obtain a food reward (Figure 1E). This led to the
observation of task-bracketing patterns of activity in the DLS,
which emerged concurrently with the acquisition of habitual
behavior. In task-bracketing activity, highly-active DLS neurons
have been reported to fire at the initiation and termination
of the behavioral routine, an activity pattern that becomes
strengthened with over-training (Jog et al., 1999; Barnes et al.,
2005; Thorn et al., 2010; Smith and Graybiel, 2013; Figure 1E).
Importantly, such task-bracketing, or action-sequence related
activity in the DLS has also been observed in rats (Martiros et al.,
2018) and mice (Jin and Costa, 2010; Jin et al., 2014) during
a sequential lever-pressing task. A contrasting phenomenon is
observed in the DMS, where neural activity is elevated more
consistently throughout the performance of a behavioral routine,
especially during the initial phases of acquisition of a novel
instrumental behavior (Yin et al., 2009; Thorn et al., 2010; Gremel
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and Costa, 2013). This DMS activity then subsides as animals
become over-trained (Yin et al., 2009; Gremel and Costa, 2013),
corresponding to the time frame when task-bracketing activity
emerges in the DLS. It should be noted that the task bracketing
activity in DLS was observed in a subset of the most highly
active neurons in this sub-region (Barnes et al., 2005; Martiros
et al., 2018). Indeed, the majority of neurons in the DLS exhibit
activity throughout the execution of the entire habit routine: in
mice that were well-trained to habitually accelerate running on
a treadmill to obtain a reward, neural activity was engaged in
the DLS throughout the routine, with different striatal neurons
encoding different sensorimotor features of the task (Rueda-
orozco and Robbe, 2015).

Notably, multiple sources of evidence suggest that DLS
control of habitual behavior and DMS control of goal-directed
behavior likely develop in parallel and can varyingly compete
or cooperate for control over actions (Daw et al., 2005;
Yin and Knowlton, 2006; Gremel and Costa, 2013; Smith
and Graybiel, 2014; Kupferschmidt et al., 2017; Robbins and
Costa, 2017). For instance, inactivation of the DLS after the
establishment of habitual behavior can restore goal-directed
responding (Yin and Knowlton, 2006). Furthermore, DLS lesions
or optogenetic silencing can expedite learning early in training
(Bradfield and Balleine, 2013; Bergstrom et al., 2018), possibly by
shifting control to goal-directed systems. Thus, a key transition
thought to occur during the formation of habits is the relative
quieting of activity in DMS, coincident with generally elevated
activity in DLS, including task-bracketing (Thorn et al., 2010;
Gremel and Costa, 2013).

In compulsions, the dorsal striatum also plays a central
role, as several studies of genetic models of OCD, notably
the SAPAP3−/− model, have indicated that activity in striatal
circuits is disrupted coincident with the expression of compulsive
behavior. As will be subsequently discussed, these studies focused
on the striatal regions to which the orbitofrontal/secondary
motor cortical areas project, encompassing the ventromedial
(Ahmari et al., 2013), centromedial (Burguière et al., 2013), and
central subregions of the dorsal striatum (Corbit et al., 2019).
Additionally, there is evidence that the dorsolateral striatum
is functionally necessary for the sequencing of compulsive
grooming, as rats with lesions of the DLS express disruptions in
the stereotypy of grooming sequences (Cromwell and Berridge,
1996; Kalueff et al., 2016).

In contrast to studies on habit formation and compulsions,
centering mostly on the dorsal striatum, the majority of
studies on drug addiction have focused on the mesolimbic,
ventral striatal ‘‘reward’’ pathway (Lüscher and Malenka, 2011;
Volkow and Morales, 2015; Wolf, 2016; Francis et al., 2019).
Studies of the dorsal striatum that have addressed drug-seeking
behavior (primarily in the study of alcohol and cocaine)
have shown it to associate with a medial-lateral transition
in neural activity in this subregion (Corbit, 2018). Prolonged
cocaine self-administration in rats results in a persistence of
cocaine seeking, even in the presence of active punishment
(Vanderschuren and Everitt, 2004). During this cued cocaine
self-administration, dopamine release is detected in the dorsal
striatum (Ito et al., 2002), and inactivating the DLS blocks

punishment-resistant seeking of drug-predicting cues (Jonkman
et al., 2012). Indeed, while activity in ventral striatal circuits
is clearly essential for the development of compulsive cocaine
seeking, after prolonged administration, dorsal-striatal circuits
become increasingly engaged, to support drug seeking (Belin
and Everitt, 2008; Belin et al., 2009). Furthermore, once the
dorsal striatum is engaged, there is a further activity shift, from
DMS-centric to DLS-centric. Initially, drug seeking is goal-
directed, and depends on a network involving the DMS (Corbit
et al., 2012; Murray et al., 2014). However, after prolonged
exposure, drug seeking becomes habitual, depending on neural
activity and dopamine action in the DLS. Indeed, rats trained
to press a lever for cocaine reward will reduce their lever
pressing due to perfusion of dopamine receptor antagonists
in DMS early in training and in DLS following over-training
(Vanderschuren et al., 2005; Murray et al., 2012). This reduction
in drug seeking was also observed in rats as a consequence
of lidocaine-induced DLS inactivation (Zapata et al., 2010).
Additionally, alcohol exposure has been reported to disinhibit
Spiny Projection Neurons (SPNs) in the DLS, providing a
potential mechanism for the transition to automaticity (Wilcox
et al., 2014; Patton et al., 2016). In addition, the DLS has been
shown to be necessary in rats for the development of habitual
heroin seeking (Hodebourg et al., 2018). Furthermore, long-term
exposure to nicotine alters synaptic plasticity in the DLS of rats,
perturbing endocannabinoid-mediated long-term depression
(LTD; Adermark et al., 2019). Thus, the dorsal striatum, and
particularly the DLS, is implicated in the development of habitual
drug-seeking. However, it should be emphasized that the amount
of evidence on the role of the dorsal striatum in drug-addiction
still lags behind what is known for the ventral striatum. Further
research will help clarify the role of the dorsal striatum in
addictive behaviors.

CORTICOSTRIATAL CIRCUITRY AND
OTHER LIMBIC CIRCUITS UNDERLYING
BEHAVIORAL AUTOMATICITY

The striatum receives inputs from multiple cortical regions
(Webster, 1961; Beckstead, 1979; Hintiryan et al., 2016;
Hunnicutt et al., 2016), and prefrontal inputs to the striatum have
been shown to play significant roles in both goal-directed, as well
as habitual behavior (Gourley and Taylor, 2016; Smith and Laiks,
2017; Amaya and Smith, 2018). The major frontal structures that
have been implicated in instrumental and automatic behaviors
are the prelimbic cortex (PL) and infralimbic cortex (IL) Amaya
and Smith, 2018 in the medial prefrontal cortex (mPFC), as well
as the OFC located in the ventral part of the PFC.

Interestingly, the two substructures of the mPFC, the IL
and PL, seem to play opposing roles in balancing between
goal and habit, with the IL supporting habitual behavior, and
the PL supporting goal-directed behavior (Smith and Laiks,
2017; Amaya and Smith, 2018). The IL exhibits task-bracketing
activity, similar to the activity observed in the DLS during
habit learning (Smith and Graybiel, 2013). Furthermore,
chronic perturbation of the IL disrupts both habit acquisition
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and expression (Smith et al., 2012; Smith and Graybiel, 2013),
while its optogenetic inhibition disrupts habit expression
(Smith et al., 2012).

Meanwhile, lesions to the PL of rats reduced their ability
to act in a goal-directed manner, biasing the rats toward
habitual behavior (Balleine and Dickinson, 1998; Corbit and
Balleine, 2003; Killcross and Coutureau, 2003; Balleine and
O’Doherty, 2010). Indeed, recent studies in rats have shown
that PL inputs to the posterior DMS (pDMS) are necessary for
goal-directed learning: in rats lacking this PL-pDMS connection,
there is a failure to reduce instrumental responding after reward
devaluation (Hart et al., 2018a,b). Thus, reducing the strength
of the PL- input to the DMS might permit the development
of automaticity, mediated through sensorimotor corticostriatal
circuits converging on the DLS. Indeed, reduced activity of
PL neurons was observed in rats that underwent extended
training for cocaine self-administration; meanwhile, stimulating
PL neurons reduced the extent of compulsive cocaine seeking
in these compulsively self-administering rats (Chen et al., 2013).
Together, these data make a strong case that activity in the IL
is important for habitual behavior, while PL activity facilitates
goal-directed behavior.

However, many reports complicate this simple IL = habit;
PL = goal-directed view. For instance, the PL is reported to be
involved in facilitating post-extinction reinstatement of drug-
seeking. This reinstatement of drug-responding can be elicited
by re-exposure to drug-associated cues, consumption of the drug
itself, or a stressful experience (McFarland and Kalivas, 2001;
McFarland et al., 2004; Gipson et al., 2013; Ma et al., 2014;
Moorman et al., 2015; Gourley and Taylor, 2016; McGlinchey
et al., 2016). At the same time, there is evidence supporting a role
for the IL in driving drug-cue extinction learning (Peters et al.,
2008; Ma et al., 2014; Moorman et al., 2015; Gourley and Taylor,
2016; Gutman et al., 2017), as opposed to habit-expression.
Together, these results suggest that the PL, in general, mediates a
‘‘go’’ signal, driving drug-seeking responses, particularly during
post-extinction reinstatement, whereas in contrast, the IL sends
a ‘‘no-go’’ signal, necessary for extinction in drug-reward
instrumental learning (Moorman et al., 2015; Gourley and
Taylor, 2016). These results are potentially conflicting with the
habit-literature, as IL promotes extinction of responding in the
drug-reward paradigm, and seems to facilitate responding in
habit learning paradigms, while PL also can play contrasting roles
in each paradigm. One possible explanation for this discrepancy
is that where specific projections from mPFC (PL and IL) to
striatum are examined in drug-seeking, they are those to the
ventral striatum (McFarland and Kalivas, 2001; Peters et al.,
2008; Ma et al., 2014; Gourley and Taylor, 2016). Conversely, in
habit formation, the projections from PL/IL to regions of dorsal
striatum have been given more attention (Smith and Laiks, 2017;
Hart et al., 2018a,b).

The OFC also plays an important role in instrumental
behaviors, with evidence appearing to support the idea of the
OFC promoting goal-directed behavior. However, the OFC is
a large cortical structure, with multiple subregions, and its
roles in instrumental behavior and economic choice appear to
be varied and complex (Stalnaker et al., 2015; Gremel et al.,

2016; Gardner et al., 2018; Panayi and Killcross, 2018; Zhou
et al., 2019). The OFC receives multisensory input (Gourley
and Taylor, 2016), projects to the anterior/intermediate DMS
and central region of the striatum, and has been shown to
exhibit activity that correlates with the reward assigned to a given
stimulus (Zhou et al., 2019). The OFC exhibits greater activity
during goal-directed behavior, and, similar to DMS neurons, is
particularly active during random-ratio lever-pressing training,
when action-reward contingency is high (Gremel and Costa,
2013; Gremel et al., 2016). OFC stimulation can increase the
degree to which mice are goal-directed, and reduce the degree
to which mice are habit-driven in lever-pressing (Gremel et al.,
2016). Furthermore, endocannabinoid-dependent (eCB)-LTD
of the OFC inputs to the DMS biases mice towards habitual
behavior, providing further evidence for a competition between
goal-directed and habitual behavior—such that if the activity of
the OFC-DMS pathway is decreased (e.g., through eCB-LTD),
then the DLS pathway prevails, promoting habitual behavior
(Gremel et al., 2016).

Interestingly, OFC-striatal circuits are also implicated in
compulsive behavioral automaticity. Abnormalities of the
structure, connectivity and activity of the caudate (the human
DMS) have been observed in OCD patients (Carmin et al.,
2002; Guehl et al., 2008; Sakai et al., 2011; Fan et al., 2012).
Furthermore, three genetic mouse models of OCD have been
characterized (D1CT-7; SAPAP3−/− and Slitrk5−/−), and in
each of them, the major circuit phenotype observed has been
disruption of cortico-striatal synaptic transmission, particularly
involving inputs fromOFC (Nordstrom and Burton, 2002;Welch
et al., 2007; Shmelkov et al., 2010; Burguière et al., 2013, 2015).
Indeed, chronic activation of the medial OFC leads to the
development of OCD-like grooming behavior inmice, and drives
sustained activity of ventromedial striatal SPNs (Ahmari et al.,
2013). In contrast, optogenetic stimulation of the lateral OFC
(lOFC) has been reported to reduce the occurrence of grooming
behaviors in genetically modified mice that compulsively
over-groom, while activating feed-forward inhibition within
the striatum (Burguière et al., 2013). Furthermore, a recent
report compared lateral OFC-striatal circuit activity to the
activity in projections from neighboring M2 cortex, in the
SAPAP3−/− mouse model of OCD. They found that in the
SAPAP3−/− mutant, lOFC input to striatal SPNs was reduced
in strength, while M2 input to both SPNs and fast-spiking
interneurons (FSIs) in striatum was increased 6-fold, suggesting
that it is M2, and not lOFC inputs, that drive compulsive
grooming (Corbit et al., 2019). Meanwhile, another study found
that compulsive consumption of ethanol resulted in reduced
OFC input to D1R-expressing DMS neurons during ethanol
withdrawal, reducing goal-directed behavior, and resulting in
habitual alcohol consumption (Renteria et al., 2018). Thus, many
of these recent results suggest that OFC hypoactivity corresponds
with automatic behavior and at least in some cases, activating
OFC projections can counteract this automaticity, rather than
drive it. However, in another recent article describing a mouse
model of addiction (based on self-stimulation of VTA-dopamine
neurons), potentiation of synapses from the lOFC to the central
part of dorsal striatum was observed (Pascoli et al., 2018). Thus,
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while there is significant literature documenting the involvement
of OFC projections to striatum in behavioral automaticity,
the OFC appears to play varied roles in either facilitating or
countering automaticity. Therefore, further research is required
in order to clarify the principles of OFC-striatal connections and
their role in driving and/or inhibiting automatic behavior.

As another main input source to the striatum, midbrain
dopamine neurons are an essential component of the reward
circuitry, and such neurons in both the VTA and SNc send
collaterals to the striatum, PFC, and other forebrain targets
(Volkow and Morales, 2015; Everitt and Robbins, 2016; Lüscher,
2016). Dopamine is a crucial modulator of striatal action
and the transition from goal-directed to habitual behavior
(Graybiel, 2008; Everitt and Robbins, 2016). It is well established
that the cellular activity of midbrain dopamine neurons is
increased upon exposure to rewarding drugs, in large part due
to the strengthening of synaptic inputs onto these dopamine
neurons (Ungless et al., 2001; Lammel et al., 2011; Creed
et al., 2016; Francis et al., 2019). Plasticity mechanisms are
also engaged within midbrain dopamine neurons during the
formation of a naturally rewarded (i.e., food-reward) habit,
as habitual responding after devaluation on a random-interval
lever-press habit depends on this population’s expression of
NMDA receptors (Wang et al., 2011).

Finally, an additional striatum-associated structure that
has been implicated in habitual and addictive behavior is
the amygdala (Lingawi and Balleine, 2012). Conceptually, the
amygdalar connection is intriguing, as habit formation is
exacerbated by stress (Dias-Ferreira et al., 2009), in a process that
may be mediated by amygdalar-striatal circuits. One recent study
demonstrated that both the basolateral and central amygdala
(BLA and CeA) exert control over habitual behavior in rats;
the BLA was found to be involved in habitual responding early
in training, with the CeA playing a crucial role in generating
habitual responding later in extended training (Murray et al.,
2015). These amygdalar circuits, and the BLA in particular, play
a key role in assigning valence, and have been shown to play a
role in appetitive behaviors (Kim et al., 2017) while the CeA has
been shown to play a role in alcohol addiction (de Guglielmo
et al., 2019). Neither nucleus has direct connections to the DLS
(Murray et al., 2015; Hunnicutt et al., 2016), and therefore
the amygdala likely influences the DLS through multisynaptic
connections. Given the direct projection of BLA neurons to the
ventral striatum, these amygdalar circuits could influence dorsal
striatal circuitry via ventral striatum (Murray et al., 2015).

Overall, we have focused on the brain regions that represent
key nodes in the circuitry of habitual and compulsive behavior.
Eventually however, continued and disordered performance
of instrumental behaviors, particularly as occurs in chronic
drug use, leads to alterations in reward and attentional
related networks that likely involve changes to additional brain
structures, such as the ventral hippocampus, and insular cortex
(Everitt and Robbins, 2016). Other key structures involved in
broader basal ganglia circuits also likely play important roles in
encoding behavioral automaticity. For instance, thalamus sends
a significant projection to striatum (Hunnicutt et al., 2016),
and specific projections from thalamic nuclei to the DMS are

necessary for goal-oriented behavioral flexibility (Bradfield et al.,
2013; Díaz-Hernández et al., 2018).

STRIATAL CELL-TYPES, MICROCIRCUITS,
AND THEIR SPECIFIC CONTRIBUTIONS
TO HABITS AND COMPULSIONS

Within the striatum the vast majority of neurons (>90%)
are SPNs, which are roughly evenly split between Dopamine
D1 receptor (Drd1)-expressing direct pathway SPNs (dSPNs;
projecting directly to the midbrain nucleus, Substantia Nigra
reticulata, or SNr, as well as Globus Pallidus internus, or GPi) and
Drd2-expressing indirect pathway SPNs (iSPNs; projecting to the
Globus Pallidus externus, or GPe; Kreitzer and Malenka, 2008;
Burke et al., 2017). The striatum also contains populations of
interneurons, including Cholinergic (ChAT) and Parvalbumin-
expressing Fast-Spiking Interneurons (PV+ FSIs) (Kreitzer and
Malenka, 2008; Burke et al., 2017).

Over the past decade, progress has been made in deciphering
the roles of dSPNs vs. iSPNs in motor behavior, action initiation,
and reinforcement learning, all of which are combined to
produce habitual and compulsive behaviors. A decade ago,
a seminal study confirmed the prevalent assumption in the
field that dSPNs in the direct pathway serve to promote
actions/behaviors, while iSPNs in the indirect pathway inhibited
behaviors (Kravitz et al., 2010; Bariselli et al., 2019). However, it
is now apparent that dSPNs and iSPNs are concurrently activated
during the initiation of actions (Cui et al., 2013; Tecuapetla
et al., 2014, 2016), and thus the role of iSPNs seems to be more
complex than simple broad behavioral inhibition (Tecuapetla
et al., 2016; Vicente et al., 2016; Parker et al., 2018; Bariselli
et al., 2019).Moreover, patterns of activity in locally concentrated
clusters of both dSPNs and iSPNs have been recently observed to
correspond to specific actions, like turning left or right (Barbera
et al., 2016; Klaus et al., 2017; Markowitz et al., 2018; Parker et al.,
2018). Still, several studies have found that dSPNs are activated
with shorter latency than iSPNs during action initiation (Sippy
et al., 2015; O’Hare et al., 2016). Meanwhile, other studies have
demonstrated that dSPN activation reinforces the performance
of specific action patterns (Sippy et al., 2015; Vicente et al.,
2016), while iSPN activationmight weakly reinforce actionsmore
generally (Vicente et al., 2016) in some contexts, and inhibit
action performance in others (Kravitz et al., 2010; Sippy et al.,
2015). Thus, both dSPNs and iSPNs are likely to be engaged
in both the learning and the execution of a habit, with dSPN
activity likely to promote action performance, and iSPN activity
likely to play an action-specific inhibitory and/or permissive role
(Zalocusky et al., 2016; Parker et al., 2018; Bariselli et al., 2019).
How exactly these SPN pathways coordinate and are modified
during instrumental learning is currently still a topic of active
research (Bariselli et al., 2019).

In addition to SPNs, recent studies in rodents have also
implicated FSIs in the development of habits (Thorn and
Graybiel, 2014; O’Hare et al., 2017; Martiros et al., 2018). For
instance, FSIs are active during the middle phase of a lever-
pressing motor sequence pattern, when the activity of task-
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bracketing SPNs is reduced (Martiros et al., 2018). In the
context of compulsive behavior, in one of the OCD mouse
models (SAPAP3−/−), a reduction in the number of striatal PV
neurons was observed, leading to a reduction in feed-forward
inhibition, potentially reducing inhibition of cortico-striatal
inputs (Burguière et al., 2013). A reduction in striatal PV
neurons has also been reported in patients suffering from
Tourette’s syndrome (Kalanithi et al., 2005), a syndrome of
ritualized, repetitive actions. Furthermore, selective ablation of
striatal PV interneurons in mice has been reported to lead to
increased stereotypic grooming, a measure of OCD-like behavior
in rodents (Kalueff et al., 2016). In all of these examples, reduced
activity of FSI interneurons leads to increased SPN activity,
potentially leading to the promotion of automatic behaviors. In
addition, striatal cholinergic interneurons also play a significant
role in modulating SPN plasticity (Augustin et al., 2018), and
are thought to mediate thalamic influence on striatal circuits
involved in goal-directed behaviors (Bradfield et al., 2013;
Peak et al., 2019).

SYNAPTIC AND MOLECULAR CHANGES
IN LIMBIC CIRCUITS FOR BEHAVIORAL
AUTOMATICITY

In the context of addiction, significant progress has been made
in determining how drugs of abuse affect synaptic plasticity
in the mesolimbic ventral-striatal reward system, involving the
VTA and ventral striatum, or Nucleus Accumbens (NAc). These
mechanisms are extensively summarized elsewhere (Citri and
Malenka, 2008; Lüscher and Malenka, 2011; Lüscher, 2016;
Wolf, 2016; Francis et al., 2019). Yet, in the context of this
review, there are several important principles to emerge that
are worth mentioning. First, synaptic plasticity mechanisms in
both the VTA andNAc involve dopamine andNMDAR-receptor
dependent long-term plasticity (Ungless et al., 2001; Saal et al.,
2003; Conrad et al., 2008; Lüscher and Malenka, 2011; Wolf,
2016). Second, these changes are input-specific, occurring at
particular synaptic inputs onto VTA or NAc neurons (Lammel
et al., 2011; Ma et al., 2014; MacAskill et al., 2014; Pascoli
et al., 2014; Wolf, 2016; Barrientos et al., 2018). Finally, plasticity
following exposure to drugs of abuse is dynamically regulated
(Thomas et al., 2001; Kourrich et al., 2007; Lüscher andMalenka,
2011; Wolf, 2016). These rules of cellular and synaptic plasticity
in the VTA-NAc circuit could provide a useful template for how
mechanisms of plasticity in DLS circuitry might proceed.

Focusing on the dorsal striatum and natural reward habits,
synaptic modulation has been observed in accordance with
behavioral automaticity, principally at corticostriatal synapses.
Indeed, the acquisition of goal-directed actions has been
associated with synaptic plasticity at corticostriatal synapses
within the DMS, enhancing transmission onto dSPNs, while
weakening inputs onto iSPNs (Shan et al., 2014). Meanwhile,
in mouse brain slices of habit-entrained mice, it was observed
that inputs onto both dSPNs and iSPNs in dorsal striatum
were strengthened, though inputs to dSPNs were activated with
a shorter latency and moreover, habit suppression correlated

with reduced activity of only dSPNs (O’Hare et al., 2016).
Furthermore, glutamatergic synapses from secondary motor
cortex onto DLS dSPNs (and not iSPNs) were observed to
be strengthened with learning of simple sequences (Rothwell
et al., 2015). All these studies suggest a selective modification
of corticostriatal-dSPN synapses. However, during the learning
of a rotorod-balancing skill, it was found that synaptic strength
onto iSPNs in the DLS strengthened with training andwas crucial
for acquisition of skilled balancing (Yin et al., 2009), and so
corticostriatal-iSPN synapses are likely important as well. In the
studies mentioned thus far, synaptic changes recorded were post-
synaptic. Yet, one elegant study, also examining striatal inputs in
mice during rotorod balancing, found learning-induced activity
differences in somata vs. pre-synaptic terminals from mPFC
and M1 corticostriatal neurons, suggesting neuroplastic changes
that were specific to pre-synaptic terminals during learning
(Kupferschmidt et al., 2017). In the context of compulsions,
in the Sapap3 mutant mice, which exhibit increased grooming,
reduced synaptic transmission of corticostriatal synapses onto
dSPNs (but not iSPNs) was observed, as measured by mESPC
frequency (Wan et al., 2013). This finding is consistent with
much of the learned skill/habit literature. To summarize, synaptic
changes have been observed to occur in dorsal striatum during
the learning of both goal-directed and habitual behaviors,
mostly strengthening inputs onto DMS and DLS neurons,
respectively. Clearly though, much more research remains
to be done to decipher how habits and compulsions result
from the modification of cell-type specific synapses within
striatum, e.g., inputs to dSPNs, iSPNs, and local interneurons
in striatum.

FACING FORWARD

In this review article, we have summarized the overlapping
dorsal-striatal-centric circuitry responsible for learning habits,
addictions, and compulsions, highlighting the transition from
DMS to DLS as behaviors become more automatic. With this
overarching framework in mind, we examine future directions
concerning the mechanisms of behavioral automaticity and
propose how our current understanding of different features
of striatal circuit organization can be combined with novel
molecular tools to provide insight into the central questions
in the field. One crucial question is how dispersed is the
representation of a given automatic behavior within the dorsal
striatum? If the shift to automaticity involves the transition from
DMS- to DLS-centric circuits, then is the same S-R behavior
encoded simultaneously in medial and lateral locations, and
furthermore what particular cells and synapses correspond to the
storage of a given association?

A compelling hypothesis is that the long-range input/output
connectivity (and local circuit structure) of a cluster of striatal
neurons defines its recruitment to encoding a given S-R
behavioral association (e.g., associating an auditory cue with
a lever press response). Recently, it has been appreciated
that unique patterns of dSPN and iSPN activity in locally
concentrated clusters of SPNs correlate with the performance
of specific actions (Barbera et al., 2016; Klaus et al., 2017;
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Markowitz et al., 2018), and that individual DLS neurons
exhibit sensorimotor-relevant activity during habit performance
(Rueda-orozco and Robbe, 2015). It is already known that
different subregions of striatum are organized in overlapping
topographic domains according to cortical input (Beckstead,
1979; Berendse et al., 1979; Hintiryan et al., 2016; Hunnicutt et al.,
2016). Thus, there are multiple different dimensions along which
striatal cells can be classified (depicted as dimensions, layers or
‘‘masks,’’ in Figure 2). One can define a striatal cell by its spatial
location (Figure 2A), its neurotransmitter/cell-type identity
(Figure 2B), its connectivity (Figure 2C) or its behavioral
association (Figure 2D). The intersection of these dimensions is
expected to define striatal ensembles encoding specific actions.
Thus, a putative requirement for creating and strengthening a
given behavioral S-R association might be the strengthening of
specific connections between cortical neurons responsible for
the representation of specific sensory inputs, and action-relevant
cells in the striatum. The somatosensory organization of the
striatum, which has recently been highlighted (Robbe, 2018),
suggests that different actions utilize topographically dispersed
ensembles of striatal neurons. Yet, these different ensembles
very likely use common rules of local circuit organization and
plasticity (Bamford et al., 2018; Bariselli et al., 2019) as dictated
by the relatively uniform cell-type composition of the striatum.

To comprehensively map the exact circuits encoding a
given specific S-R association, implementation of large-scale
mapping of immediate-early gene (IEG) expression (using
FISH and single-cell RNA-seq) will be invaluable. To date,
many studies have examined neural activity in single brain
regions, using tetrode recordings or calcium imaging, where
at most hundreds of cells can be monitored. The unbiased
identification of neuronal activity in basal-ganglia relevant
neuronal populations and their genetic identity will be
accelerated with scRNAseq, smFISH, and similar molecular
techniques, followed by approaches using targeted recording of
neuronal activity in defined neuronal populations (Jun et al.,
2017). Such experiments will facilitate progress in localizing
a specific behavior within basal ganglia circuitry. It would be
especially exciting to find a specific serial path of connectivity:
i.e., from a distinct cortical input through the relevant subset
of striatal cells and finally to a unique output in downstream
brain areas.

This achievement will enable investigators to ask crucial
questions about cellular and synaptic plasticity in behavioral
automaticity. Since the striatum is composed of repeating
microcircuit elements, common rules are likely to prevail for
the encoding of diverse actions within the striatum. Some major
questions are: during the encoding of a habit, compulsion, or
addiction, is the activity of dSPNs or iSPNs modulated to a
greater degree? Do dSPNs and iSPNs representing the same
behavior sit adjacent, in the same locally concentrated cluster? If
so, do they vie for control over the same behavior, or do iSPNs
primarily function to inhibit competing behaviors (Tecuapetla
et al., 2016; Vicente et al., 2016; Bariselli et al., 2019)?

Once the ensemble representation of a defined S-R trace has
been clearly demarcated, it will accelerate the investigation into
the rules governing microcircuit organization and plasticity, as

FIGURE 2 | Functional definitions of striatal neurons. (A–D) Different
dimensions/layers/’masks’ describing striatal neurons. (A) Striatal subregion.
(B) Molecular/genetic: principal striatal cell types include Drd1+ SPNs,
Drd2+ SPNs, PV+ FSIs, ChAT+ cholinergic interneurons, and several other
important subtypes of interneuron populations. (C) Homuncular: striatal cells
preferentially receive inputs from different regions of cortex. Sensorimotor
inputs corresponding to specific body parts map to specific regions of the
striatum adapted from Robbe (2018). (D) Task-specific recruitment:
segregated clusters of neurons recruited by specific behavioral sequences
(Behavior A vs. Behavior B) are shown.

has been partially achieved recently by isolating the trace of a
particular auditory stimulus within the striatum (Xiong et al.,
2015; Chen et al., 2019). With some notable exceptions (e.g.,
Gremel and Costa, 2013), most studies have primarily examined
differences in circuit properties between animals that are habit-
trained vs. control animals. Ideally, one would be able to target,
record and manipulate specific subsets of behaviorally relevant
(Figure 2D; Markowitz et al., 2018; Bariselli et al., 2019) striatal
cells according to their anatomical/‘‘humuncular’’ projection
patterns (Figures 2A,B; Hintiryan et al., 2016; Hunnicutt et al.,
2016) and compare them to adjacent (task-irrelevant) neurons in
the same animal.

In order to realize this goal, one can gain genetic access to
cells participating in a given S-R association, by utilizing activity-
dependent, cell-specific targeting approaches such as TRAPmice
(Guenthner et al., 2013; Luo et al., 2018; Figure 2D). Similarly,
connectivity-based cellular targeting (Schwarz et al., 2015; Luo
et al., 2018), will enable genetic access to striatal neurons
that exhibit specific input/output architecture (Figure 2C).
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Intersectional genetic techniques will then allow the targeting
of the overlap of these two dimensions, with sub-region and
cell-type resolution. Adoption of these genetic techniques will
permit investigators to identify cell-specific intrinsic and synaptic
plasticity within the striatum induced by a particular S-R.

Next, it will be important to test the necessity of activity
patterns in genetically targeted neurons for the encoding and
actuating of particular behaviors. For instance, during the
development of habitual cued lever-pressing, how necessary are
the striatal cells active during lever-pressing for expression of
this behavior? Using optogenetic and chemogenetic approaches
in combination with cell-specific targeting tools, it can be tested
whether the activity of a particular ensemble or synapse-type
is indispensable for a given automatic behavior and whether
activation of the ensemble can induce it.

Finally, a rapidly increasing body of evidence acquired
from humans with genetic mutations (Hancock et al., 2018)
and adverse life experiences (Corbit, 2018; Wirz et al.,
2018) that are predisposing to compulsive and addictive
disorders provide further opportunities for understanding
the mechanisms underlying behavioral automaticity. Here,
the use of CRISPR to simulate human disease in model
organisms could facilitate substantial progress in modeling
and potentially reversing the pathological disorders of habitual
behavior. We anticipate that increased neural circuit insight
into automatic behaviors will advance treatments for human
disease. Recent progress in the study of drug addiction can
serve as a guiding light in this regard, as recent therapeutic
approaches have been developed based on the circuit-level
understanding of the plasticity induced by exposure to
drugs of abuse (Creed et al., 2015; Lüscher et al., 2015;
Terraneo et al., 2016).

Habit formation, expression, and related disorders are
among the most fundamental topics in behavioral neuroscience,
and significant progress has been made in this field. We
anticipate that the next decade of research into the roles
of cortico-basal ganglia circuits in supporting behavioral
automaticity will involve integrating innovative molecular
techniques and overlaying the different anatomical and
functional representations of striatal organization. Such
combined high-resolution approaches will be instrumental in
pinpointing specific circuits and synapses, as well as defining
basic rules of microcircuit function within the vast cortico-basal
ganglia circuitry driving the development and expression of
habits, compulsions, and addictions.
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Dynamic gain and loss of synapses is fundamental to healthy brain function. While
Alzheimer’s Disease (AD) treatment strategies have largely focussed on beta-amyloid
and tau protein pathologies, the synapse itself may also be a critical endpoint
to consider regarding disease modification. Disruption of mechanisms of neuronal
plasticity, eventually resulting in a net loss of synapses, is implicated as an early
pathological event in AD. Synaptic dysfunction therefore may be a final common
biological mechanism linking protein pathologies to disease symptoms. This review
summarizes evidence supporting the idea of early neuroplastic deficits being prevalent
in AD. Changes in synaptic density can occur before overt neurodegeneration and
should not be considered to uniformly decrease over the course of the disease. Instead,
synaptic levels are influenced by an interplay between processes of degeneration
and atrophy, and those of maintenance and compensation at regional and network
levels. How these neuroplastic changes are driven by amyloid and tau pathology are
varied. A mixture of direct effects of amyloid and tau on synaptic integrity, as well as
indirect effects on processes such as inflammation and neuronal energetics are likely
to be at play here. Focussing on the synapse and mechanisms of neuroplasticity as
therapeutic opportunities in AD raises some important conceptual and strategic issues
regarding translational research, and how preclinical research can inform clinical studies.
Nevertheless, substrates of neuroplasticity represent an emerging complementary class
of drug target that would aim to normalize synapse dynamics and restore cognitive
function in the AD brain and in other neurodegenerative diseases.

Keywords: synapse, plasticity, drug discovery, translational research, biomarker

CONCEPTS OF PLASTICITY

At the most general level, plasticity refers to the ability of the nervous system to dynamically
modulate its function in response to ongoing internal activities or external experiences. Plasticity
is a normal and essential part of cognition, also an important means by which the brain can
respond to damage. Plasticity can be conceptualized and defined at several different levels of
function, from basic biochemical events to integrated behavioral responses (Figure 1). Structural
plasticity relates to the physical morphology of synapses. The term synaptic plasticity per se is
most typically used to describe processes related to the efficiency of transmission across new or
existing synapses. A fundamental concept linking structural and synaptic plasticity is Hebbian
learning (Hebb, 1949), where a threshold of coincident activity at synapses between cells will result
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GRAPHICAL ABSTRACT | Disruption of neuronal plasticity may occur via
several mechanisms. Therefore, the modulation of plasticity may be by
disease modification targeting misfolded proteins, by targeting the inter-
mediate mechanisms or by direct synaptic therapies.

in relative strengthening of these connections, potentially
balanced by the relative weakening of other connections.
Hebbian plasticity is a key substrate of a variety of different
learning events. It is complemented by processes of homeostatic
plasticity, mechanisms that rescale synaptic numbers and
efficiencies to maintain an overall stable synapse density. At a
more macroscopic level, connective plasticity can be described
where groups of neurons adjust their means and patterns
of communication between each other. All these processes
contribute toward the expression of functional plasticity, an
observable and flexible change in the behavioral repertoire and/or
cognitive capacity of an animal.

MEASURES OF NEUROPLASTIC
DEFICIENCY IN AD

Synapse loss and dysfunction is a key feature in many
neurodegenerative diseases including dementia and, in particular,
AD. The idea that AD is principally a disorder of synaptic
function, i.e., a “synaptopathy,” is by no means new (Selkoe,
2002). Late stage AD involves an incontrovertible and substantial
loss of neurons and synapses (Jack et al., 2010). Of more
interest is the possibility that synaptic dysfunction can occur
early in prodromal or MCI stages of the disease and may
robustly present before frank atrophy (Scheff et al., 2006).
Currently, there is no validated in vivo biomarker that can
be used to directly measure synaptic integrity over time in
patients. Instead, synaptic dysfunction is inferred from the
measurement of several different parameters in AD patients. The
most direct method is neuroanatomical, to directly count the
number of synapses present in defined brain regions and such
studies have produced interesting findings (Scheff et al., 2006).
However, neuroanatomy studies come fraught with confounds
and artefacts related to post-mortem tissue sample work, can be
prone to selection bias, and offer only a snapshot of pathology
often at the end stages of disease. Along similar lines, there
is a large and growing literature assessing indirect proxies of

synaptic integrity, most typically by measuring abundance of
mRNA or synaptic protein (Masliah et al., 2001). Care must
be taken not to conflate loss of synaptic protein or message
markers with actual loss of functional synapses themselves
unless this has been directly validated. Other evidence of
synaptic dysfunction can be inferred from electrophysiological
and neuroimaging studies. For instance, ex vivo measurement
of synaptic transmission parameters from brain sections from
patients who have undergone surgical resection is possible, and
toxic effects of beta-amyloid oligomers are reported in this
context (Mendes et al., 2018). Quantitative EEG and MEG studies
suggest alterations to synaptic function at various stages of the
disease (Hulbert and Adeli, 2013). Neuroimaging studies suggest
important effects of disease pathology on measures of functional
connectivity. In this regard, default mode network activity seems
to be disproportionately weakened in the early stages of AD
possibly due to the regionally specific effects of amyloid pathology
on synapses in key nodes of this network (Sperling et al., 2009).

EVIDENCE FOR AMYLOID AND TAU
DRIVEN CHANGES IN SYNAPTIC
PLASTICITY

The two major histopathological hallmarks of AD are
β-amyloid and hyperphosphorylated tau protein species,
which can accumulate to form extracellular amyloid plaques
and intracellular neurofibrillary tangles, respectively. β-amyloid
plaque deposition per se does not seem to bear a strong
relationship to synaptic dysfunction and loss in AD although
soluble oligomeric species may play a more significant role.
Evidence from J20 amyloid mice suggests that levels of
synaptophysin puncta are decreased and negatively correlate
with soluble β-amyloid protein, but not plaque load (Mucke
et al., 2000). Synapse loss close to plaques may therefore be
caused by increased levels of soluble oligomeric species rather
than the plaques themselves (Koffie et al., 2009). Mechanistically,
β-amyloid has been proposed to be a potential binding partner
of a range of synaptic proteins. Arguably, the most important
genetic risk factor described for AD is the apolipoprotein E4
gene, which has been implicated in facilitating the transport of
oligomeric β-amyloid species to synapses where they can have
toxic effects (Koffie et al., 2012). Soluble β-amyloid can also
increase levels of DKK1, an endogenous wnt pathway antagonist
that can activate non-canonical signaling to cause localized cell
loss and synapse disassembly (Purro et al., 2012). In contrast to
β-amyloid, patterns of tau hyperphosphorylation much more
closely track cognitive decline in AD patients (Jack et al., 2010),
suggesting a more critical role in synapse dysfunction. While
neurofibrillary tangles may be an ultimate hallmark associated
with neurodegeneration in AD, no evidence exists to suggest
that tangles directly affect synaptic density in dysfunctional
neurons (Rocher et al., 2010). Soluble, non-aggregated forms
of tau may be more causally related to synaptic dysfunction
than tangles are. Tau is normally present in synapses of both
healthy and AD brains, with there being a greater relative level
of hyperphosphorylated species present in the AD synapse
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FIGURE 1 | Summary of established principles. Plasticity can be conceptualized and defined at several different levels of function, from basic biochemical events to
integrated behavioral responses, each of which have shown impairment alongside classical AD pathology. Cerebral spinal fluid (CSF), long-term potentiation (LTP),
long-term depression (LTD), electroencephalogram (EEG), magnetoencephalogram (MEG), fluorescence analysis of single-synapse LTP (FASS-LTP).

(Fein et al., 2008). Tau species are also well described to be
able to spread trans-synaptically between neurons in the AD
brain (Ahmed et al., 2014), suggesting an intimate link between
tau propagation, disease progression, and synaptic function.
Normal tau also plays an important role in cellular transport as a
microtubule stabilizing protein, and pathological tau species have
been associated with impaired axonal transport in post-mortem
AD brains (Dai et al., 2002). Tau-induced impairments in axonal
transport are hypothesized to disrupt the normal transport
of organelles such as mitochondria, which are essential for
healthy synapse function (Mandelkow et al., 2003). This idea is
supported from findings of ultrastructual post-mortem analyses,
where more abnormal mitochondria are found in synapses of
human AD brains compared to healthy controls (Pickett et al.,
2018). As well as compromising mitochondrial transport and
dynamics, pathological tau species can often be mislocalized
to the somatodendritic compartment of cells (Hoover et al.,
2010), and other post-synaptic sites. Such mislocalization can
potentially result in further molecular pathologies, such as

increases in fyn-tau interactions (Bhaskar et al., 2005) and
AMPA receptor clustering deficits (Miller et al., 2014), both of
which may further compromise synapse integrity. One other
potentially important interaction in this context is that between
β-amyloid and tau itself. Approximately one third of synapses
in AD patients demonstrate colocalization of β-amyloid and
tau (Fein et al., 2008). A recent study has shown that a large
number of synaptic proteins, including tau, are phosphorylated
in the presence of β-amyloid (Wu et al., 2018). Such work
might suggest a potential pathological sequence whereby tau is
more likely to become hyperphosphorylated in the presence of
β-amyloid, and the greater the level of hyperphosphorylated tau
in the synapse, the greater the probability of synaptic loss and
thereby symptoms occurring.

β-amyloid and tau may also have other more indirect
effects on synaptic function via for instance inflammatory
processes or disturbances to glucose homeostasis. Considering
inflammation, the presence of misfolded proteins in the AD brain
can trigger an innate immune response, release inflammatory
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mediators, and increase levels of activated microglia, all of
which can contribute to disease progression and severity
(Heneka et al., 2015). Genome wide association studies have
shown that genes with roles in innate immunity are risk
factors for the development of AD (Lambert et al., 2009).
The importance of local neuroinflammatory processes in AD
was recently highlighted by discovery of a genetic mutation in
TREM2 that significantly increases the risk of AD (Guerreiro
et al., 2013). TREM2 is involved in phagocytic clearance of
neuronal debris, and such clearance mechanisms may provide
a link between inflammation, microglial activity and synaptic
integrity. In AD mouse models, activated microglia have
been shown to engulf and excessively prune synapses via a
complement-dependent mechanism, resulting in synapse loss
(Hong et al., 2016). Furthermore, activated microglia release
pro-inflammatory cytokines such as TNFα and IL-1β which can
have direct excitotoxic effects on synapses (Wang et al., 2015).
Systemic inflammation, as caused by infection or injury, may
exacerbate local neuroinflammatory processes. It is well known
that systemic inflammation is associated with the development
of cognitive deficits in the elderly, which may possibly be a
consequence of “primed” microglia producing pro-inflammatory
cytokines after receiving a trigger from the periphery (Dilger
and Johnson, 2008). Systemic inflammation is also thought to
lead to the production of β-amyloid, which is suggested to
have antimicrobial properties (Soscia et al., 2010). In an AD
patient where the blood brain barrier is already more permeable
than normal (Montagne et al., 2015), it is quite possible that
exposure to systemic inflammation could result in a heightened
inflammatory response which would further expedite synapse
loss. A second important mechanism by which synaptic integrity
may be compromised in AD relates to insulin signaling. Not only
does insulin signaling play a critical role in synaptogenesis during
development (O’Kusky et al., 2000), but insulin plays a role in the
maintenance of learning and memory processes in the adult brain
(Moosavi et al., 2006). Regarding pathological states, it has been
hypothesized that obesity can cause a central insulin resistance
that contributes to synaptic plasticity deficits. This is evidenced
by decreases in PSD-95 protein in dendritic spines and ultimately
a greater presentation of cognitive impairments in obese subjects
(Arnold et al., 2014). In mouse models, intrahippocampal
administration of β-amyloid oligomers impairs insulin signaling
and hippocampal metabolism, which was associated with an
impairment of spatial working memory (Pearson-Leary and
McNay, 2012). In human post-mortem tissue, cells with
hyperphosphorylated tau inclusions have been found to also
contain oligomeric insulin accumulations. Insulin accumulations
track the progression of tau pathology in these tissues, suggesting
potential for a mechanistic relationship between these species
(Rodriguez-Rodriguez et al., 2017).

Whilst the exact mechanisms of amyloid and tau-induced
synapse loss are still not fully understood, there are many possible
direct mechanisms and also several indirect mechanisms that
are likely to play a significant role, such as inflammation and
insulin resistance. All these processes will interact to produce
pathological synaptic dysfunction and define the symptomatic
trajectory for individual patients.

APPROACHES TOWARD THERAPEUTIC
INTERVENTION

Therapeutic interventions focussed on the treatment of
synaptopathy in AD could be targeted at the theoretically
distinct processes of maintenance, compensation and recovery
of synaptic function (Sheng et al., 2012). Given that AD is a
disease predominantly described by its impact on cognitive
symptoms, a topic of significant interest has been the potential
for cognitive training to maintain or support performance
capacity. Recent meta-analyses (Hill et al., 2017; Carrion
et al., 2018) suggest that there may well be important
positive findings here, although work related to AD could
be improved with the use of more randomized controlled
trials with better specification of the cognitive domains
under assessment. It may be that the most impactful synaptic
efficacy could be offered by the combination of cognitive
training and pharmacotherapy.

The earliest drug discovery efforts pursued a maintenance
approach by attempting to improve the efficiency of remaining
synapses in AD brains. Pharmacological classes here include
the anti-cholinesterases (Anand and Singh, 2013), selective
serotonin reuptake inhibitors (Chow et al., 2007) and NMDA
antagonists (Prentice et al., 2015; Figure 2). While cholinesterase
inhibitors and the NMDAR antagonist memantine are approved
for treatment of AD, their efficacies are somewhat limited in
magnitude and by disease stage (Tampi and van Dyck, 2007). This
limited efficacy may be the result of the inability of such agents to
therapeutically address ongoing synaptic loss. Another strategic
approach might be to attempt to further promote endogenous
mechanisms of compensation in the AD brain. The healthy brain
has a great ability to compensate for synapse loss caused by
different neurological diseases or insults. Overt symptoms are
not always observed following significant brain damage, such
as tumours or strokes. In AD, processes of compensation may
explain the delay between initial signs of synaptic loss and the
clinical presentation of memory deficits (Katzman, 2004). The
period for which the brain can engage compensatory mechanisms
and remain resilient to injury may depend to a significant
degree on its pre-injury state; the so-called theory of “cognitive
reserve” (Stern, 2012). Computational studies modeling power
spectra and synapse loss demonstrate that processes of local
and global compensation are able to maintain power spectrum
dynamics despite frank synapse loss (Abuhassan et al., 2014).
Compensatory mechanisms could include increases in the size of
remaining synapses (Scheff, 2003), changes in synapse dynamics
(Jackson et al., 2017) or changes in synaptic connectivity
parameters within distributed neuronal networks (Abuhassan
et al., 2014). Boosting the brain’s endogenous compensatory
capacity might be a relevant therapeutic strategy (Baazaoui and
Iqbal, 2018) to mitigate synapse loss, at least in the early stages
of AD. Changes in several neurotrophic factors, such as NGF,
BDNF, and VGF, have been reported in AD patients. BDNF and
VGF levels have been shown to be consistently decreased in
several brain regions (Ferrer et al., 1999; Cocco et al., 2010), with
less robust and more regionally dependent changes being found
for NGF (Mufson et al., 1995). Administration of neurotrophic
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FIGURE 2 | Approaches toward therapeutic intervention. Earlier drug discovery efforts pursued a maintenance approach by attempting to improve the efficiency of
remaining synapses in the AD brain, however, the approved drugs have limited efficacy depending on the magnitude and stage of the disease. A new approach is
required to target the ongoing synapse loss and restore the numbers of functional synapses.

factors or analogs thereof presents considerable challenges from
a drug development perspective, although some clinical and
preclinical studies have been reported but with limited success
thus far. A Phase 1 trial of three AD patients showed that
direct intracerebroventricular infusion of NGF offered slight
neuropsychological improvements, although side effects related
to route of administration were observed (Mandel, 2010). In an
amyloid precursor protein mouse mutant model, viral vector
administration of BDNF resulted in a significant recovery of
synapses, without altering neuronal cell numbers (Nagahara et al.,
2009). Finally, administration of truncated ciliary neurotrophic
factor in amyloid and tau mouse models restored synaptic loss
and concomitant behavioral deficits (Kazim et al., 2014), however,
treating outside the hypothetical compensation window may
also yield similar effects (Bolognin et al., 2014). Novel delivery
methods, such as encapsulated cell biodelivery, are emerging
which may overcome some of the challenges associated with
administering neurotrophic support in humans (Eyjolfsdottir
et al., 2016). Such findings may suggest that distinctions between
processes of compensation versus those of recovery may be
less in practice than theory might suggest. In addition to
neurotrophic mechanisms, the wnt pathway is a critical effector
of synaptic integrity. Wnt pathway signaling is undoubtedly
complex, although several studies have shown that targeting
this pathway at a number of different places, such as blocking
effects of ROCK (Sellers et al., 2018) or DKK-1 (Marzo et al.,
2016), can have positive effects in restoring lost synapses.
Identifying the most relevant biochemical networks supporting
processes of synaptic plasticity, and then determining what
the most druggable aspects of these networks are will be key
to success here.

GAPS AND ISSUES IN TRANSLATIONAL
RESEARCH

Current knowledge of synaptic changes in AD is derived
predominantly from preclinical work, which may be problematic
as no animal model can completely recapitulate the human

disease state. Wherever possible, studies concerned with the
validation of novel targets related to synaptic plasticity should
prioritize study of human-derived tissue (i.e., biofluids, excised
tissue, or iPSCs), or consider what possibilities there are to study
synaptic plasticity non-invasively in living humans. Preclinical
studies are still valuable – but should be utilized more in the
context of understanding pharmacokinetic-pharmacodynamic
relationships of drug effects rather than being expected to
predict drug efficacy.

From an imaging perspective, volumetric MRI offers a very
robust method to longitudinally measure the progression of
atrophy in an AD brain, however, the technique is not likely
sensitive enough at present to inform on subtle changes in
synaptic dynamics that may be happening early in the disease.
FDG PET imaging offers an alternative approach that might
provide more information about synaptic activity (Segobin
et al., 2015). Imaging studies have suggested that synapse
dysfunction, as measured by FDG PET, occurs prior to gross
atrophy, as measured by volumetric MRI (Jack et al., 2010).
The resolution of FDG PET is still likely to be lacking,
although such work may be useful to determine which early
stage patients might benefit most from a synaptic therapy.
To increase the spatiotemporal resolution of synaptic imaging
methods, trials are underway to develop PET tracers that can
reliably measure synapse density. The most advanced work here
focuses on the presynaptic vesicle protein SV2a, and initial work
suggests ligands like UCB-J show promise for the ability to
measure synapse density over time (Finnema et al., 2016). Other
electrophysiological and fluid biomarkers of synaptic function
are also being considered. Electrophysiological biomarkers in
development include quantitative EEG measurements, which
may inform on synaptic activity and correlate with AD markers
(Smailovic et al., 2018); rapid eye movement sleep patterns, which
may be affected in AD (Reynolds et al., 1990); and event related
potentials, which may index synaptic compensation processes
in early AD (Chapman et al., 2013), although these are yet to
be used routinely in the clinic. Likewise, CSF biomarkers such
as neurogranin (Kester et al., 2015) and SNAP-25 (Brinkmalm
et al., 2014) have shown promising relationships with synapse loss
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in vivo but have yet to be used routinely. Excitingly, recent work
has shown that synaptic protein markers are secreted in exosomes
and their levels are correlated to cognitive decline in FTD and AD
(Goetzl et al., 2016).

Currently there are only three publicly disclosed drug trials
with endpoints that specifically inform on synapse density
and/or function. The LUCIDITY trial (NCT03446001) employs
FDG-PET and cognitive endpoints to assess the effects of a
methylene blue derivative on synaptic function. A second trial
(NCT02167256) is also using similar FDG-PET and cognitive
endpoints to assess the effects of the Src/Abl tyrosine kinase
inhibitor saracatinib on synaptic function. Lastly, the SV2a
PET ligand UCB-J is being used to measure the effects of
the sigma2 receptor antagonist CT1812 on synaptic density
in mild to moderate AD patients (NCT03493282). Hopefully
positive findings in one or more of these studies will catalyze
further research here.

OUTLOOK

Recent work has greatly advanced our understanding of the direct
and indirect means by which β-amyloid and tau pathologies
may negatively impact synaptic function in AD. Considering AD
as a disease of synaptic function and finding novel therapies
that specifically target the synapse is an exciting avenue of
research that complements traditional approaches in this field.
Discovery and validation of synaptic therapies should focus on
human disease rather than animal models wherever possible. An
initiative taking such an approach is the Accelerating Medicines
Partnership – Alzheimer’s Disease (AMP-AD) network, which
via post-mortem gene expression and proteomic studies in

AD patients, has flagged several synapse-related gene networks.
These include a VGF-centered Alzheimer’s disease network,
where the majority of genes regulate neuronal activity, synaptic
plasticity, and cognitive function (Beckmann et al., 2018) or genes
associated with age-related cognitive decline (Ramos-Miguel
et al., 2018). Other clinical studies and preclinical drug discovery
programs with a focus on synaptic function in AD are now being
disclosed. As well as identification of the best novel synaptic
therapies, it is equally important that development of synaptic
biomarker strategies in living AD patients is also prioritized.
While the modality of the most appropriate synaptic biomarker is
yet to be determined, it will need to be sensitive enough to detect
relatively small longitudinal changes in specific brain regions,
and ideally be applicable in both humans and experimental
animals to allow translational research opportunities. Future
research in this field will determine the exact disease contexts
in which synaptic therapies are likely to provide the greatest
efficacy. It seems likely that the efficacy of a synaptic therapy
will be greatest if it were possible to give it in combination
with a disease-modifying treatment. Otherwise, it is likely to
be critical to identify how late in the disease process one can
still successfully intervene with a synaptic therapy. Nevertheless,
the synapse is very likely to represent the critical substrate
that links β-amyloid and tau pathologies to the devastating
cognitive symptoms of AD.
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Decoding the morphology and physical connections of all the neurons populating a brain

is necessary for predicting and studying the relationships between its form and function,

as well as for documenting structural abnormalities in neuropathies. Digitizing a complete

and high-fidelity map of the mammalian brain at the micro-scale will allow neuroscientists

to understand disease, consciousness, and ultimately what it is that makes us humans.

The critical obstacle for reaching this goal is the lack of robust and accurate tools able

to deal with 3D datasets representing dense-packed cells in their native arrangement

within the brain. This obliges neuroscientist to manually identify the neurons populating an

acquired digital image stack, a notably time-consuming procedure prone to human bias.

Here we review the automatic and semi-automatic algorithms and software for neuron

segmentation available in the literature, as well as the metrics purposely designed for

their validation, highlighting their strengths and limitations. In this direction, we also briefly

introduce the recent advances in tissue clarification that enable significant improvements

in both optical access of neural tissue and image stack quality, and which could enable

more efficient segmentation approaches. Finally, we discuss new methods and tools

for processing tissues and acquiring images at sub-cellular scales, which will require

new robust algorithms for identifying neurons and their sub-structures (e.g., spines, thin

neurites). This will lead to a more detailed structural map of the brain, taking twenty-first

century cellular neuroscience to the next level, i.e., the Structural Connectome.

Keywords: structural connectome, segmentation algorithm, 3D neuron segmentation, single-cell segmentation,

CLARITY

BRIEF HISTORICAL PERSPECTIVE

Understanding how the brain works and how it gets sick is one of the biggest scientific challenges
of our times (Alivisatos et al., 2012). Deciphering the correspondence between single-neuron
morphology and high-level brain function is thought to be the key to unraveling its mystery.

Several projects worldwide are addressing this ambitious goal (Grillner et al., 2016), as
summarized in Table 1.
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GRAPHICAL ABSTRACT | The integration of clarification methods, advanced imaging techniques, and novel image processing algorithms will allow the digitization

of a complete and high-fidelity map of the brain at micrometric and even sub-micrometric scales, for predicting and studying the relationships between its

micro-circuitry and high-level functions, as well as evaluating abnormal cell morphology in neurodegenerative and neurodevelopmental disorders.

Despite the global interest and initiatives, one of the
fundamental underlying limitations is still our ignorance about
neural architecture and Connectome in the brain. In fact, the
complete Structural Brain Connectome at the level of synapses
has been just reconstructed for the Caenorhabditis elegans’
nervous system, a worm which has as few as 302 neurons
(White et al., 1986). Unfortunately, the complete mapping of
more complex brains, such as mammalian ones, is yet beyond
our reach. The problem is even more elusive for the human
brain, since it comprises an estimated 1011 neurons with 1015

connections between them. However, it would mark a critical
milestone in the worldwide effort to profoundly explore the
function of complex neural circuits, as well as to understand
fundamental and pathological brain processes.

Light microscopy has long been one of neuroscientists’
cardinal tools for studies of cellular morphology and brain
cyto-architecture (Wilt et al., 2009). Conventional microscopy
is limited by the interaction of light with biological tissues (i.e.,
scattering and attenuation) and their intrinsic heterogeneity.
Indeed, traditionally brain tissue was cut in 10–20 µm-thick
slices for ensuring that only a small fraction of photons are
scattered (Pawley, 2010). Figure 1A sketches the workflow
adopted by the Human Brain Project researchers for digitizing
an entire human brain. Firstly, a 65 year old female human
brain embedded in paraffin was cut into 7,400 individual slices,

each measuring 20 µm-thick. These histological samples were
mounted on slides, stained to detect the cell structures, acquired
with a high-resolution flatbed scanner, painstakingly aligned, and
reconstructed, thus allowing the digitization of an entire human
brain down to the cellular level. Although the procedure results in
high image quality and diffraction-limited resolution, it is costly,
laborious, and involves tissue deformation and loss (Richardson
and Lichtman, 2015).

To overcome these setbacks, 3D fluorescence imaging using
laser scanning (e.g., confocal and two-photon microscopy)
provides the high spatial resolution necessary to resolve
individual neurons and neuronal processes at depths of tens to
hundreds of micrometers (Ntziachristos, 2010). These digital

imaging techniques, flanked by the clarification methods

recently developed for making tissues essentially transparent
(Figure 1B), further increase the depth of penetration of light in
samples (Richardson and Lichtman, 2015; Magliaro et al., 2016).

Even after the clarification step, 3D digital images representing
neurons in their native arrangement within the brain are a
challenge to process for detailing single-neuron morphology and
topology and cell-to-cell physical connections. In fact, a robust
algorithm or tool performing 3D single-neuron segmentation

and tracing from volumetric images of brain tissue is still lacking.
From a historical perspective, the majority of the algorithms
performing single neuron reconstructions are primarily focused
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TABLE 1 | Principal global initiatives aimed at studying the brain.

Starting

year

Challenge Funding

European Union Human Brain Project

(http://www.humanbrainproject.eu/)

2013 • Simulation and modeling of mice and human brains, based on a detailed neurobiological

knowledge of their parts.

• Implementation of different infrastructure platforms for high performance computing,

medical informatics, neuromorphic engineering and robotics.

300M e

Israel Brain Technologies

(http://israelbrain.org/)

2011 • Accelerate brain-related innovation and commercialization. 28M $

Japan Brain/MINDS

(http://brainminds.jp/en/)

2014 • Map the brain of a small New World monkey, considered an important step toward gaining

better understanding of the human brain.

365M $

US BRAIN Initiative

(http://www.braininitiative.nih.gov/)

2013 • Accelerate the development and application of innovative technologies and to construct a

dynamic picture of brain function that integrates neuronal and circuit activity over time and

space.

• Understand how the brain and body create our thoughts, motivations, and feelings.

950M $

on sparsely labeled data acquired from the nervous systems of
insects or worms (Wang et al., 2011; Quan et al., 2016). Thus
their application to this new class of images, usually representing
dense-packed neurons typical of mammalian brains, is limited
(Chothani et al., 2011; Wang et al., 2017; Hernandez et al.,
2018). For this reason, manual segmentation is still considered
the gold-standard.

In this perspective, the next sections summarize the tools,
techniques, and procedures developed in the past few decades
for acquiring and then identifying all the neurons and their
connections, inspiring new ideas for mapping a complete
mammalian brain Structural Connectome.

SUMMARY OF THE ESTABLISHED

PRINCIPLES

The role of cell structure in regulating cell behavior and
tissue function is well known (Brown et al., 2008). For
instance, studies have shown that neurite arborisation patterns
established during development are characteristic for particular
neuronal subtypes and relate to function. Neurite arbor
size and shape influence the integration of synaptic inputs
(Gulledge et al., 2005) and these in turn are regulated by
both intrinsic developmental programs and external signals
(Wong and Ghosh, 2002; Jan and Jan, 2003).

Moreover, the study of cell shape, complexity and size is
also vital for studying the normal development of dendritic and
axonal arbors and for documenting neuro-pathological changes.
In fact, alterations in neurite morphology have been observed
in a number of neuro-pathological conditions including mental
retardation syndromes (Anderton et al., 1998; Fatemi et al., 2012).

In view of this, new approaches to reconstruct neurons and
micro-circuitry from empirical data will aid neuro-anatomical
mapping, as well as generating more accurate models that
can be used to bridge the gap between single-cell morphology
and complex neural structures, paving the way toward making
predictions about higher-level brain organization (Budd and
Kisvárday, 2012).

CURRENT STATE OF THE ART

Segmentation Algorithms
While a detailed description of state of art algorithms for single
3D neuron segmentation and tracing certainly deserves more
than a mini-review, here we give an overview aiming at helping
neuroscientists to navigate the plethora of published works on
neuron segmentation, while underlining some fundamentals
aspects when developing new approaches. A summary of
the most popular and/or useful available tools for neuron
segmentation is reported in Table 2.

A great number of semi-automatic/automatic 3D tracing
algorithms have been proposed to enable large-scale data
collection in recent years (Türetken et al., 2011; Ming et al.,
2013; Mukherjee et al., 2013; Xiao and Peng, 2013; Yang et al.,
2013; Santamaría-Pang et al., 2015; Acciai et al., 2016; Soltanian-
Zadeh et al., 2019), and many of these were supported by
hackathon events such as the DIADEM [(DIgital reconstructions
of Axonal and DEndrite Morphology) challenge in 2009-2010
(Gillette et al., 2011) and the BigNeuron project in 2005 (Peng
et al., 2015)], during which different algorithms were compared
in terms of reconstruction quality against a manually-traced
gold-standard. Most of these are pipelines, combining several
steps of image processing, instead of segmentation algorithms
per se. In this sense, both semi-automatic and automatic
3D approaches are generally integrated into frameworks
that combine pre-processing (e.g., denoising), branch tracing,
and post-processing methods. Relevant pre-processing steps
comprise image denoising as well as deconvolution approaches.
Image denoising techniques may assume a specific model of
signal and noise according to adopted acquisition methodology,
e.g., gaussian or poisson-like, as well as exploit linear or non-
filtering, patch-based, and wavelet denoising (Kervrann et al.,
2016). Deconvolution techniques aim at restoring images after
distortion by microscopes. This operation is complicated by
several factors. In fact, while the imaging system point spread
function (PSF) is band limited, image noise is not. As a result,
image deconvolution is an ill-posed problem and requires the
adoption of regularization approaches. Moreover, the PSF may
vary across the sample and the shift-invariance approximation
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FIGURE 1 | (A) The traditional workflow adopted for digitizing an entire brain:

the sample is first fixed in formaldehyde and embedded in paraffin and then

cut in thin slices. Subsequent slices are collected, acquired using a

high-resolution scanner, and finally aligned and reconstructed. (B) A new

workflow, integrating new methods for processing the samples and advanced

3D imaging will be faster and more accurately deliver the reconstruction of an

entire mammal brain.

that is often assumed might not be valid. Different models for
deconvolution adopt a parametric model of noise and/or signal,
thus combining denoising and deconvolution steps (Sarder and
Nehorai, 2006).

While some segmentation algorithms give more freedom
in the pre-processing steps, some others act in a “black-box”
fashion, leading to an easier-to-use tool but with less flexibility.
Among them, new solutions supported by the application of
deep learning have been proposed (Mazzamuto et al., 2018;
Soltanian-Zadeh et al., 2019). However, the need of an expert,
as well as of training data for fitting the weights of connections
within the artificial neural network, can be extremely expensive.
Segmentation steps can be followed by tracing algorithms that
are developed to identify axons and/or neural branches. For
instance, graph theoretic approaches are proposed to connect
locally identified trees and generate neuronal global morphology
by optimizing a maximum likelihood global tree measure
(Basu et al., 2010).

The most popular tool for neuron segmentation from 3D
datasets is Neurolucida (MicroBrightField, Inc., Williston, VT;
Glaser and Glaser, 1990). However, it is a commercial tool,
and we do believe that one of the fundamentals of twenty-first
century cellular neuroscience should rely on open-source
sharing of tools and algorithms. In this perspective, the main
software for sharing new approaches and compare them with
existing ones is certainly Vaa3d [i.e., “3D Visualization-Assisted
Analysis,” (Peng et al., 2014)]. Originally developed for the
visualization of large amounts of data, Vaa3d became a (i)
cross-platform (i.e., Windows, Mac, Linux), (ii) modular (i.e.,
it is composed of different modules for image visualization,
segmentation, data analysis, reconstruction comparison),
and (iii) open-source suite for image analysis widely used
among researchers. Several algorithms are implemented in
this suite, allowing for instantaneous “hands-on” access to
published algorithms. Furthermore, a user-friendly interface
allows also non-expert users to access a great number of
implemented algorithms. Nevertheless, sometimes users
need their own pipelines for a successful segmentation,
making the use of customizable open-source tools preferable
(Nunez-Iglesias et al., 2014; Liu et al., 2016).

The segmented structures obtained have to be stored and
shared with other researchers labs. Moreover, researchers find
themselves struggling to manage their image data (often
terabytes) and remote access is always difficult. For these
reasons, living on-line archives (e.g., the HBP share platform,
the Allen Brain Atlas, OMERO, and DataBrain Linkert et al.,
2010; Magliaro et al., 2017a) have been developed. Data
already published and organized following template guidelines
(e.g., with the proper metadata) can be periodically added
to enrich their content. These tools are fundamental for
strengthening collaborations between neuroscientists, promoting
networking and increasing cooperation with teams with different
backgrounds, thus tackling the mapping of the Connectome.
Moreover, such databases can be a valid tool for educational and
informational purposes.

Metrics
The ability of an algorithm to isolate single cells is evaluated
comparing its outcomes with the ground truth, i.e., manual
segmentation. The comparison is performed on some specified
metric, which is basically a rule or a set of rules able to
quantitatively define the difference between the reconstruction
provided by the algorithm and the manual one. In this way,
it is possible to define “how far” the automatic reconstruction
is from the ground-truth. The ideal metric should be able to
tolerate minor differences but also strongly penalize topological
(e.g., splits/merges) and morphological (e.g., missing branches,
inaccurate dendrite thickness) disagreements.

Several metrics for assessing neuron reconstructions have
been proposed and most of them are implemented in both
Vaa3d and MATLAB-based tools (Liu et al., 2016). One of the
favorites was defined during the DIADEM challenge (Ascoli,
2009). Briefly, this metric compares two digital reconstructions
of the same neuron, evaluating the topological similarity between
specific points (i.e., the nodes) of the algorithm outcome and
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TABLE 2 | Principal state-of-art tool for segmenting neurons.

Availability URL General overview Modality Sparse/dense References

Neurolucida Commercial

(free-trial

available)

• https://www.mbfbioscience.

com/free-trials

Suite of tools for visualization,

pre-processing, tracing,

segmentation, reconstruction,

and post-processing analysis.

Automatic/

Semi-Automatic

Sparse/Dense MicroBrightField,

Inc., Williston, VT;

Glaser and Glaser,

1990

Vaa3D Free • https://github.com/Vaa3D Suite of tools for visualization,

pre-processing, tracing,

segmentation, reconstruction,

and post-processing analysis.

Automatic/

Semi-Automatic

Sparse/Dense Peng et al., 2014

Rivulet Free • https://github.com/

RivuletStudio/

(also available as Vaa3D plugin)

Tool for neuron segmentation,

tracing, and reconstruction.

Automatic Sparse Liu et al., 2016

Neutube Free • https://www.neutracing.com/ Tool for neuron tracing,

reconstruction, and visualization.

Semi-Automatic/

Manual

Sparse/Dense Feng et al., 2015

Neuronstudio Free • https://icahn.mssm.edu/cnic/

tools.html

Tool for neuron tracing and

reconstruction.

Semi-Automatic/

Manual

Sparse Rodriguez et al.,

2008

ManSegtool Free • https://mansegtool.

wordpress.com/downloads/

Tool for neuron segmentation,

reconstruction, and visualization.

Manual Sparse/Dense Magliaro et al.,

2017b

NeuroGPS Free • https://sourceforge.net/

projects/neurogps-tree/ (also

available as Vaa3D plugin)

Tool for post-processing

reconstruction of single neurons.

Automatic Dense Quan et al., 2016

Tree2Tree Free • http://www.ece.virginia.edu/

viva/suvadip_docs/Neuron/

research_neuron.html

Tool for neuron segmentation

and neural branches

reconstruction.

Automatic Sparse Basu et al., 2010

TREES Free • https://www.treestoolbox.org/

download.html

Tool for visualization, tracing,

segmentation, reconstruction,

and post-processing analysis.

Automatic/

Manual

Sparse/Dense Beining et al.,

2017

G-cut Free • https://muyezhu@bitbucket.

org/muyezhu/gcut/src/master/

Tool for post-processing

identification of single neurons

(requires already traced

structure).

Automatic Dense Li et al., 2019

of the gold standard. However, the DIADEM metrics, as well
as some others defined in the last few years, for example
by Peng et al. (Peng et al., 2011; Liu et al., 2016), cannot
be exhaustive for neuron segmentation. This is because they
only yield geometrical, skeleton-based information about the
neuron at selected points, thus neglecting important volumetric
information, such as neurite thickness or soma shape.

Attempts at describing new approaches for taking into
account the volumetric features of the neurons have been made
[e.g., the surface-to-volume ratio of 3D reconstructions obtained
both manually and through a tool/algorithm (Liu et al., 2016;
Callara et al., 2018)]. In this direction, new approaches including
volumetric information should be defined, leading to the next
generation of metrics, in which not only discrete “nodes” in the
reconstruction, but the whole segmented neuron is used for the
comparison, at both volumetric and topological levels. Obviously,
this also implies a shift in the way manual segmentation (and not
just tracing) should be done (Magliaro et al., 2017b).

HIGHLIGHT OF FUTURE DIRECTIONS

The anatomical mapping of the mammalian brain at the micro-
scale is a crucial need of the whole neuroscience community.

Here, we review the protocols and tools which can be considered
as the building blocks for this ambitious aim. The integration
of advanced imaging techniques, clearing protocols and new
robust image processing algorithms, e.g., the workflow illustrated
in the Graphical Abstract, is essential for delivering a high-
fidelity map of neuron morphology and topology as well as their
physical connections. The main roadblock in the workflow is
doubtless isolating single neurons, since a robust algorithm for
3D neuron segmentation is still lacking. In this context, we would
like to enhance the importance of isolating and quantifying the
shape and size of single neurons rather than just identifying
them from the background within a dataset. Indeed, while some
methods have been proposed for the segmentation of neurons
from clarified tissues (Mazzamuto et al., 2018), they do not as yet
yield volumetric or topological information on single neurons.

Thanks to new technologies and protocols available, the
digitization of the Structural Connectome can be enriched with
sub-cellular details at a level that could not be previously
achieved. In particular, the recent development of new
fluorescence-based labeling techniques, such as those exploiting
membrane probes, allow plasma membrane staining with
excellent contrast in single, and double photon imaging.
Among them, MemBright fluorescent membrane probes
allow neuronal imaging through live, confocal and Stochastic
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Optical Reconstruction Microscopy (STORM) microscopy
(Collot et al., 2019). These approaches are especially powerful
when combined with super-resolution imaging, which can
improve the spatial resolution of imaging by over an order of
magnitude (i.e., down to tens of nanometers). As an example,
whole-cell super-resolution imaging (Legant et al., 2016) and
super-resolution optical fluctuation imaging (SOFI) (Duwé
and Dedecker, 2017) can be employed for producing images
of the full 3D cell architecture with a resolution of 50 nm. An
algorithm able to deal with such a variety of datasets will speed
up neuro-anatomical mapping in mammalian brains even at
sub-micrometric resolution, as well as generating models usable
for making predictions about higher-level brain organization.

Clearly, an integrated multi-disciplinary approach supported
by open science principles could accelerate progress in this
challenging field.
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KEY CONCEPTS

Key Concept 1 | Structural Brain Connectome
The Structural Connectome is a comprehensive map of
all the neuronal cells in their three-dimensional (3D)
native arrangement and of their physical connections
within the brain. Mapping the brain at cellular and sub-
cellular resolution is crucial for fully understanding the
mechanisms shaping higher level brain functions and
for evaluating the morphological abnormalities related
to neuropathies.

Key Concept 2 | Digital Imaging
3D digital imaging is based on sampling successive points in a
focal plane to reproduce the spatial distribution of endogenous
or exogenous fluorescent probes within a sample. The resulting
continuous fluorescence is collected by a detector and converted
into a digital image with discrete grey levels through a process
known as quantization.

Key Concept 3 | Tissue Clarification Methods
The mix of components of small size (e.g., proteins, lipids, and
pigments) composing a biological tissue has different refractive
indices. As a result, their interaction with light leads to scattering
and absorption phenomena, limiting imaging at cellular and
sub-cellular resolution to depths of a few micrometres. Clearing
methods aim at reducing tissue opacity by homogenizing
refractive indexes to limit refraction and diffusion phenomena,
without damaging the cells.

Key Concept 4 | 3D Neuron Segmentation and Tracing
3D segmentation is the process of neuron identification in a
digital image stack preserving its volumetric information (e.g.,
neurite thickness and soma volume). 3D tracing just determines
the pathway of the neurites, focusing on arborisation topology.
The standard formats for storing and sharing tracing outcomes
are ∗.swc and ∗.asc files, which provide spatial information at
some points of interest (e.g., neuron nodes). No similar standards
exist for 3D segmentation.
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The blood–brain barrier (BBB) helps maintain a tightly regulated microenvironment for
optimal central nervous system (CNS) homeostasis and facilitates communications with
the peripheral circulation. The brain endothelial cells, lining the brain’s vasculature,
maintain close interactions with surrounding brain cells, e.g., astrocytes, pericytes
and perivascular macrophages. This function facilitates critical intercellular crosstalk,
giving rise to the concept of the neurovascular unit (NVU). The steady and appropriate
communication between all components of the NVU is essential for normal CNS
homeostasis and function, and dysregulation of one of its constituents can result in
disease. Among the different brain regions, and along the vascular tree, the cellular
composition of the NVU varies. Therefore, differential cues from the immediate vascular
environment can affect BBB phenotype. To support the fluctuating metabolic and
functional needs of the underlying neuropil, a specialized vascular heterogeneity is
required. This is achieved by variances in barrier function, expression of transporters,
receptors, and adhesion molecules. This mini-review will take you on a journey through
evolving concepts surrounding the BBB, the NVU and beyond. Exploring classical
experiments leading to new approaches will allow us to understand that the BBB is
not merely a static separation between the brain and periphery but a closely regulated
and interactive entity. We will discuss shifting paradigms, and ultimately aim to address
the importance of BBB endothelial heterogeneity with regard to the function of the BBB
within the NVU, and touch on its implications for different neuropathologies.

Keywords: cerebral endothelial cells, blood–brain barrier, neurovascular unit, brain cellular heterogeneity,
vascular heterogeneity

THE BLOOD BRAIN BARRIER: HISTORICAL PERSPECTIVE

The central nervous system (CNS) needs a highly controlled microenvironment for optimal
functioning. Several barriers of the CNS, including the cerebral endothelial cells (CECs) of
the blood brain barrier (BBB) tightly regulate transport into and out of the CNS. An early
indication of a barrier at the cerebral blood vessels was recorded by Ridley (1653–1708)
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GRAPHICAL ABSTRACT | Heterogeneity of the cells of the neurovascular unit contributes to a significant vascular heterogeneity of the blood brain barrier
endothelium in different brain regions, such as white matter and gray matter.

after injecting wax and mercury, resulting in three-dimensional
vessel casts. While trying to improve histological tissue staining,
the classical experiments by Ehrlich and Goldman, during
the late 1800s and early 1900s, also suggested a separation
between the CNS and peripheral circulation. During that
same era, Lewandowsky tested neuro-pharmacologically active
substances in animals, and observed neurological effects of
only a subset. He hypothesized that, in order to shuttle
them into the CNS, the brain vessel wall displayed a specific
affinity for these select substances. Studies on the movement
of substances between peripheral blood, cerebrospinal fluid and
brain, led Lina Stern and collaborators (1918–1934) to the
conclusion that CECs played a dual role in both protecting and
metabolically supporting the CNS, thereby effectively proposing
the BBB concept. The introduction of the transmission electron
microscope allowed Reese and Karnovsky (1967) to show that
electron dense tracers were not able to penetrate in-between
adjacent CECs, hence pointing to the actual site of the barrier.
Subsequent studies with tracers and micro-electrodes, confirmed
the low BBB permeability, and demonstrated its high trans-
endothelial electrical resistance (Crone and Olesen, 1982). In the
late 1980s it was discovered that transmembrane multi-protein
tight junctional complexes at CEC-CEC borders conferred to

Abbreviations: AEF, astrocyte endfeet; AJ, adherens junctions; GM-A, gray matter
astrocyte; GM-CEC, cerebral endothelial cell in gray matter; L, lumen of brain
microvessel; N, neurons; OD, oligodendrocyte; PC, pericyte; PM, perivascular
macrophage; T, transporters; TJ, tight junctions; WM-A, white matter astrocyte;
WM-CEC, cerebral endothelial cell in white matter.

the BBB its barrier function. Freeze facture studies, initially
carried out by Farquhar and Palade (1963), revealed the complex
belt-like networks of these cell–cell junctions. Analysis, first
on epithelial cells and later confirmed for brain endothelium,
identified individual junctional components, including claudins,
occludins, junctional adhesion molecules, AJ (e.g., VE-cadherin,
N-cadherin, and β-catenin) and cytoplasmic adaptors, such as
zona occludens proteins. Due to its stringent barrier function
and low vesicle transport activity, the passage of nutrients and
waste products across the BBB was found to be regulated
by polarized transporters on CECs; with efflux transporters,
such as the ATP-binding cassette transporter family, usually at
the luminal membrane, and solute carriers delivering essential
nutrients into the CNS, such as GLUT-1, predominantly localized
on the abluminal side (Bendayan et al., 2006; Roberts et al., 2008).
Together, these classical experiments established the concept
of a tight BBB at endothelial junctions. In-depth reviews on
the history of the BBB (Liddelow, 2011; Saunders et al., 2014)
and BBB-endothelial junctions (Haseloff et al., 2015; Bauer and
Traweger, 2016; Stamatovic et al., 2016) are suggested.

ESTABLISHED PRINCIPLES: FROM THE
BBB TO THE NEUROVASCULAR UNIT

Influence of Brain Cells on CECs
The modulating influence of the neural environment on the
BBB was first suggested by Stewart and Wiley (1981) in a
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series of reverse grafting experiments of neural and non-neural
tissues. Ultrastructural studies revealed close apposition of AEF
to CECs, and cell transplantation experiments and trypan blue
exclusion confirmed that astrocytes contributed to the BBB
phenotype (Janzer and Raff, 1987). Subsequent studies showed
that astrocyte-derived signaling to CECs leading to increased
expression of tight-junctions was mediated by, e.g., transforming
growth factor beta (TGFβ), Sonic hedgehog and Wnt signaling
(Siddharthan et al., 2007; Alvarez et al., 2011; Wang et al., 2018;
Benz et al., 2019). Moreover, astrocytes regulate expression of
alkaline phosphatase and Na-ATPase on CECs via cAMP and IL6,
suggesting astrocytes regulate ionic homeostasis (Beuckmann
et al., 1995; Sun et al., 1997).

Besides astrocytes, pericytes also influence the BBB phenotype.
Pericytes are mural cells that wrap around the abluminal surface
of cerebral microvessels. Due to the presence of smooth muscle-
like fibers, contractile characteristics and expression of vaso-
active mediators, pericytes were initially thought to regulate
microvascular hemodynamics (Balabanov and Dore-Duffy,
1998). Subsequent ultrastructural studies revealed that pericytes
intercalate with AEF, covering up to 60–70% of CECs, and
maintain close physical contacts with CECs via gap junctions and
“peg-socket” structures, indicative of communicative functions.
In the CNS, pericyte loss and low pericyte coverage correlate
with increased BBB permeability, implicating their involvement
in regulating BBB-barrier functions (Winkler et al., 2011).
Combined in vivo murine models and in vitro studies confirmed
the ability of pericytes to directly modulate BBB phenotype by
regulating, e.g., Wnt and Notch signaling, caveolar transport
across the BBB through the expression of the lysolipid transporter
mfsd2a (Ben-Zvi et al., 2014; Sweeney et al., 2016), and the
expression of GLUT-1 and transferrin receptor CD71 (Liebner
et al., 2011). Pericyte CD146, together with PDGF act via TGFβ,
contributing to CECs barrier function (Armulik et al., 2010;
Sa-Pereira et al., 2012; Chen et al., 2017). Indirectly, pericytes
target CECs by inducing polarization of AQP4, Kir4.1, and
laminin-α2 on AEF and thus indirectly affect permeability by
restricting vesicular transport across CECs (Hori et al., 2004;
Armulik et al., 2010; Daneman et al., 2010). In vitro data
suggests pericyte involvement in immune function, through
modulation of phagocytosis, expression of αSMA and ICAM-
1 and supporting ICAM-1-mediated neutrophil transmigration
in response to pro-inflammatory stimuli and the generation
of mediators such as iNOS, ROS, COX2, MHCII, (Pieper
et al., 2014). Reviews on pericyte-neurovascular unit (NVU)
interactions (De Bock et al., 2017; Zhao et al., 2018) and
signaling (Sweeney et al., 2016) are suggested for more in-
depth information.

Neuronal effects on the BBB-CEC phenotype include release
of growth factors, such as neuregulin and brain-derived
neurotrophic factor, (Gauthier et al., 2013). Neuronal activity and
neurotransmitter release can regulate BBB permeability through,
e.g., glutamate-activating CEC-NMDA receptors and modulate
transport of insulin-like growth factor, across the BBB (Nishijima
et al., 2010; Vazana et al., 2016).

Taken together, the recognition of the contribution of
inter-cellular communication between astrocytes, pericytes and
neurons to the specific phenotype of CECs led to the formulation

of the concept of the NVU. This model emphasizes the
maintenance of CNS homeostasis through multidimensional,
continuous and reciprocal communication among all NVU
members by means of either physical contacts and/or the release
of signaling mediators. Hence, dysregulation of one of the
NVU components could lead to neuro-disease (Iadecola, 2017;
Sweeney et al., 2019).

SHIFTING PARADIGMS: FROM A SINGLE
NVU TO A HETEROGENEOUS NVU

Heterogeneity of NVU Components
Differences in morphology, cellular content, and microvascular
density have been observed among different brain regions and
are especially apparent in white matter (WM) versus grey
matter (GM). Historically, astroglial classifications were based
on their morphology and anatomical position; as is the case
with “fibrous astrocytes” with long processes in WM and more
star-shaped “protoplasmic astrocytes” in GM. However, GM and
WM astrocytes have extensive functional differences, as indicated
by differential expression of transporters, including glutamate-
transporters and GLUT-1 subtypes. In addition, they respond
differently to in vitro stimuli (de Graaf et al., 2001; Goursaud
et al., 2009). Hippocampal astroglia display differential ion
channel expression and GABA responses (Cavaglia et al., 2001),
confirming the regional heterogeneity of astroglial populations.
The overall transcriptomes of GM and WM were shown to be
unique and corroborate functional heterogeneities (Mills et al.,
2013). Further development of technical abilities and “big data”
processing revealed a large heterogeneity of individual NVU
members. RNA-seq studies of populations of brain cells exposed
high heterogeneity in both morphology of astrocytes, glia,
endothelial cells and pericytes and in physiological properties,
metabolic processes and functions (Zhang and Barres, 2010;
Zhang et al., 2014; Li et al., 2019).

Single cell transcriptomics also indicated high diversity of glial
sub-populations throughout the CNS, including in immunologic
profiles (Batiuk et al., 2018). Clear region-specific differences,
with a predominance of type-I interferon genes in GM, versus
NFκB-signaling in WM was observed. Similarly, RNAseq showed
that, with respect to immunological responses, isolated microglia
clustered into at least nine transcriptionally different states
(Hammond et al., 2019). Likewise, transcriptional profiling
highlighted large differences in microglial populations derived
from WM versus GM, with amoeboid-type microglia in WM
regions (Verdonk et al., 2016; van der Poel et al., 2019).
Transcriptional profiling also provided additional insights into
the heterogeneity of the spatiotemporal responses of microglia
to disease (Masuda et al., 2019). For example, metabolically
active amoeboid microglia with phagocytic capability share gene
signatures with those associated with degenerative disease (Li
et al., 2019; Staszewski and Hagemeyer, 2019). These diverse
populations also have different roles during neuronal plasticity
as shown by their variances in response to injury and disease (Tay
et al., 2018; Masuda et al., 2019). Such diversity may differentially
affect phenotype and function of CECs, thus contributing to
vascular heterogeneity.
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Perivascular macrophages are differentially distributed along
the vascular tree. They aid in preserving BBB integrity and
contribute to regulating vascular tone (Goldmann et al., 2016;
Hoeffel and Ginhoux, 2018). Under inflammatory conditions,
PMs respond quickly but differentially (He et al., 2016; Verdonk
et al., 2016; van der Poel et al., 2019). However, their interactions
within the NVU and their implications for BBB-phenotype are
under-investigated. The pericyte population is heterogeneous,
not just between macro- versus micro-vessels but also among
capillaries. For example, pericyte arms are fewer and shorter in
post-capillary venules, leading to differences in pre- versus post-
capillary contraction capacity (Itoh and Suzuki, 2012). Pericyte
coverage differs among brain regions affecting BBB permeability
in a regional-dependent manner, although other mechanisms
are involved (Winkler et al., 2018). Coverage is also higher
in the cerebral cortex compared to the spinal cord, suggesting
region-dependent differential regulation of the CECs phenotype
and function (Wilhelm et al., 2016). As alluded above, pericyte-
derived factors directly influence BBB function and affect AEF
polarization, thus indirectly restricting vesicular transport across
CECs. Although RNA-seq studies indicated heterogeneity among
pericytes (Zhang et al., 2014), it is essential to exploit novel
methods for isolation, characterization and analysis of pericytes
from different brain regions. This will shed more light on
the functional heterogeneity of pericytes, as well as on their
contributions to vascular heterogeneity (Crouch and Doetsch,
2018; Dore-Duffy and Esen, 2018).

Oligodendrocytes are more prevalent in WM compared to
GM brain regions, therefore their function was traditionally
viewed as to myelinate neuronal processes and facilitate neural
transmission. In the 1920s Rio Hortega described four types of
oligodendroglia, based on the number of axons they myelinated
and their location; perineural or perivascular. Recently, single-
cell RNA sequencing with Fluidigm-C1 technology revealed 12
clusters of heterogeneous oligodendrocyte populations or states.
Their functional heterogeneity among brain regions may be
related to different progenitor lineages (Dimou and Simons,
2017; Trotter and Mittmann, 2019). Although little is known
about the communication between oligodendrocytes and CECs,
the survival and proliferation of oligodendrocyte precursor cells
is influenced by factors released from CECs, such as brain-
derived neurotropic growth factor (Arai and Lo, 2009; Hamanaka
et al., 2018). Oligodendrocyte progenitors can modulate BBB
integrity via secretion of TGFβ-1, resulting in the upregulation
of junctional proteins in CECs (Seo et al., 2014). Pericytes also
influence progenitor development and neuronal myelination via
Lama2 and VEGF signaling and by regulating the bioavailability
of PDGF and TGFβ (De La Fuente et al., 2017; Girolamo et al.,
2019). Due to the high oligodendrocyte prevalence in WM, CECs
in WM are likely to have differential cellular interactions than
CECs residing in GM. More research on the interactions and
communications between oligodendrocytes and CECs and the
consequences for specific phenotypes of CECs in WM is needed.

Physiological Heterogeneity
Besides cellular interactions within the NVU, physiological
differences, such as blood flow, affect CEC-vascular phenotype.

For the brain’s blood supply, large vessel branches penetrate
the brain parenchyma, morphing into a dense network of
small arteries, arterioles, capillaries, and venules. Compared to
larger vessels, the microvasculature does not contain smooth
muscles but pericytes, indicating differences in regulation of
vaso-reactivity, blood flow, and shear stress (Cipolla, 2016;
Mikhail Kellawan et al., 2017). Shear stress has been shown to
affect expression of transporters, ion channels, and of tight- and
adherens junction proteins on CECs (Cucullo et al., 2011).

Dependent on brain area, the vasculature displays differential
densities and spatial orientation. In mouse frontal cortex, GM
vessels are perpendicular to the pyramidal cell layer, whereas
WM vessels are orientated parallel to axonal fibers (Itoh and
Suzuki, 2012; Murugesan et al., 2012). The capillary density in
the GM is greater than in the WM, reflecting different regional
metabolic and energy demands, such as in synaptically active
regions (e.g., cerebral cortex) versus fiber tract heavy regions
(e.g., corpus callosum) (Cavaglia et al., 2001; Itoh and Suzuki,
2012; Wilhelm et al., 2016). To support metabolic needs in areas
with low vascular density, an increased presence of transcellular
pathways, gap-junctions and specific expression of receptors and
transporters on CECs is needed (Cavaglia et al., 2001; Keaney
and Campbell, 2015). Along the vascular tree, from large to
small vessels, heterogeneity in the expression of various genes
and expression of claudin-5 is evident (Macdonald et al., 2010;
Paul et al., 2013; Sabbagh et al., 2018). Transcripts for junctional
proteins occludin, claudin-5, and α-catenin were increased in
WM-CECs compared to GM-CECs (Nyul-Toth et al., 2016).

The physiological/metabolic needs of the highly active neural
milieu are in constant flux. Demands for exchange of nutrients,
solutes, water and oxygen are conveyed through cues to the brain
microvasculature. As discussed above, there is high diversity in
the cellular composition of the NVU, which includes a significant
heterogeneity of astrocytes, pericytes and oligodendrocytes
in different brain areas. Taking into account the reciprocal
interactions of these brain cells within the NVU and differing
metabolic needs and differences in blood flow/shear stress, the
microvascular phenotype must differ between different brain
regions, especially between WM and GM regions. Characterizing
and understanding the implications of regional heterogeneity of
the brain microvasculature in health and disease is a new frontier
for brain vascular research.

FUTURE PERSPECTIVES: IMPLICATION
OF VASCULAR HETEROGENEITY FOR
NEUROPATHOLOGIES AND IN VITRO
MODELING

The critical role of brain vascular pathology recently emerged
in studies of various neurological diseases, e.g., multiple
sclerosis, infections including cerebral malaria and HIV,
neurodegenerative disorders, including Alzheimer’s disease,
traumatic brain injuries and in some psychiatric diseases. Small
vessel disease exhibits brain vascular pathologies associated with
either focal or generalized changes in different brain regions
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(Varghese et al., 2017; Kealy et al., 2018), comprised of WM
lesions, cerebral micro-bleeds (Pantoni, 2010) with BBB opening
and vasogenic edema resulting from oxygen loss and vascular
inflammatory responses, including MMP release (Yang and
Rosenberg, 2011). In multiple sclerosis, microvascular centered
inflammatory lesions involve BBB breakdown and are associated
with foci of demyelination in both GM and WM regions (Prins
et al., 2015). In WM, early demyelination, the loss of WM volume
and leukocyte infiltrations are associated with local BBB damage
(Lucchinetti et al., 2011; Popescu et al., 2011; Prins et al., 2015;
Granberg et al., 2017). Cerebral malaria, a severe neurological
complication of malaria, and post-CM sequelae present a clear
example of differential WM and GM pathology associated with
BBB permeability and hemorrhagic punctae which predominate
in WM but not in GM (Taylor and Molyneux, 2015). Alzheimer’s
is regarded mainly as a GM disease with heterogeneous findings
that include small vessel damage, cerebral amyloid angiopathy,
inflammation, and hypercoagulability (Zamolodchikov and
Strickland, 2016). In addition, differences in vascular pathologies
between different lobes and WM versus GM are reported, with
the occipital lobe more severely affected by cerebral amyloid
angiopathies, followed by frontal-, temporal-, and parietal
lobes (Vinters et al., 1996; Attems and Jellinger, 2014). Recent
studies show clear vascular pathologies in traumatic brain injury,

involving neurovascular inflammation, ROS, MMP’s resulting in
a loss of junctional integrity (Abdul-Muneer et al., 2015). Major
depressive disorder and attention deficit-hyperactivity disorder
also exhibit signs of vascular pathology. In schizophrenia,
evidence is mounting for NVU involvement (Najjar et al.,
2017). Here, selected regions of GM are predominately affected
(Cannon et al., 2002; Vita et al., 2012), whereas WM involvement
is limited to select tracts (Davis et al., 2003; Hercher et al.,
2014). Postmortem brain samples of schizophrenic patients
also revealed ultrastructural differences in brain capillaries
(Uranova et al., 2010).

Several brain diseases have underlying vasculopathic
mechanisms and the vascular heterogeneity may lead to
differential neuropathologies, especially in GM versus WM. To
understand the contribution of the brain’s vascular heterogeneity
and dysregulation of the NVU to neuro-pathogenesis, besides
animal models, appropriate in vitro models are needed.
Traditionally, isolated single CECs cultures or combinations
with astrocytes and/or pericytes have been used for in vitro
BBB modeling. More recently, inducible progenitor cells have
been used for BBB-models, which show a low permeability
and express drug transporters. An additional advantage is that
patient material can be differentiated into homologous multi-cell
BBB-models (DeStefano et al., 2018). However, considering

FIGURE 1 | Heterogeneity of the neurovascular unit (NVU): current research has revealed high heterogeneity of e.g., astrocytes and pericytes within the CNS and
among different brain areas. The heterogeneity of these different cellular components of the NVU in, for example, the GM (A) versus the WM (B) contributes to brain
vascular heterogeneity to support local physiological and metabolic needs for that particular part of the brain. This includes differential expression of specific receptors
and transporters on CECs, such as GLUT-1, Pgp and Na+/K+-ATPase, which are represented by the different shapes and colors in GM (A) versus WM-CECs (B).
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NVU-cell heterogeneity, it is not clear which part of the BBB
vasculature is represented; e.g., WM or GM. Depending on
the scientific questions involved, “simple” in vitro BBB models
may suffice or to better recapitulate the complexity of the
NVU interactions, multi-cellular, multi-compartment micro-
fluidic models, or organ-on-a-chip approaches may be more
suitable (Noumbissi et al., 2018). However, the incorporation
of NVU heterogeneity, including diversity of astrocytes and
pericytes derived from GM versus WM areas and the potential
role of oligodendrocytes, has thus far, been neglected in BBB-
model designs. When studying neuropathologies that differ in
their presentation in various brain regions, it is particularly
important to benchmark in vitro BBB models to the in vivo
vasculature of the region of interest. Therefore, considering brain
cell heterogeneity in experimental design may lead to BBB models
better reflecting WM versus GM vasculature.

CONCLUDING REMARKS

This mini-review aims to highlight the region-specific
heterogeneity of the brain’s vasculature and is not meant to
be an exhaustive list. Additional BBB topics, including other
barrier sites, immune interactions or BBB-development have
been recently reviewed (Forrester et al., 2018; Mastorakos
and McGavern, 2019; Saunders et al., 2019). Understanding
the contributions of cellular diversity of the NVU micro-
environment to phenotypic and functional heterogeneity
of the brain’s vasculature will aid in elucidating differing
region-dependent neuropathologies. This can be achieved by
combining basic research and clinical approaches with large
scale genetic/RNA-seq and proteomic analysis of regional
microvasculature and other NVU components. Ultimately, this
may inform us of novel targets for designing region-specific
neuro-therapeutics.

KEY CONCEPTS

Blood–Brain Barrier
Cerebral endothelial cells forming a low permeability barrier
between the peripheral blood circulation and the CNS. Presence
of TJ and polarized transporters tightly regulate passage of
molecules into and out of the CNS.

Neurovascular Unit
The concept that CECs, astroglial cells, pericytes, PMs,
and neurons communicate together to maintain brain
homeostasis for optimal functioning of the organism.
Dysfunction of any one component affects another and can lead
to neuro-disease.

Brain Cellular Heterogeneity
Heterogeneity in morphological-, molecular phenotype, and
function of brain cells (e.g., glia, neurons). As these cells
interact with the brain vascular CECs, they can influence the
CECs phenotype and function, reflecting the needs of the
underlying brain tissue.

Vascular Heterogeneity
Variances in the anatomical, cellular and molecular composition
of the vasculature. Differential interactions with adjacent brain
tissue can lead to a heterogeneity of the BBB phenotype and
function not only along the vascular tree, e.g., large to small
vessels, but also in different brain regions.
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G protein-coupled receptors (GPCRs) not only exist as monomers but also as homomers
and heteromers in which allosteric receptor-receptor interactions take place, modulating
the functions of the participating GPCR protomers. GPCRs can also form heteroreceptor
complexes with ionotropic receptors and receptor tyrosine kinases modulating their
function. Furthermore, adaptor proteins interact with receptor protomers and modulate
their interactions. The state of the art is that the allosteric receptor-receptor interactions
are reciprocal, highly dynamic and substantially alter the signaling, trafficking, recognition
and pharmacology of the participating protomers. The pattern of changes appears to
be unique for each heteromer and can favor antagonistic or facilitatory interactions
or switch the G protein coupling from e.g., Gi/o to Gq or to beta-arrestin signaling.
It lends a new dimension to molecular integration in the nervous system. Future
direction should be aimed at determining the receptor interface involving building models
of selected heterodimers. This will make design of interface-interfering peptides that
specifically disrupt the heterodimer possible. This will help to determine the functional
role of the allosteric receptor-receptor interactions as well as the integration of signals
at the plasma membrane by the heteroreceptor complexes, vs. integration of the
intracellular signaling pathways. Integration of signals also at the plasma membrane
seems crucial in view of the hypothesis that learning and memory at a molecular level
takes place by reorganization of homo and heteroreceptor complexes in the postsynaptic
membrane. Homo and heteroreceptor complexes are in balance with each other, and
their disbalance is linked to disease. Targeting heteroreceptor complexes represents a
novel strategy for the treatment of brain disorders.

Keywords: G protein-coupled receptor, heteroreceptor complexes, oligomerization, brain disorders, allosteric
receptor-receptor interactions, allosteric dynamic, dopamine receptor, dimerization
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SUMMARY OF THE ESTABLISHED
PRINCIPLES. GPCR HOMOMERS AND
HETEROMERS AND THEIR ALLOSTERIC
RECEPTOR-RECEPTOR AND
RECEPTOR-PROTEIN INTERACTIONS

In 1980–1981, we introduced the concept that peptide and
monoamine signals in the Central Nervous System (CNS) could
become integrated in the plasma membrane through direct
peptide receptor-monoamine receptor interactions (Agnati et al.,
1980; Fuxe et al., 1981, 1983). It was based on the findings
that specific peptides could modulate the binding characteristics,
especially the affinity, of the monoamine receptors in membrane
preparations in a receptor subtype specific manner (Fuxe et al.,
1983). In 1993 the hypothesis was introduced that direct allosteric
receptor-receptor interactions became possible through the
formation of G protein-coupled receptor (GPCR) heterodimers
in balance with the corresponding homodimers (Zoli et al.,
1993). The receptor-receptor interactions can involve alterations
in recognition, pharmacology, signaling and trafficking of the
partner receptor protomers (Fuxe and Agnati, 1985; Fuxe et al.,
1998, 2010a).

In 1997, the cloning of the gene encoding the Gamma-
aminobutyric acid (GABA) B receptor 1 (GABABR1) was
obtained (Kaupmann et al., 1997). However, this GABABR1 did
not reach the plasma membrane but remained on the
intracellular membranes with a low affinity for GABAB
receptor agonists. In 1998, Marshall and colleagues (White
et al., 1998) made the highly significant discovery that
heterodimerization was crucial for the formation of a functional
GABA B receptor. Thus, they found a new subtype of GABAB
receptor, namely GABABR2 that physically interacted with
GABABR1 via their intracellular carboxy-terminal regions
using the yeast two-hybrid system. This interface had the
structure of a coiled-coil domain which led to the transport of
the GABABR1 to the plasma membrane with transformation
of the GABABR1 protomer into a state with a high affinity for
GABA. The functional response of the GABAB heterodimer
was mediated by the GABABR2 protomer coupled to
Gi/o as studied inter alia in Xenopus oocytes possessing
G protein-coupled inwardly-rectifying potassium channels
(GIRKs; White et al., 1998). This important discovery had a
strong impact on the heterodimer field and their receptor-
receptor interactions.

In 1998, the discovery was also made that receptor activity-
modifying proteins (RAMPs) can regulate the family B GPCR
calcitonin-receptor-like receptor (CLR) in terms of transport to
the plasma membrane and recognition specificity (McLatchie
et al., 1998). The RAMPs represent a family of proteins
with a single transmembrane domain, RAMP1, RAMP2 and
RAMP3 (McLatchie et al., 1998). Upon association of CLR
with RAMP1 it becomes a calcitonin gene related peptide
(CGRP) receptor. Instead, association with RAMP2 and
RAMP3 changes the CLR into adrenomedullin1 and
adrenomedullin 2 receptors (McLatchie et al., 1998; Barwell
et al., 2012; Hay and Pioszak, 2016; Hay et al., 2016).

Adrenomedullin is a potent vasodilator (Muff et al., 1995;
Poyner, 1997).

The diversity was further increased by demonstrating that
when the calcitonin receptor becomes associated with RAMP3 it
changes to recognize amylin with high affinity and becomes
an amylin receptor, named amylin 3 receptor (Christopoulos
et al., 1999; Hay et al., 2016). Instead, when associated with
RAMP1 the calcitonin receptor alters its recognition to recognize
both amylin and CGRP with high affinity and becomes an
amylin receptor named amylin 1 receptor (Christopoulos et al.,
1999; Hay and Pioszak, 2016). Amylin is known to inhibit
both insulin release and food intake. Altogether this impressive
work underlines the dynamic regulation of the CGRP and
calcitonin receptors by plasma membrane proteins and its impact
on trafficking, recognition and signaling of these GCPRs. As
discussed in the article of Hay et al. (2016), it seems likely
that RAMPs can interact with a large number of class B
GPCRs and certain class A and C GPCRs leading to allosteric
changes in receptor recognition, signaling and trafficking of the
participating GPCRs.

Adaptor/chaperone proteins like Sigma1R that bind to the
receptor protomers can also substantially modulate the receptor-
receptor interactions (Pinton et al., 2015b; Beggiato et al.,
2017; Borroto-Escuela et al., 2017b). Allosteric mechanisms
were proposed to mediate the reciprocal receptor-receptor
interactions via the receptor interface of homo-heteroreceptor
complexes over which the allosteric waves passed based on
the early work on allosteric transitions in the 1960s (Monod
et al., 1965; Koshland et al., 1966), updated in 2009 (Tsai
et al., 2009). The allosteric receptor-receptor interactions take
place when the binding of a ligand to an orthosteric site
or an allosteric site induces a conformational change in the
partner receptor protomer after passing the receptor interface
(see Figure 1). Multiple allosteric changes can be induced in
the partner receptor with, for example, changes in affinity
and/or signaling efficacy. In case of allosteric enhancement of
orthosteric ligand binding in receptor heteromers the terms
positive cooperativity or agonistic allosteric modulation are
often used, while in case of allosteric antagonism negative
cooperativity or antagonistic allosteric modulation can be
used (see Fuxe and Agnati, 1987; Dasgupta et al., 1996;
Christopoulos and Kenakin, 2002; Han et al., 2009; Borroto-
Escuela et al., 2010a,c; Fuxe et al., 2010a,b; Cottet et al.,
2013). Heterodimerization of somatostatin and opioid receptors
was also found to allosterically modulate phosphorylation,
trafficking and desensitization of the receptor protomers
(Pfeiffer et al., 2002).

Therefore, allosterism in GPCR has an impact at the
intracellular signaling level (Luttrell and Kenakin, 2011;
Mahoney and Sunahara, 2016). Here, the allosteric receptor-
receptor interaction can modulate the strength of the receptor-G
protein coupling or switch the G protein coupling from one
type of G protein to another type of G protein as is the
case in the D1R-D2R heteromer (George et al., 2014). It is
also known that GPCR kinases (GRK) can assist GPCRs in
switching from G protein mediated signaling to beta-arrestin
mediated signaling (Komolov and Benovic, 2018). It seems
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FIGURE 1 | Illustration of the G protein-coupled receptor (GPCR) allosteric modulation from receptor monomers to heteroreceptor complexes through an example
of the dopamine D2R-adenosine A2AR (D2R-A2AR) heteroreceptor complex. Studies on negative co-operativity and neuropeptide-monoamine receptor–receptor
interactions in the central nervous system (CNS) in the early 1980s opened up the potential existence of receptor dimers and receptor mosaics together with
receptor monomers (A). Homo- and hetero-receptor complexes increases the diversity of GPCR recognition and their signaling. Upon activation of one protomer
modulation of the orthosteric and allosteric binding sites of the adjacent protomer take place (B,C) as well as of its G protein activation and selectivity, and therefore
its signaling cascades. For instance, among other changes a switch from G protein to β-arrestin signaling may take place (C). (D) Top view of the orthosteric binding
pocket for each protomer in the A2AR-D2R heteroreceptor complexes before and upon co-activation. Allosteric receptor-receptor interactions can take place on the
respective orthosteric binding sites for each protomer. The allosteric modulation operates through conformational changes in the interface interactions of these homo
and heteroreceptor complexes located in the transmembrane domain of each protomer.

FIGURE 2 | Illustration of the diversity of heteroreceptor complexes that are formed between different families of receptors in the plasma membrane shown as
heterodimers. The A2AR-D2R heterodimer is shown as an example GPCR-GPCR heteromers (Borroto-Escuela et al., 2013c, 2018b,d). The A2AR-FGFR1
heterodimer (Flajolet et al., 2008; Borroto-Escuela et al., 2013b) is shown as an example of GPCR-RTK heteromers. The D2R-N-Methyl-D-aspartate (NMDA)
heterodimer (Liu et al., 2006) is shown as an example of GPCR-ionotropic receptor heteromers. D2R-dopamine transporter (DAT) complex (Lee et al., 2007) is
shown as an example of GPCR-monoamine transporter complexes. The D2R-Sigma1 receptor heterodimer is shown as an example of GPCR-single spanning
transmembrane receptor heteromer (Pinton et al., 2015b; Borroto-Escuela et al., 2016a, 2017b).

likely that allosteric A2AR-D2R interactions (Figure 2) can
participate in such events since they were shown to inhibit
D2R Gi/o mediated signaling and increase D2R mediated
beta-arrestin signaling through recruitment of beta-arrestin
to the intracellular surface of the D2R (Borroto-Escuela et al.,
2011b; Figure 1).

THE CLASS A GPCR HETEROMERS

The Example of Multiple Adenosine A2AR
Heteromers and Their Clinical Relevance
A large number of A2AR heteromers exist and represent
a hub component in the GPCR heterodimer network
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(GPCR-HetNet1; Borroto-Escuela et al., 2017a). The A2AR
heteromers can be listed as follows: A1R-A2AR, A2AR-A2BR,
A2AR-D2R, A2AR-D3R, A2AR-D4R4. They are usually named
A2AR homo, iso, and heteroreceptor complexes in view of the
participation of adaptor/chaperone proteins directly binding to
the GPCR protomers (Borroto-Escuela and Fuxe, 2019). The
A2AR-D2R heteroreceptor complex is of high interest in view of
its relevance for Parkinson’s disease, Schizophrenia and cocaine
addiction (Fuxe et al., 2014d, 2015; George et al., 2014; Borroto-
Escuela et al., 2018d). This receptor complex is characterized by
a dynamic antagonistic allosteric receptor-receptor interaction
by which the A2AR agonist can inhibit the D2R protomer
recognition, and the Gi/o mediated signaling of the D2R
protomer which instead becomes coupled to beta-arrestin 2. In
the dorsal striatum the A2AR-D2R heteroreceptor complexes
are in balance mainly with A2A homoreceptor complexes and
A2AR monomers mainly located on the dorsal striatopallidal
GABA neurons mediating motor inhibition. The inhibitory
D2R signaling is, therefore, necessary to reduce activity in
this neuronal system and allows movements to develop. In
agreement, the A2AR antagonists produce antiparkinsonian
actions which can involve the blockade of the A2AR protomer
in the A2AR-D2R complex, especially in view of the reduction
of the extracellular DA levels in Parkinson’s disease (Surmeier
et al., 2014).

It is, however, clear that the antiparkinsonian effects of A2AR
antagonists were only modest in clinical trials of patients with
Parkinson’s disease (Navarro et al., 2016). One explanation may
be that in the early synthesis of A2AR antagonists the knowledge
of the molecular mechanism for human A2AR ligand binding
and activation was insufficient. However, this is no longer true
as shown in a recent review (Carpenter and Lebon, 2017). The
structure of the A2AR is now well characterized at the atomic
level using both X-ray crystallography and cryo-EM (García-
Nafría et al., 2018). The binding mode of A2AR antagonists
(Doré et al., 2011; Cheng et al., 2017) and A2AR agonists (Lebon
et al., 2011) have been compared with the characterization
of the agonist-induced conformational changes. It should be
underlined that structure-based drug design was used to develop
novel types of A2AR antagonists. It involved the discovery by
Dr. Marshall’s group of 1,2,4- Triazine derivatives as A2AR
antagonists, which could enter and bind deeply in the orthosteric
binding pocket (Congreve et al., 2012). This work was based
on structures of thermostabilized A2A receptors. Different types
of A2A receptor ligands could be designed through a platform
approach based on structure (Congreve et al., 2012). Protocols for
the generation of optimally thermostabilized membrane proteins
for structural studies were recently published with a focus on
mutagenesis and screening strategy (Magnani et al., 2016).

Should the novel A2AR antagonists not improve the
treatment of Parkinson’s disease vs. the old A2AR antagonists,
another hypothesis can be provided for the lack of strong
antiparkinsonian actions of the novel A2AR antagonists. In the
development of Parkinson’s disease there may be reorganization
of the A2AR-D2R heteroreceptor complexes as reductions of the

1www.gpcr-hetnet.com

extracellular DA levels develop. Based on such a reorganization
the A2AR protomer may, for example, reduce its affinity for
the A2AR antagonist in the novel A2AR-D2R complex formed.
Thus, the A2AR orthosteric binding pocket may be altered
through the reorganization. The reorganization may also involve
an increased recruitment of mGluR5 to the A2AR-D2R complex
which leads to an enhancement of the allosteric inhibition of
the D2R protomer signaling in the A2AR-D2R-mGluR5 complex
(Fuxe et al., 2003; Antonelli et al., 2006; Borroto-Escuela and
Fuxe, 2019). Based on such a view, it may be important to provide
the A2AR antagonist early in the treatment of Parkinson’s disease
before reorganization of the A2AR-D2R complex. This may also
reduce the affinity of the A2AR and D2R for each other and
instead the formation of D2R homomers and monomers can be
favored with improvement of treatment (Borroto-Escuela and
Fuxe, 2019).

Future hopes include performing crystallization of the
A2AR-D2R dimer involving the selection of different
conformational states. It should include structural determinants
of A2AR and D2R ligand binding in this heterodimer, which
may lead to novel A2A receptor antagonist targeting the A2AR
protomer in the A2AR-D2R heterodimer.

A2AR—Alpha-Synuclein Interaction and Its
Relevance for the Development of
Parkinson’s Disease
It is of high interest that alpha-synuclein can produce an
increase in A2AR signaling that can enhance toxicity and
aggregation of alpha-synuclein (Ferreira et al., 2017). These
effects are blocked by an A2A receptor antagonist which
may be related to the observation that agonists of A2AR
can enhance the calcium passage over N-methyl-D-aspartate
receptors (NMDARs; Rebola et al., 2008). It is proposed that
monomeric alpha synuclein transmembrane peptides become
associated with A2AR complexes and modulate their signaling.
We propose that the A2AR antagonist may enhance the synthesis
of an alpha-synuclein dimer that does not propagate, while the
A2AR agonist in the A2AR-alph-synuclein complex produce
signals that enhance the propagation of alpha-synuclein dimers
into large synuclein aggregations. As a result, A2A receptor
signaling may contribute to neurodegeneration in Parkinson’s
disease (Borroto-Escuela and Fuxe, 2019).

A putative A2AR-D2R-NMDAR complex may also
participate in these neurodegenerative events. The alpha
synuclein monomer may bind to the A2AR protomer of this
receptor complex and enhance the A2AR activation, with an
increase in the allosteric inhibition of the D2R. In this way, the
NMDAR signaling is freed from the D2R inhibition (Liu et al.,
2006). As a consequence, the NMDAR increases its signaling
with an increased flow of calcium ions over the NMDAR
channels, which can be linked to nitric oxide production and
help explain the mechanism for the neurodegeneration linked
to alpha-synuclein-A2AR interactions in the striatopallidal
GABA neurons.

The hypothesis is introduced that the alpha synuclein fibrils
formed in the dendrites and soma of the dorsal A2AR positive
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striatopallidal GABA neurons can reach the vulnerable DA nerve
terminals via extracellular vesicle-mediated volume transmission
(Borroto-Escuela et al., 2018a; Borroto-Escuela and Fuxe, 2019).
The alpha-synuclein fibrils formed in the dendrites and soma
of the striatopallidal neurons can accumulate in, for example,
exosomes released into the extracellular fluid and internalized
into the surrounding DA nerve terminals. This can start the
onset of the degeneration of the vulnerable DA nerve terminals.
Later on, through retrograde transport of the alpha-synuclein
fibrils the degeneration process can start in the vulnerable
nigral DA cell bodies. Previous work has indicated that the
degeneration of the vulnerable nigrostriatal DA neurons begin
in the striatal DA nerve terminal networks (Surmeier et al.,
2017). For the first time, it seems possible to understand how
the degeneration of the nigrostriatal DA neurons can become
linked to the appearance of A2AR induced alpha-synuclein fibrils
in the striatopallidal GABA neurons and their transport to the
striatal DA terminals via extracellular vesicle-mediated volume
transmission. The hypothesis emphasizes how distinct GPCRs
can play a significant role in building up large protein molecules,
like alpha-synuclein aggregations, to which the nigrostriatal DA
neurons are highly vulnerable to and from which Parkinson’s
disease develops. It seems possible that the amyloid hypothesis
of Alzheimer’s disease can also involve distinct GPCR induced
changes in the fragmentation of the amyloid precursor protein.
The beta amyloid fragment appears to play a fundamental role
in the formation of senile plaques in the extracellular space,
that interfere with volume transmission in the extracellular space
and the modulation of synaptic transmission, and thus with
brain communication.

A2AR Antagonists and Their Relevance for
Cancer Immunotherapy
Sitkovsky and colleagues (Kjaergaard et al., 2018) demonstrated
that gene deletion of the A2AR, as well as the A2AR antagonist,
removes the tumor-induced immunosuppression of the tumor-
reactive CD8+ T cells. Thus, the immunosuppression involves
the activation of A2AR located on the T cells. In line with
these results, an A2AR antagonist produces similar results and
is associated with an increased secretion of IFN-gamma from
the CD8+ T cells (Yuan et al., 2017). A hypoxia-adenosine
driven immunosuppression appears to be involved in the
activation of A2AR on the T cells. The detailed mechanism
is unknown, but it has been speculated that A2AR can be
part of a chemokine/cytokine heteroreceptor complex, in
which the A2AR protomer upon activation, puts a brake
on chemokine/cytokine receptor signaling releasing, for
example, IFN-gamma. In support of this view, the A2AR
protomer is known to put a brake on D2R signaling in
the A2AR-D2R complex (Borroto-Escuela et al., 2018d).
IL1R2, CCR2, and CXCR4 may also form heteroreceptor
complexes with NMDAR and D2R, which is of relevance for
the mild neuroinflammation hypothesis of Schizophrenia
(Borroto-Escuela et al., 2017c). Therefore, there is the
possibility that A2R activation produces its immunosuppressant
actions through receptor-receptor interactions in A2AR-
Chemokine/cytokine complexes on the T cell membrane. It

should be mentioned that extensive formation of heteromers
may also exist between opioid and chemokine receptor subtypes
(Tarakanov and Fuxe, 2015).

However, drug development in the chemokine receptor
field has most likely been limited due to a lack of structural
information. Chemokine receptor type 9 (CCR9) is of special
interest since its activation leads to recruitment of leucocytes to
the gut and CCR9 is a target for the treatment of Chron’s disease
in which massive inflammation develops in the intestinal tract. It
should, therefore, be noted that Marshall and colleagues (Oswald
et al., 2016) could establish the crystal structure of CCR9 when
in complex with an intracellular allosteric CCR9 antagonist.
Allosteric CCR9 binding sites in the transmembrane bundle
when occupied by an allosteric receptor antagonist can offer
treatment of Chron’s disease through interference with the G
protein coupling of the CCR9 receptor.

The Marshall group also very recently determined the
structure of the compliment C5a receptor bound to the extra-
helical antagonist, NDT9513727 (Robertson et al., 2018). The
complementary cascades are obtained upon activation and
produces anaphylatoxins like C5a. It produces proinflammatory
actions via its GPCR anaphylatoxin chemotactic receptor
(C5aR1) located on cells of myeloid origin (Woodruff
et al., 2011). It is of high significance that the structure
of the C5aR1 complexed with NDT9513727 contains a
negative allosteric binding pocket located in an extrahelical
position. The NDT9513727 is considered to be a wedge
that blocks the transmembrane (TM5) movements that
leads to the inhibition of C5aR1 signaling with reduction
of inflammation. A new strategy for the treatment of
inflammation has been obtained, including neuroinflammation,
from the excellent work completed by Marshall
and colleagues.

The Nicotinic Acid Receptor
The ligand for this receptor is nicotinic acid, better known
as vitamin B3, and is used as an antidyslipidemic drug with
a highly significant impact (Offermanns, 2006). Its receptor is
a GPCR receptor of class A. Upon activation it is known to
lower low-density lipoprotein cholesterol levels and increase
high-density lipoprotein cholesterol levels. It was discovered to
be a GPCR receptor by three groups in 2003 (Soga et al., 2003;
Tunaru et al., 2003; Wise et al., 2003). This receptor is termed
GPR109A and is coupled to Gi proteins and located inter alia
on adipocytes and immune cells. It was quite an achievement to
identify the nicotinic acid receptor as a GPCR. Class A GPCRs
also moved into the field of metabolism regulation representing
novel therapeutic targets in this area.

An important side-effect of nicotinic acid is the induction
of cutaneous flushing via GPR109A activation (Goldsmith and
Cordill, 1943). It was discovered by Lefkowitz and colleagues
that GPCRs can also signal via beta-arrestins which can bind
to the intracellular interface of GPCRs (Dewire et al., 2007)
in competition with GPCRs. In an excellent article by the
Lefkowitz group (Walters et al., 2009), it was discovered that
beta-arrestin 1 is responsible for the flushing induced by nicotinic
acid but not for the antilipolytic actions. The mechanism
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involves the beta-arrestin 1 mediated activation of the cytosolic
phospholipase A2, with the formation of the prostaglandin D2
precursor, leading to vasodilation which causes the flushing.
These important observations open up the possibility to develop
G protein biased drugs that can avoid the induction of flushing.
It seems possible that this can be accomplished through a ligand
induced formation of GPR109A heteroreceptor complexes, in
which the receptor partner can favor the G protein biased
signaling. In case of the A2AR-D2R complexes the A2AR agonist
does the opposite and favors the beta-arrestin signaling of the
D2R (Fuxe et al., 2014d).

THE CLASS B GPCR HETEROMERS

This family of GPCRs shows a substantially different structure
compared with class A. In 2008, it became evident that the
members of this family, also called the secretin like family, mainly
interacted with each other as studied with BRET in cellular
models (Harikumar et al., 2008). A large number of class B
receptors were, for example, found to heterodimerize with the
secretin receptor. Later on, it was observed with BRET that the
ligand glucagon-like peptide 1 can produce heterodimerization
between the gastric inhibitory peptide (GIP) receptor and the
glucagon-like peptide 1 receptor belonging to class B receptors
(Schelshorn et al., 2012). Today we know the structure of the
human transmembrane domain in the glucagon receptor as well
as in complex with the antagonist MK-0893 (Jazayeri et al., 2016).
It is of high interest that Marshall and colleagues could discover
a new allosteric binding pocket in the class B receptor located in
an extra-helical position.

In 2007, it was found that a class B receptor can, in
fact, form a heteromer with a class A receptor (Young et al.,
2007). In cellular models it was demonstrated, with BRET,
that the vasopressin V1b receptor and corticotropin releasing
hormone type1 (CRHR1) can form a constitutive heterodimer. In
continued research, it was observed in 2012 that the V1b-CRHR1
heterodimer mediates the synergistic functional interactions
observed after cotreatment with CRH and vasopressin. There
was an inter alia enhancement of the CRH induced cAMP
accumulation by vasopressin in HEK293 cells (Murat et al.,
2012). In further cellular research, it was established that
CRH type 2 alpha can physically interact with D1R to form
heteroreceptor complexes in living cells. It switched D1R
protomer signaling into increasing intracellular calcium levels
upon activation (Fuenzalida et al., 2014), which may have
relevance for the modulation of addiction. In line with these
findings, it was observed that overexpression of CRHR1 in
calcium-calmodulin-dependent kinase II neurons of the central
amygdala, enhanced vulnerability towards alcohol reinstatement
behavior (Broccoli et al., 2018). This work demonstrates the
class B receptor CRHR1 and CRHR 2alpha can, in fact,
form a heteroreceptor complex with a class A receptor,
namely the D1R.

It is of high interest that the crystal structure of the
transmembrane domain of the CRHR1 has been established
in complex with a small molecule antagonist CP 376395
(Hollenstein et al., 2013). This non-peptide ligand appears to

bind deeply in the CRHR1, to act as an allosteric receptor
antagonist to produce anti-stress effects offering new targets
for drug development in anxiety. In the future, it would be
great to know the structure of the CRHR1-D1R heteromer
to understand what happens to the orthosteric and allosteric
binding pockets and the allosteric receptor-receptor interactions
over the receptor interface.

THE CLASS C GPCR HETEROMERS

Metabotropic Glutamate Receptor
Heteroreceptor Complexes
The most well-known members of this class are the mGlu
receptors and the GABAB receptors (Pin et al., 2005). A major
feature of this class of receptors is their existence as dimers. As an
interesting example, the eight metabotropic glutamate receptors
will be discussed (Conn and Pin, 1997). Their structure have
special features characterized by a special and large extracellular
domain involving the venus fly trap, to which the glutamate
transmitter binds. A domain enriched in cysteine, which is
linked to the transmembrane domain, also exists. It is of high
interest that the crystal structure of the transmembrane domain
of the mGluR5 has recently been obtained, increasing our
understanding of its architecture with allosteric binding sites.
Identification of key micro-switches regulating the selection of
receptor signaling was also obtained (Doré et al., 2014).

The mGlu receptors can be divided into three groups
based on the similarity of their sequence, their transduction,
and their pharmacology. Subgroup I consists of mGluR1 and
mGluR5 which signal via Gq/11, resulting in the activation
of the PLC-beta pathway involving the stimulation of PKC
and increased intracellular levels of calcium via formation of
IP3. Their stimulation also produces depolarization leading to
increased excitability. The mGluR1 and mGluR5 are located in
a postsynaptic location, mainly in an extrasynaptic position. The
subgroup II consists of mGluR2 and mGluR3 and mGluR 4, 6,
7, and 8 form subgroup III. They all signal via Gαi/o proteins,
which inhibit adenylate cyclase activity and voltage gated
calcium channels, inhibiting the release of neurotransmitters.
Postsynaptically they can open up inwardly rectifying potassium
channels leading to hyperpolarization.

A large number of GPCR interacting proteins participate
in the mGluR regulation of all subgroups (Fagni et al., 2000;
Bockaert et al., 2010). As an example, it may be mentioned
that mGluR5 is associated with neuronal Ca2+ binding protein
2 (Canela et al., 2009) and forms a coassembly and coupling
with SK2 channels (Calcium activated potassium channels;
García-Negredo et al., 2014). A protein-mGluR5 interaction
of special interest is the mGluR5 interaction with contactin-
associated protein 1 since it appears crucial for the ability of
mGluR5 to control memory formation in the hippocampus
(Morató et al., 2018).

The studies on class C mGluR subtypes in the brain,
demonstrate that they not only form heteroreceptor complexes
among each other but also with multiple class A GPCRs
(Borroto-Escuela et al., 2014). It indicates that several mGluR
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subtypes can play a significant integrative role in synaptic
and extra-synaptic glutamate transmission, by participating in
multiple heteroreceptor complexes of relevance for brain diseases
and their treatment.

mGluR1-mGluR5 Heteroreceptor
Complexes
This receptor complex was identified in the cerebral cortex
and hippocampus based on an interaction proteomics
strategy using knockout controls (Pandya et al., 2016). Super
resolution microscopy also demonstrated their existence in the
hippocampal neurons (Pandya et al., 2016). Furthermore, this
receptor complex seems to be in balance with the corresponding
homo-receptor complexes in glutamate synapses of the
hippocampus in both synaptic and extrasynaptic locations (Jong
et al., 2014). The composition of the mGluR1-mGluR5 complexes
is unknown but there are indications that scaffolding proteins,
phosphatases and kinases can participate (Hayashi et al., 2009).
It is still unknown if these receptor complexes exist in the direct
and indirect pathways of the basal ganglia, in spite of their
colocation in these neurons (Tallaksen-Greene et al., 1998).

mGluR2-mGluR4 Heteroreceptor
Complexes
These heteroreceptor complexes were found using a new
technique to study plasma membrane receptor complexes and
also involved time resolved FRET (Doumazane et al., 2011).
Further work in 2012 (Kammermeier, 2012) established that the
mGluR2-mGluR4 complexes could function in neurons, while
combined treatment, but no single treatment with mGluR2 and
mGluR4 agonists, led to the activation of the heteroreceptor
complex (Kammermeier, 2012). As to negative and positive
allosteric modulator binding sites (NAM and PAM), two NAMs
and a single PAM exists on each of the receptor protomers.
Activation of both NAMs in each receptor protomer is needed
to inhibit the signaling of this receptor complex. In the case
of PAM activation, it is of interest that selective PAMs failed
to increase the glutamate signaling of this receptor complex,
while selective PAMs did so in the mGluR1-mGluR5 receptor
complex (Goudet et al., 2005). It seems possible that each
mGluR receptor complex possesses its own sets of NAMs and
PAMs, established by structure and modulated by allosteric
receptor-receptor and receptor-protein interactions (see also
Pin et al., 2005). A unique and similar pharmacology of
mGluR2-mGluR4 heteroreceptor complexes appears to exist
in cellular models and in striatum (Conn et al., 2014; Yin
and Niswender, 2014). However, further work is needed with
a proximity ligation assay to establish their modulation of
brain circuits.

This is also true for putative mGluR4-mGluR7 heteroreceptor
complexes which show similar distribution patterns in the
striatum and pallidum (Bradley et al., 1999; Kosinski et al., 1999).

mGluR1-A1R Heteroreceptor Complexes
In 2001, this heteroreceptor complex was discovered by (Ciruela
et al., 2001) based on experiments with coimmunoprecipitation.
The analysis was performed in HEK 293 cells and in cerebellar

synaptosomes. The receptor-receptor interactions were found
to be subtype-specific. It was the first time a mGluR was
indicated to interact with a GPCR that was not an isoreceptor.
In the functional receptor-receptor interactions a synergy was
demonstrated following agonist coactivation as to intracellular
calcium signaling (Ciruela et al., 2001).

In recent years further support was given for the existence
of mGluR1-A1R heteroreceptor complexes based on an analysis
of non-neuronal cells using coimmunoprecipitation and FRET
(Kamikubo et al., 2015). Indications for antagonistic functional
receptor-receptor interactions were, in this case, obtained. Thus,
activation of mGluR1 produced a reduction of inhibitory Gi/o
mediated A1R signaling on adenylate cyclase (Kamikubo et al.,
2015). It was proposed that such an action by mGluR1 can
contribute to cerebellar long-term depression, known to involve
mGluR1 activation.

Putative mGluR1-GABA(B) Heteroreceptor
Complexes
mGluR1 and GABA(B) receptors are located in an extra
synaptic position on dendrites of Purkinje cells (Hirono et al.,
2001). Activation of GABA(B) receptors enhanced the mGluR1-
induced actions present in a juxtaposition to parallel fiber-
Purkinje cell glutamate synapses (Hirono et al., 2001). GABA
released from surrounding GABA interneurons may reach
and activate the extrasynaptic GABA(B) receptors via short
distance volume transmission. The enhancement of mGluR1
function may take place via the existence of a mGluR1-
GABA(B) heteroreceptor complex on the Purkinje cell dendrites
with allosteric receptor-receptor interactions through which the
GABA(B) receptor increases the mGluR1 signaling. However,
evidence for this molecular mechanism remains to be obtained.

mGluR5-A2AR and mGluR5-D2R
Heteroreceptor Complexes
In 2001, it was for the first time possible to obtain clear-cut
indications for the existence of mGluR5-A2AR heteroreceptor
complexes based on neurochemical and behavioral findings
on mGluR5-A2AR receptor-receptor interactions (Popoli
et al., 2001). In biochemical binding experiments, it was
observed that the mGluR5 agonist CHPG produced an
enhancement of the inhibitory actions of the A2AR agonist
CGS 21680 on the high affinity component of the D2R agonist
binding sites in striatal membranes. It was matched by the
ability of the mGluR5 agonist to enhance the inhibitory
actions of the A2AR agonist on D2R agonist-induced
contralateral turning behavior in a hemi-parkinsonian
rat (Popoli et al., 2001). In 2002, structural support for
this view was obtained a demonstration of mGluR5-A2AR
heteroreceptor complexes in cellular models upon cotransfection
and in membrane preparations from rat striatum involving
coimmunoprecipitation (Ferré et al., 2002). As to the effects
on the heteromer signaling of this complex, coactivation of
the two receptor protomers led to a synergistic increase of
ERK phosphorylation and to inhibition of motor activity
induced by phencyclidine The existence of mGluR5-D2R
heteroreceptor complexes was demonstrated for the first
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time in 2009 by Ciruela and colleagues by means of
bimolecular fluorescence complementation (Cabello et al.,
2009). The results obtained are in line with the results
obtained in biochemical binding studies on mGluR5 agonist
modulation of the affinity of the high affinity state of the
D2R agonist binding sites in striatal membrane preparations
(Popoli et al., 2001).

A2AR-D2R-mGluR5 Heteroreceptor
Complexes
A major result was obtained by the Ciruela group in 2009
(Cabello et al., 2009), providing evidence for the existence
of trimeric A2AR-D2R-mGluR5 heteroreceptor complexes
in living cells. It became possible through the combined
use of bimolecular fluorescence complementation with
BRET or sequential BRET-FRET. In the striatum, these
heterotrimeric complexes appeared to be present in a
juxtaposition to striatal glutamate synapses in the plasma
membrane based on high-resolution immunoelectron
microscopy (Cabello et al., 2009). The existence of these
trimeric complexes was supported by coimmunoprecipitation
in homogenates of the striatum. Their stoichiometry and spatial
distribution remain to be determined. It seems possible that
the allosteric receptor-receptor interactions in these higher
order complexes can reorganize, to reduce and recognize
D2R signaling more effectively in the striatopallidal GABA
neurons. It can be a highly dynamic process. It represents an
important heteroreceptor complex that should be targeted
for the treatment of Parkinson’s disease, schizophrenia and
cocaine addiction.

There are strong indications that A2AR-D2R and
A2AR-mGluR5 heteroreceptor complexes exist on the glutamate
terminals, forming synapses on the striatopallidal GABA
neurons (Rodrigues et al., 2005; Ciruela et al., 2006; Tozzi et al.,
2007; Shen et al., 2008). It is therefore clear that trimeric A2AR-
D2R-mGluR heteroreceptor complexes can also participate in
the regulation of the glutamate release process. Thus, integration
at the presynaptic levels of the glutamate synapses also plays a
relevant role in motor function.

With the increasing disappearance of the DA terminals and
extracellular DA levels, especially in the striatum of Parkinson’s
disease, a major reorganization of the multiple A2AR and
mGluR5 complexes at the pre and postsynaptic level of the
cortico-striatal glutamate synapses will take place, with marked
disturbances in motor function.

A2AR and mGluR5 antagonists should be especially effective
to produce antiparkinsonian actions in view of their increasing
dominance, since the inhibitory D2Rs lose their function
(Schwarzschild et al., 2006). Increases in extracellular levels
of adenosine and glutamate will develop due to reduced
inhibition exerted by D2R. This may enhance the formation of
A2AR-D2R, mGluR5-D2R and the trimeric A2AR-D2R-mGluR
heteroreceptor complexes which leads to further inhibition.

Against this background, the wearing off of the
antiparkinsonian actions of levodopa and D2R agonists
can be related to an increase in the brake of D2R
protomer signaling, produced by the allosteric inhibition

exerted by activated A2AR and mGluR5 protomers in the
reorganized receptor complexes. It also involves a marked
disappearance of the D2R monomers and homodimers
since they are recruited into various A2AR and mGluR
heteroreceptor complexes.

mGluR5-MOR Heteroreceptor Complexes
These heteroreceptor complexes were demonstrated using
coimmunoprecipitation in HEK 293 cells (Schröder et al., 2009).
The negative allosteric receptor modulator mGluR5 MPEP was
found to alter the allosteric receptor-receptor interactions and
in this way produce modulation in the MOR agonist-induced
phosphorylation, internalization and desensitization of the MOR
protomer in these complexes in the HEK 293 cells. These results
open the possible relevant role of such receptor complexes in the
brain, especially in pain and addiction.

mGluR2-5-HT2AR Heteroreceptor
Complexes
This heteroreceptor complex was identified in 2008 and
appeared to be involved in psychosis (González-Maeso
et al., 2008). Subsequent work established that three alanine
residues in transmembrane IV of mGluR2 played a key
role in the receptor interface (Moreno et al., 2012). In the
same year, the existence of the mGluR2-5-HT2A receptor
complex was validated using time-resolved FRET (Delille et al.,
2012). Its relevance for the cellular signaling cascades was
also demonstrated.

In the late 1990s, it was indicated that the 5-HT2A receptors
in the primate cerebral cortex, especially in the apical dendrites
of the pyramidal nerve cells, could be targets for hallucinogenic
and antipsychotic drugs (Jakab and Goldman-Rakic, 1998). It
is therefore of interest that hallucinogenic but not standard
5-HT2A agonists can recruit Gi/o mediated signaling to cortical
5-HT2A receptors, resulting in inhibition of the AC-PKA
pathway associated with changes in behavior (González-Maeso
et al., 2007). It was proposed in 2009 that one major target for
hallucinogenic drugs was the mGluR2-5-HT2A heteroreceptor
complex located in pyramidal neurons of the cerebral cortex
(González-Maeso and Sealfon, 2009).

It should be considered that the ability of the hallucinogenic
5-HT2A agonists to recruit Gi/o mediated signaling
pathways (González-Maeso et al., 2007) can involve a
unique biased action at the orthosteric binding site of the
5-HT2A protomer of the mGluR2-5-HT2A heteroreceptor
complex. This action can produce an altered allosteric
receptor-receptor interaction which enhances the Gi/o
mediated signaling of the mGluR2 protomer with increased
inhibition of adenylyl cyclase activity. It may be proposed
that combined stimulation of the Gq mediated signaling
(5-HT2AR protomer) and enhanced Gi/o mediated signaling
(mGluR2 protomer) can have pathological effects, blocking
the correct depolarization and hyperpolarization patterns in
large numbers of cortical pyramidal neurons. Such effects
can lead to dysfunctions which can result in hallucinations
and psychosis.
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However, it should be noticed that the Gi/o mediated effects of
hallucinogenic 5-HT2A receptor agonists could not be validated
(Delille et al., 2012). More experiments should, therefore, be
performed to understand if the mGluR2-5-HT2A heteroreceptor
complex is a relevant target for hallucinogenic 5-HT2A agonists
and the molecular mechanisms involved. Furthermore, it was not
possible to validate (Delille et al., 2012) that the hallucinogenic
5-HT2A agonist DOI increases the affinity of the mGluR2 agonist
binding sites (Moreno et al., 2012). It amplifies the need for
further work.

Besides allosteric mechanisms in receptor heteromers, the
physiological antagonism demonstrated between 5-HT2A
receptors and mGluR2, for example, in the prefrontal
cortex (Marek et al., 2000) can also involve posttranslational
modifications like protein phosphorylation (Mao et al., 2011) as
well as interactions in the intracellular signaling pathways.

Finally, it should be mentioned that mGluR2-5-HT2B
heteroreceptor complexes have also been demonstrated using
homogenous time-resolved FRET (Delille et al., 2012). Their
existence and function in the brain are unknown.

GPCR-IONOTROPIC RECEPTOR
HETEROMERS

In 2000, evidence was obtained that GPCR can also form
heteromers with ionotropic receptors (Liu et al., 2000).
Thus, D5R-GABA(A)R receptor complexes were demonstrated
with the D5 carboxy-terminal domain interacting with the
second intracellular loop of the GABA(A) gamma2(short)
receptor subunit. Inhibitory reciprocal allosteric receptor-
receptor interactions developed involving a dynamic modulation
of synaptic strength in the GABA(A) ion channels (Liu et al.,
2000). A couple of years earlier GABA(A) receptor activation
had been found, by our group, to reduce the affinity of the high
affinity D2R agonist binding sites in membrane preparations
from the dorsal striatum (Pérez de la Mora et al., 1997). These
results indicated the existence of allosteric receptor-receptor
interactions in D2R-GABA(A)R complexes.

In 2002, Dr. Fang Liu and colleagues also found the existence
of D1R-N-Methyl-D-aspartate (NMDA) receptor complexes.
They demonstrated that two regions of the D1R carboxyl tail
couple to the NMDA glutamate receptor subunits NR1-1a and
NR2 (Lee et al., 2002). The dual regulation of the NMDAR
involved inhibition of its currents and reduction of excitotoxicity
through an inositol trisphosphate (IP3)/Ca2+ mechanism. We
had previously observed that L-Glutamate reduced the high
affinity D2R agonist binding sites in striatal membranes using the
[3H]N-propylnorapomorphine radioligand (Fuxe et al., 1984).
In 2006, a direct D2R-NR2B subunit interaction was observed
in the postsynaptic membrane of glutamate synapses on striatal
neurons (Liu et al., 2006). This interaction blocks the association
of Ca2+/calmodulin-dependent protein kinase II (CaMKII) with
the NR2B subunit, reduces its phosphorylation and produces
inhibition of NMDAR currents. As a result, D2R activation via
cocaine-induced dopamine (DA) release can bring down activity
in the ventral striatopallidal GABA neurons, mediating anti-

reward. It seems possible that a reciprocal allosteric antagonistic
D2R-NMDAR interaction can exist in these neurons (Figure 2).

GPCR-RECEPTOR TYROSINE KINASE
HETEROMERS

In 2007, we introduced the hypothesis of the existence of
GPCR-receptor tyrosine kinase (RTK) heteroreceptor complexes
based on their potential direct receptor-receptor interactions
(Fuxe et al., 2007). More precisely, the FGFR1-5-HT1AR
heteromer was proposed to exist. The following year a direct
physical interaction was demonstrated between FGFR1 and
A2AR (Figure 2; Flajolet et al., 2008; Borroto-Escuela et al.,
2013b). FGF was found to act as a cotransmitter to the A2AR
protomer to enhance synaptic plasticity at the morphological
and functional level. The FGFR1-5-HT1AR heteroreceptor
complexes were found in 2012 (Borroto-Escuela et al., 2012,
2013a, 2016b) and produced an enhancement of hippocampal
plasticity. This heteroreceptor complex was proposed to be a
novel target for anti-depressant drugs at which neurotropic and
antidepressant actions can be induced, by restoring tropism and
activity in the neuronal hippocampal circuits, showing deficits in
depression (Borroto-Escuela et al., 2016b).

In 2017, it was also found that FGFR can form heteroreceptor
complexes with muscarinic acetylcholine receptors (mAChR)
associated with increased neurite outgrowth in neural
hippocampal cultures (Di Liberto et al., 2017). However, it
should be considered that sometimes the GPCR and RTK
trophic interactions only involve a functional crosstalk in the
intracellular pathways for receptor transactivation to develop, as
is the case for the GABAB and insulin growth factor 1 interaction
(Tu et al., 2010).

ADAPTOR PROTEINS AS PART OF
RECEPTOR COMPLEXES WITH FOCUS
ON Sigma1R AS A TARGET FOR COCAINE

Of special interest in the case of adaptor proteins is the sigma-1
receptor (Sigma1R) that also acts as an intracellular chaperone
and is located at the endoplasmic reticulum-mitochondria
interface (Kourrich et al., 2012). In addition, cocaine acts as
an agonist at Sigma1R. Through the cocaine agonist action,
Sigma1R can be translocated to the plasma membrane where it
forms a complex inter alia with D1R and D2R receptors and
modulates their signaling (Navarro et al., 2010, 2013; Pinton
et al., 2015b). However, Sigma1R does not bind to the D3R and
D4R (Navarro et al., 2013). Findings indicate that the Sigma1R
may bind to multiple sites at the D2R since the BRET signal from
the Sigma1R-D2R complex is only weakly reduced by Sigma1R
in increasing concentrations (Figure 2; Pinton et al., 2015a,b;
Borroto-Escuela et al., 2016a).

It is of substantial interest that in Sigma1R-D2R complexes
cocaine (100 nM) can markedly increase its ability to
enhance D2R Gi/o mediated inhibition of the CREB signal in
cotransfected cells vs. D2R singly transfected cells (Pinton et al.,
2015a,b). This action was associated with a marked reduction in
the cocaine-induced internalization of the D2R. These findings
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were validated in studies on striatal synaptosomes involving
glutamate and dopamine release under enhanced inhibitory
D2R modulation through cocaine acting at Sigma1R-D2R
complexes (Ferraro et al., 2012; Beggiato et al., 2017). It increases
our understanding of the acute actions of cocaine, in which
D2R-Sigma1R complexes can significantly participate.

In the case of cocaine self-administration, a different but
exciting story develops (Borroto-Escuela et al., 2018d). The
Sigma1R expression level becomes preferentially increased
in the nucleus accumbens (Romieu et al., 2002; Borroto-
Escuela et al., 2017b) and an increase in A2AR-D2R and
D2R-Sigma1R heteroreceptor complexes was observed in the
nucleus accumbens shell (Borroto-Escuela et al., 2017b). This
led to increased antagonistic A2AR-D2R interactions with
reduced affinity of the D2R high affinity agonist binding
sites (Pintsuk et al., 2016; Borroto-Escuela et al., 2018d). It
was previously found in cellular models that cotransfection of
Sigma1R, A2AR and D2R cDNAs led to marked enhancement
of the cocaine and A2AR agonist-induced inhibition of D2R
Gi/o mediated signaling (Pinton et al., 2015a,b). An A2AR-D2R-
Sigma1R complex was postulated to be formed with significant
enhancement of the antagonistic A2AR-D2R receptor-receptor
interactions. It was proposed that in cocaine addiction
A2AR-D2R-Sigma1R can be formed in a nucleus accumbens
shell with a permanent brake on D2R signaling through
altered allosteric receptor-receptor interactions (Borroto-Escuela
et al., 2018d). It is a fine indication how adaptor protein
Sigma1R can strongly enhance the antagonistic allosteric
A2AR-D2R receptor-receptor interactions in the A2AR-D2R-
Sigma1R complex.

These results also offer novel strategies for future treatment of
cocaine addiction based on the removal of pathological A2AR-
D2R-Sigma1R complexes with a strong brake on D2R Gi/o
mediated signaling and a reduction of the D2R affinity (Borroto-
Escuela et al., 2018d). Interface-interfering peptide A2AR
TM5 may be of high value since it can disrupt the A2AR-D2R
heteroreceptor complex and enhance cocaine self-administration
in rats (Borroto-Escuela et al., 2018e). A rat A2AR synthetic
TM5 peptide was used and found to effectively bring down
the BRET1 signal of A2AR-D2R heteromers in HEK293 cells.
Upon intra-accumbal microinjections of A2AR-TM5, significant
reductions were observed in the number of A2AR-D2R PLA
clusters per cell in the sampled field in the nucleus accumbens
shell and core, but not in the dorsal striatum. The antagonistic
A2AR-D2R receptor-receptor interaction was counteracted and
instead an increase in the affinity of the high-affinity D2R agonist
binding sites was obtained in the nucleus accumbens (Borroto-
Escuela et al., 2018e).

Pathological changes in different types of heteroreceptor
complexes may also develop in other types of brain diseases
and work is ongoing. However, such vulnerable complexes still
remain to be identified (Borroto-Escuela et al., 2017a).

Heterobivalent compounds with A2AR antagonists and D2R
agonist pharmacophores are proposed to target A2AR-D2R
heteromers and bring back D2R mediated transmission in part
by the removal of the A2AR brake on D2R signaling. However,
besides being large molecules with low brain penetration, they

may not work in cocaine addiction. The reason is that the brake
on D2R protomer recognition and signaling can no longer be
significantly removed by actions at the orthosteric binding sites
of the A2AR-D2R complex. Thus, only a minor component of the
pathological A2AR-D2R heteromers in cocaine addiction may
still respond to treatment with heterobivalent compounds due to
marked and permanent deficits in their D2R protomer affinity
and Gi/o mediated signaling.

CURRENT STATE OF THE ART. THE
RECEPTOR INTERFACE

In 2010, based on bioinformatic and mathematical approaches,
it was proposed that a set of amino acid homologies present
in both receptor interface surfaces within the heteroreceptors
may have assisted in the formation of the complex (Tarakanov
and Fuxe, 2010, 2013; Tarakanov et al., 2012). The theory was
called the triplet puzzle. Three non-interacting sets of triplet
homologies can be identified, namely protriplets, contratriplets
and other triplets (Tarakanov and Fuxe, 2010). If a receptor pair
has one or more protriplets but no contratriplets, a receptor
heteromer is formed. In contrast, if a receptor pair has one
or more contratriplets but no protriplets, the receptor pair
becomes a nonheteromer. Interfaces are usually tight areas
with complementary pockets distributed over the interface and
characterized by the presence of conserved residues, for example,
tryptophan and arginine. It was indicated (Bogan and Thorn,
1998) that hot spots of amino acids that bind each other and
participate in the formation of the receptor interface. They are
often surrounded by amino acids that isolate the hot spot from
the solvent in this region. It should be considered that this
may be the case in the amino acid protriplets in which one
homology of amino acids form a hot spot by binding to each
other, while the other two amino acid homologies are involved
in isolating the hot spot from the surrounding solvent (Borroto-
Escuela et al., 2018c). The protriplet amino acid homologies were
originally proposed to be adhesive guides (Tarakanov and Fuxe,
2010) since they were also found to be the same like those in
cell- adhesion receptors of marine sponges known to be highly
conserved. However, in view of the above, it seems likely that
protriplet amino acid homologies have additional functions such
as forming hot spots that are isolated from the solvent.

Mapping of the Receptor Interface
Of high significance for the field of oligomeric GPCR
complexes is the mapping of the interface of the GPCR
dimer studied since it will allow the development of interface-
interfering peptides that specifically disrupt this GPCR homo
or heterodimer. By microinjecting this interface interacting
peptide into a discrete brain region, the function of this
dimer can then be determined in this area (Borroto-Escuela
et al., 2012, 2018e). A structural model of the A2AR-D2R
heteromer was built in view of its clinical relevance for
cocaine use disorder, Parkinson’s disease and schizophrenia
(Borroto-Escuela et al., 2010a,b, 2018b).

The field was advanced by moving into GPCR crystal
structures. It allowed the generation of atomic resolution models
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for receptor homodimers and heterodimers. In fact, crystal
structures of A2AR (Sun et al., 2017), D2R and D3R (Chien
et al., 2010; Wang et al., 2018) were recently determined. It
was also found that several class A GPCRs can crystallize
in the form of homodimers (Murakami and Kouyama, 2008;
Wu et al., 2010; Granier et al., 2012; Manglik et al., 2012;
Huang et al., 2013). It helped to understand how two GPCR
monomers can orient towards each other. Atomic resolution
models of A2AR-D2R heterodimers were obtained through
experimental and computational work. Interface regions were
identified using synthetic peptides which correspond to the seven
transmembrane helices of the A2AR and D2R and their effects
on the interface studied in BRET and PLA assays. Molecular
dynamics (MD) simulations were used to refine the predicted
heterodimer structure. Mutations were also predicted and were
made to evaluate the model (Borroto-Escuela et al., 2018b).

Through this approach, it became possible to generate a
structural model of the A2AR–D2R heterodimer. The primary
interface appeared to involve TM-IV/V for both the A2AR
and D2R protomers (Borroto-Escuela et al., 2018b). However,
interactions with TM-VI may also participate in a dynamic way.
These results are in agreement with the findings of the Franco
group (Canals et al., 2003). It is important to underline that the
C-terminal of the A2AR and IL3 of the D2R were not included
in our heterodimer model in view of the lack of templates that
can predict these regions. The strong electrostatic interactions
between these two intracellular regions play a significant role in
the A2AR-D2R interface (Ciruela et al., 2004; Woods et al., 2005;
Borroto-Escuela et al., 2010a, 2011a).

The question is if we can improve our molecular
understanding of the antagonistic allosteric A2AR-D2R
interactions through the A2AR-D2R interface obtained in
our model in the TM regions (Borroto-Escuela et al., 2010b,
2018e). This seems possible since the activated A2AR may
reduce D2R agonist binding in part via an inward shift of
TM-V of the D2R. However, this was so far only demonstrated
with monoamine receptors homologous to the D2R but not
with the D2R itself. Another important result is that the
A2AR-D2R heteromers have a different interface from the A2AR
homomers which makes differential targeting of either the A2AR
homomers or the A2AR-D2R heteromers by means of interface-
interfering peptides possible. Thus, the A2AR TM-IV and A2AR
TM-V selectively blocked A2AR-D2R heteromerization vs.
A2AR-A2AR homomerization (Borroto-Escuela et al., 2018e).

HOMO- AND HETERO-RECEPTOR
COMPLEXES AND THEIR ALLOSTERIC
RECEPTOR INTERACTIONS IN THE
PLASMA MEMBRANE PROVIDE A
MOLECULAR BASIS OF LEARNING AND
MEMORY

When we introduced the concept of allosteric intramembrane
receptor-receptor interactions in heteroreceptor complexes in
the 1980s, there was little interest in this concept (Fuxe

et al., 1983). The reason was mainly that there was no need
for integration of signals in the plasma membrane since the
intracellular integration of signals in the cells was sufficient. This
did not make any sense for us for several reasons. In our minds,
something additional should be going on to make use of the
tremendous surface created by these networks.

With the findings of intramembrane receptor-receptor
interactions in receptor complexes, it became clear to us that this
huge plasma membrane area was used for molecular integration
of receptor signaling by formation of receptor complexes from
dimers to higher-order oligomers. The receptor protomers, as
well as other proteins, could talk with each other via direct
receptor-receptor and receptor-protein interactions through
allosteric mechanisms. Then the signal integration continued in
the multiple intracellular pathways.

The importance of this first step of information handling
in the plasma membrane became clear to us early on. We
introduced the allosteric theory of learning and memory based
on the existence of many oligomeric receptor complexes in the
postsynaptic and extra-synaptic membranes and the allosteric
receptor-receptor interactions within them (Fuxe et al., 2014b,c;
Borroto-Escuela et al., 2015a,b, 2016a).

Upon a change in the release pattern of transmitters in
the synapse, learning of this new pattern will take place
in the postsynaptic membrane through a reorganization
of the homo and heteroreceptor complexes (Fuxe et al.,
2014c; Borroto-Escuela et al., 2015a). Changes will also take
place in the presynaptic receptor complexes to facilitate the
maintenance of the pattern of multiple release of transmitters to
be learned. There exists a kind of ‘‘basal barcode’’ of homo and
heteroreceptor complexes. Through a transient reorganization of
the receptor complexes a new barcode is obtained representing
a short-term memory. A long-term memory is formed through
the transformation of intracellular parts of the heteroreceptor
complexes into soluble molecules that can bind to transcription
factors and modulate their transcriptional actions at the DNA
level. In this way, novel and specific adaptor proteins can
be formed that bind to the receptor complexes short-term
memory. Through the adaptor proteins the short-term memory
becomes consolidated into a long-term memory (molecular
engram) with conserved receptor-receptor and receptor-
adaptor protein interactions. The adaptor proteins may act by
increasing the links between receptor protomers themselves,
receptor protomers and cytoskeletal proteins, and receptor
protomers and scaffolding proteins (Fuxe et al., 1983, 2014a;
Borroto-Escuela et al., 2015a, 2017a).

Such adaptor proteins have not yet been identified. However,
it was recently possible to demonstrate that an activity-regulated
cytoskeleton associated protein (Arc), which is a memory-
related protein, can be formed (Okuno et al., 2012). In contrast
to our postulated adaptor proteins, it was shown to weaken
inactive synapses. The reason was that it had a high affinity
for binding to the inactive form of calcium/calmodulin protein
kinase II beta in inactive synapses, leading to the removal of
the AMPA receptors. As a consequence, the contrast between
active and inactive synapses is increased which can favor learning
and memory.
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Of high significance is the work of Everitt and colleagues
(Milton and Everitt, 2012; Everitt, 2014) who hypothesized
that drug addiction is caused by a pathological memory, called
drug memory. They also proposed that understanding its
molecular basis could lead to the introduction of novel anti
relapse therapies. Our hypothesis on the molecular basis of
learning and memory is in line with their view. We suggest
that drug memories can be produced through a reorganization
of the homo and heteroreceptor complexes in synapses and
their extra-synaptic regions inter alia in glutamate synapses on
the striatopallidal GABA anti-reward neurons (Borroto-Escuela
et al., 2018c,d). Specifically, support has been obtained for
the view that cocaine can produce pathological A2AR-D2R-
Sigma1R complexes in such synapses. It appears to represent a
long-term memory with a permanent and strong inhibition of
D2R affinity and signaling which may lead to cocaine addiction.
Therefore, A2AR-D2R-Sigma1R complexes can become a new
target for the treatment of cocaine addiction (Borroto-Escuela
et al., 2018d).

HIGHLIGHT OF FUTURE DIRECTIONS

The current model of the A2AR-D2R heterodimer with a
TMV-TMIV interface illustrates the importance of receptor-
receptor docking and molecular dynamic simulations combined
with biophysical techniques to map the receptor interface. By
determining the interface of any receptor heteromer with these
approaches it becomes possible to develop interface-interfering
peptides that selectively disrupt the receptor heteromer studied.
With interface-interfering peptides, it will also be possible
to determine which effects on receptor recognition, signaling
and trafficking are produced by allosteric receptor-receptor
interactions and which are related to integration in the
intracellular signaling pathways.

Super-resolution imaging is a method that will give new
insights into GPCR oligomerization at the single molecule level
(Jonas et al., 2015, 2016). It involves the use of photoactivated
localization microscopy in combination with photoactivatable
dyes. The GPCR monomers, dimers and oligomers can be
visualized to a resolution of less than 10 nm and quantitation can
be obtained through the analysis of data sets from these types of

complexes. This method is just at its beginning and will be useful
in the field of GPCR homo- and heteromerization.

Spatial intensity distribution analysis is another novel
promising method of significance to determine if GPCRs exist as
monomers, dimers and/or higher-order oligomers (Ward et al.,
2015). Through this method, it is possible to obtain densities
of molecules fluorescence including their quantal brightness
(Barbeau et al., 2013). With this analysis, it became possible
e.g., to indicate that 5-HT2C receptors exist as a mixture of
monomers, homodimers and higher-order homomers which
becomes dominated by monomers after treatment with 5-HT2C
antagonists (Ward et al., 2015).

This field of molecular integration illustrates the high impact
of the heteroreceptor complexes and their allosteric receptor-
receptor interactions on the regulation of brain networks
(Borroto-Escuela et al., 2017a).
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Intelligence is the ability to learn appropriate responses to stimuli and the capacity to
master new skills. Synaptic integration at the dendritic level is thought to be essential
for this ability through linear and non-linear processing, by allowing neurons to be tuned
to relevant information and to maximize adaptive behavior. Showing that dendrites are
able to generate local computations that influence how animals perceive the world, form
a new memory or learn a new skill was a break-through in neuroscience, since in the
past they were seen as passive elements of the neurons, just funneling information to
the soma. Here, we provide an overview of the role of dendritic integration in improving
the neuronal network and behavioral performance. We focus on how NMDA spikes are
generated and their role in neuronal computation for optimal behavioral output based
on recent in vivo studies on rodents.

Keywords: dendritic integration, neuronal network, synaptic plasticity, behavior and cognition, dendritic spikes

The appropriate integration of various inputs is fundamental for perceiving the world and for
adequate learning. Most of the excitatory synaptic inputs in pyramidal neurons are located in
the dendrites, namely on thin dendrites where the majority of the spines are located (Larkman,
1991). Thus, thin dendrites play a crucial role in synaptic integration and plasticity (reviewed in
Major et al., 2013), since they are able to exhibit local membrane potential dynamics (Schiller et al.,
1997; Schiller et al., 2000) and transform the spatio-temporal sequences of inputs into an output
pattern (Polsky et al., 2004; Larkum et al., 2009; Branco et al., 2010). Therefore, understanding
the transformation of synaptic inputs to output [e.g., action potentials (APs), “plateau potentials”]
requires a deep understanding of the intrinsic physiological properties of dendrites, namely the
dendritic compartmentalization, signal transformation and regenerative properties that shape how
the spatio-temporal combination of inputs are computed (Major et al., 2013). This review explores
what the in vivo studies tell us about the impact of the generation of NMDA spikes on pyramidal
neurons in animal’s behavior.

REGENERATIVE PROPERTIES OF THIN DENDRITES – NMDA
SPIKES

The pyramidal neurons receive the majority of excitatory glutamatergic synaptic inputs through
dendritic spines (Lüscher et al., 2000), which contain various ions-permeable channels. Among the
wide range of ionotropic glutamate receptors, AMPA receptors in the spine mediate depolarization
with fast decay, but that may promote the release of Mg2+ that blocks NMDARs (Hao and Oertner,
2012). NMDA receptors (NMDARs) are also glutamate receptors abundant in the dendritic
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spines (Sabatini et al., 2002) and are highly permeable to Ca2+

and Na+ (Sabatini et al., 2002), mediating the majority of the
postsynaptic Ca2+ influx during synaptic depolarization (Koester
and Sakmann, 1998; Schiller et al., 1998). NMDAR activation
mediates a slow current that persists for tens to hundreds of
milliseconds (Popescu et al., 2004). As a result, synaptic inputs
can, in certain conditions, trigger regenerative dendritic events
that may be long-lasting (reviewed in Antic et al., 2010 and
Major et al., 2013), therefore also termed “plateau potentials”
or NMDA spikes (Figure 1).Moreover, the dendritic shaft holds
voltage-gated Ca2+ channels (Magee and Johnston, 1995) and
extrasynaptic NMDARs that may play a role in glutamate
spillover during high-frequency activation and may amplify
and spread the synaptically mediated depolarization toward the
dendritic branch(Chalifoux and Carter, 2011). Distal individual
synapses have a weak impact on the initial segment of the
axon, since distal synaptic events undergo considerable voltage
attenuation as they propagate along the dendrite (Nevian et al.,
2007; Larkum et al., 2009). However, this filtering phenomenon is
influenced by eventual correlations in time and space between the
synaptic events. For instance, when a dendritic branch receives
sparse synaptic inputs correlated in time, the information seems
to be integrated in a linear mode (Figure 1C; Mel, 1993),
in which there is little cooperativity between simultaneously
activated synaptic inputs. However, when there is a pronounced
spatio-temporal cooperativity between the synaptic inputs (i.e.,
a high correlation between the timing and the location on the
dendritic branch of the onset of the synaptic inputs), these can
trigger a non-linear or supralinear summation, that generates a
depolarization of the dendritic branch (Figure 1; Llinás et al.,
1968; Mel, 1993; Schiller et al., 1997; Schiller et al., 2000; Losonczy
and Magee, 2006; Larkum et al., 2009). As a result, during strong
glutamatergic release when glutamate binds to NMDARs and the
Mg2+ block site is released, the NMDAR current can potentially
fire a regenerative NMDA spike on the dendrite (see review
Antic et al., 2010).

The ionic mechanism of a NMDA spike is very dynamic
since their properties (i.e., their threshold, duration in time
and length on the dendritic branch) depends on the baseline
membrane potential (Polsky et al., 2009). For instance, the
number of activated spines triggering a NMDA spike should
change as a function of baseline membrane potential, because
depolarization reduces the NMDA spike threshold (Major et al.,
2008), by lowering the required glutamate to bind to NMDAR.
This means that the generation of a NMDA spike depends
on the depolarization drive of the dendrite, which can be
provided not only from the glutamate from previous activation,
but also from the cooperativity between the different dendritic
integration phenomenon, like: (i) a previous NMDA spike
(Polsky et al., 2009), (ii) a NMDA spike at a more distal
location in the same dendrite (Branco et al., 2010; Behabadi
et al., 2012), (iii) a distributed NMDA spike that spread out
over the group of dendritic branches (Lavzin et al., 2012), or
(iv) a back-propagating-action potential that invaded that branch
(Stuart et al., 1997). Additionally, the duration of the NMDA
spikes increases linearly with the intensity of the glutamatergic
stimulation (Milojkovic et al., 2005a,b). This is a way to compute

the intensity of the stimulus that is not amplitude-dependent.
It is an important parameter, since it potentially increases the
time window to integrate and link fragmented information, such
as those arising from different sensory modalities or arriving
at the different dendritic regions of the neuron, a phenomenon
known as temporal binding and further explored in this review.
Additionally, because NMDA spikes are ligand dependent, i.e.,
dependent on glutamate and D-serine or glycine, they depend
not only on local membrane potential but also on the timing and
the spatial distribution of these transmitters along the dendrite
(reviewed in Major et al., 2013). As a result, the NMDA spikes
may act as a detector of synchronous pre- and post-synaptic
activity (Waters et al., 2003).

The description of NMDA spikes represented an important
break-through in the field, opening the window onto the
dramatic impact of distal synaptic inputs on the neuron output.
In fact, the different local processing and computations that occur
at the dendritic level determine how electric signals propagate
and their interaction between different dendritic regions. For
example, NMDA spikes can either be restricted to a branch,
by failure of active propagation at the branchpoint (Golding
et al., 2002; Remy and Spruston, 2007), or they can spread
regeneratively to the soma to influence axonal output (Larkum
et al., 2009). The cooperative and active integration properties
in the dendrites (Figure 1C) further support the idea that
NMDA spikes depend on recent and ongoing activity in the
local network and may serve as a powerful mechanism to
modify the network by inducing the long-term strengthening
of co-activated neighboring inputs (Schiller et al., 2000; Cichon
and Gan, 2015). In agreement, it has been suggested that
neurons capable of firing NMDA spikes can exhibit a greater
specificity of spiking responses and perform a greater number
of transformations of synaptic input into an AP output,
which would otherwise require more than one neuron with
passive dendrites (Larkum and Nevian, 2008). In conclusion,
NMDA spikes are the putative substrate for the multiple and
simultaneous computations at different sites that one pyramidal
neuron can perform, thereby increasing the computational power
and the repertoire of these cells.

THE DRIVE OF NMDA SPIKES IN VIVO –
INPUT CLUSTERING?

Pyramidal neurons have complex dendritic arborizations that
receive different inputs targeting spatially separate regions of
the neuron. For instance, a cortical network relies on different
layers of processing arriving to the different regions of the
neuron, from local intracortical, long-range corticocortical and
subcortical projections, with the putative influence of inhibition
and neuromodulation at each of these connections (Roelfsema
and Holtmaat, 2018). But what do we know about what drives
a NMDA spike in vivo? Early in vitro and in silico work
proposed that inputs with similar information content are
spatially clustered in the dendrites (Iannella and Tanaka, 2006;
Losonczy et al., 2008), and that active synaptic inputs clustered
within a group of spines close to each other on the same dendritic
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FIGURE 1 | Schematic representation of the different spikes in a pyramidal neuron. (A) Representation of where the different spikes take place: NMDA spikes (red) in
“thin” dendrites, Ca2+ spikes (blue) in “thick” dendrites, Na+ spikes or action potential (black) in the axon (as in Larkum et al., 2009). (B) Waveform of the different
spike (as in Antic et al., 2010). (C) Contribution of the different ion channels on the excitatory postsynaptic potentials (EPSP) summation; supralinear summation
above the dashed line, sublinear summation bellow the dashed line. EPSP summation properties depends not only on the ion channels but on the combination
between those, morphology (dendritic diameter, distance from soma, and branchpoints) and synaptic strength. A combination of those can give rise, for example to
a linear summation (as in Tran-Van-Minh et al., 2015).

segment were required to generate a NMDA spike (Polsky et al.,
2004; Larkum et al., 2009). Additional in vitro and in silico studies
suggested that NMDA spikes in distal dendrites can be evoked by
as few as∼10 clustered spines or by 20 inputs distributed sparsely
along a longer dendrite (Major et al., 2008), supporting the idea
that clustering is not a prerequisite to trigger a NMDA spike.

Anatomical studies in vivo support the idea that inputs onto
dendrites are not random, and can be clustered onto specific
dendritic branches in pyramidal neurons of the hippocampus
(Druckmann et al., 2014), on layer 2/3 of somatosensorial
cortex (Makino and Malinow, 2011), and on layer 5 of the

motor cortex (Fu et al., 2012). In agreement, in vivo functional
studies from layer 2/3 pyramidal neurons in the somatosensorial
cortex, support the idea that spontaneous synaptic inputs are
often synchronized reaching a group of spines in the vicinity
of each other (Takahashi et al., 2012), and that clustered
plasticity may also result from interspine interactions (Harvey
and Svoboda, 2007), since local depolarization-induced Mg2+

unblock of nearby NMDARs decreases the threshold for a
regenerative membrane potential event (Losonczy et al., 2008).
In agreement, it was proposed that functionally similar synaptic
inputs clustered in space and time into dendrites of layer
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2/3 neurons of the visual cortex, correlates with dendritic
events and predicts orientation selectivity in vivo (Wilson et al.,
2016) On the other hand, the work of Lavzin et al. (2012)
suggests that in vivo sparse stimulation of two different inputs
(pairing of corticocortical and thalamocortical inputs) or with
focal glutamate uncaging in spiny stellate neurons from layer
4 of the somatosensorial cortex can generate NMDA spikes.
In agreement with the non-clustered hypothesis, the work
by Arthur Konnerth’s lab indicates that single-spine responses
evoked by similar sensory information in vivo, are dispersed
across multiple dendritic branches of layer 2/3 neurons of
the visual cortex (Jia et al., 2010), somatosensorial cortex
(Varga et al., 2011), and auditory cortex (Chen et al., 2011).
In conclusion, in vivo studies provide evidence that dendritic
inputs are not random and can be dispersed or clustered
(Iacaruso et al., 2017), possibly depending on the local network
and stimulation modality. Importantly, the resultant input
organization with presynaptic synchrony or spines in the
vicinity of each other integrating different information may offer
opportunities to encode complex associative learning processes at
the dendritic level.

DENDRITIC SPIKES AND IN VIVO
SYNAPTIC PLASTICITY

After the description of NMDA spikes, important work
unraveled the role of these events in synaptic plasticity.
As mentioned above, most pyramidal neurons receive at
least two functionally distinct inputs – long-range afferents
mainly contacting the distal apical dendrites, and local
inputs innervating proximal perisomatic dendrites. The
active dendritic mechanisms, such as NMDA spikes, allow
the integration and potential interaction of the various
afferents, if streaming with appropriate time-coincidence,
thereby opening the window for important events in synaptic
plasticity. Studies showing the importance of other types of
dendritic events such as back-propagating AP on synaptic
plasticity, namely spike-timing-dependent plasticity (Sjöström
and Häusser, 2006), are very relevant but are beyond the
scope of this review.

In vitro studies have shown that the CA1 pyramidal neurons
of the hippocampus can generate NMDA spikes through
the integration of CA3 inputs and entorhinal cortex afferent
(Remy and Spruston, 2007; Takahashi and Magee, 2009).
These regenerative events are thought to trigger synaptic
potentiation through the influx of calcium into the post-
synaptic compartment without requiring an AP (Golding
et al., 2002). These studies show that the initiation of
NMDA spikes can induce rapid and long-lasting changes
in synaptic strength and change the intrinsic excitability of
dendrites. Importantly, the combination of various afferents
by the dendrites points to the generation of neurons that
putatively have functional feature selectivity to both inputs,
generating networks with higher computational power. To
further understand this phenomenon, researchers have explored
whether they were present in vivo. Gambino et al. (2014)

showed that whisker deflection triggers NMDAR-mediated long-
lasting depolarizations. This was dependent on the integration
of different inputs, namely thalamocortical inputs into the tuft
dendrites of layer 2/3 pyramidal neurons of the barrel cortex,
producing “plateau potentials” in the absence of somatic spiking
(Gambino et al., 2014). The “plateau potential” is an important
event for the induction of synaptic plasticity, a mechanism
that may prevent cortical neurons from losing synaptic inputs.
Gambino et al. (2014) were the first to demonstrate long-term
potentiation in vivo that does not require AP, but is instead
dendritic and NMDA-dependent. A similar phenomenon was
described in CA1 pyramidal neurons of the hippocampus, in
which integration of inputs from the entorhinal cortex and
CA3 at the dendritic level was able to trigger a ramp of
membrane potential depolarization associated with a position-
specific increase of synaptic weight and sufficient to induce a
place field formation (Bittner et al., 2015, 2017). Additionally,
these studies indicate that input-potentiating plasticity and not
increase in input numbers are determinant for that phenomenon
(Bittner et al., 2015). Altogether, these studies show that dendritic
computation of different afferents is able to trigger a single
“plateau potential” that is sufficient to increase the synaptic
weight of the excitatory inputs, thereby allowing the maintenance
of essential spines (Gambino et al., 2014) or the abrupt formation
of new CA1 place fields (Bittner et al., 2015, 2017). These
are crucial events for correctly perceiving the environment and
having adequate memory storage.

Finally, it is important to realize that neuromodulators and
inhibition can have a direct effect on the active properties of
dendrites and that the intrinsic properties of dendrites are also
subject to plasticity (Frick and Johnston, 2005; Roelfsema and
Holtmaat, 2018). Hence, those mechanisms provide additional
ways by which synaptic plasticity can influence the effect of
synaptic input on neuronal output. Nevertheless, the in vivo
studies seem to be in agreement with what has been shown
in vitro and in silico, showing that individual dendritic branches
serve as a basic unit for synaptic plasticity and possibly involved
in information storage.

IMPACT OF DENDRITIC SPIKES ON
BEHAVIOR

Since the demonstration of the role of NMDA spikes on
input integration, amplification and computation in the cortex
and hippocampus the impact of these events on behavior
performance has become a central focus of research. The
relationship between dendritic activity and sensorial perception
began to be probed at the beginning of the present decade.
One of the first studies using dendritic Ca2+ imaging in awake
mice showed that sensorial stimulation of the hindlimb could
drive regenerative dendritic events in the apical tuft of layer
5 neurons in the hindlimb somatosensorial cortex (Murayama
and Larkum, 2009). Using whole-cell recordings in anesthetized
mice, Lavzin et al. (2012) showed that dendrites of layer 4 spiny
stellate neurons in the barrel cortex integrate different inputs
(thalamocortical and corticocortical) supralinearly, generating
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NMDA spikes that reflect angular whisker tuning. Since different
anesthetics can induce the shutdown of important inputs that
potentially drive dendritic activity, both anesthetized and awake
animals were compared by using whole-cell patch clamp and
imaging recordings in vivo, showing that both conditions
exhibited dendritic events with similar trends. For example,
Smith et al. (2013) showed that in both conditions (lightly
anesthetized and awake) visual inputs trigger NMDA spikes
in the tuft dendrites of layer 2/3 neurons in the visual
cortex, a mechanism that tuned those neurons to specific
orientation. NMDA spikes were also observed in the hindlimb
somatosensorial cortex triggered by electrical stimulation of
the contralateral hindpaw (Palmer et al., 2014). Recently,
significant studies reported dendritic plateaus during active
behavior rodents. For example, Xu et al. (2012) reported
dendritic nonlinearity events in the apical tuft dendrites of
layer 5 pyramidal neurons of the barrel cortex during an active
sensing behavior that required the integration of sensory and
motor information.

Owing to the role of the CA1 region of the hippocampus
in place field generation and spatial memory, in vivo work
was performed on its pyramidal neurons. By combining whole-
cell recordings and dendritic Ca2+ imaging, it was shown that
NMDA spikes of CA1 hippocampal pyramidal neurons were
required to trigger high-frequency bursting in vivo (Grienberger
et al., 2014). Bittner et al. (2015), not only corroborated the
finding that the “plateau potentials” were sufficient to induce
place field formation in CA1 pyramidal cells in vivo, but they
also confirmed their role in the strengthening of synaptic inputs
and that they were driven by the integration of specific long-
range inputs.

The elegant work of Cichon and Gan (2015) raised much
excitement in the field by showing branch specificity on NMDA
spikes, the impact of the latter on spine dynamics and, very
importantly, the causality between these events and behavioral
performance. Briefly, they showed that different running tasks
induced NMDA spikes on different branches of the tuft dendrites
of the same neurons of the motor cortex (controlled by cortical
inhibition), and that these branch-specific spikes led to a long-
lasting increase in the strength of synapses that were active at
the moment of NMDA spike generation (Cichon and Gan, 2015).
Previous in vitro studies have shown that NMDA spikes can cause
either synaptic potentiation or depotentiation, depending on
the time interval between synaptic activity and spike generation
(Lisman and Spruston, 2005; Sjöström and Häusser, 2006).
However, by showing the spatial segregation of NMDA spikes
on different tasks, this study showed how synaptic changes
induced by new experiences reduce the chance of disrupting
what was acquired in past experiences. In summary, the authors
demonstrated the importance of branch-specific NMDA spikes
in maintaining experience-dependent synaptic plasticity, and
consequently its role in learning.

Another important study showed the causality between
dendritic integration and behavior performance (Takahashi et al.,
2016). The authors showed that the inhibition of dendritic events
in the somatosensorial cortex was sufficient to decrease sensorial
perception in mice (Takahashi et al., 2016). It also showed that

the threshold for sensorial perception depends on dendritic
mechanisms with the participation of somatostatin interneurons
(Takahashi et al., 2016).

In conclusion, in vivo studies to date have provided evidence
of the ability of the dendrites of pyramidal neurons to actively
integrate inputs from spatially segregated and functionally
distinct pathways whenever strong temporal correlations exist
between these representations. The triggered regenerative events
can amplify the effects of inputs that correlate with the detection
of stimuli (Takahashi et al., 2016), a memory (Bittner et al., 2015)
or a skill that was learned (Cichon and Gan, 2015), contributing
to a higher cognitive performance.

CONCLUSION AND OPEN QUESTIONS

We now know that dendrites have the capacity to influence how
neurons integrate their inputs. Depending on the morphology,
the passive and active properties of the dendrites, the synaptic
strength and the specificity of their inputs, dendrites are capable
of integrating information with passive interaction (resulting
in sublinear summation along the dendritic tree); or with
active integration, by processing the inputs nonlinearly and
generating regenerative spike-like events (Figure 1C; Tran-Van-
Minh et al., 2015). Thus, dendrites are capable of a wide range
of computations and dendritic interactions increasing the array
of transformations of synaptic inputs into output (“plateau
potencial,” action potential or burst).

The different in vivo studies corroborate the ability of
dendrites of pyramidal neurons to actively integrate inputs
from spatially and functionally distinct pathways when temporal
correlations exist between them. The triggered regenerative
events (i.e., NMDA spikes) may serve as a powerful mechanism
to modify the network by inducing long-term strengthening of
co-activated inputs (Gambino et al., 2014; Cichon and Gan, 2015;
Bittner et al., 2017). In agreement, it was shown that dendrites are
required to amplify the diverse inputs that correlate to sensorial
perception (Takahashi et al., 2016), a memory (Bittner et al.,
2015) or a new skill that was learned (Cichon and Gan, 2015).
Thus, the capacity to integrate different information may offer
opportunities to encode complex associative learning processes
at the dendritic level. This hypothesis is in line with the idea that
circuit computations based on active dendritic transformations
of different streams of information are the potential substrate for
the multiple and simultaneous computations at different sites that
one pyramidal neuron can perform. This underlies the variety
of functions necessary in high cognitive performance, including
top-down cortical interactions, associative feature binding and
predictive coding.

Urge by technological advances, future in vivo research
will increase our knowledge on the intricate role of dendrites
on brain’s computations. Further in vivo studies exploring
the impact of inhibition and neuromodulation, as well as
the anatomical organization and functional spatio-temporal
interaction of the different inputs, on dendritic computation and
local network would allow us to better understand the generation
and the impact of these events in behaving subjects. In particular,
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further research exploring under which conditions neurons
generate dendritic spikes in vivo, i.e., how activity in multiple
presynaptic pathways (and not only two) is integrated during a
variety of behaviors, namely in high cognitive demand tasks, by
(i) exploring the convergence of multiple synaptic inputs carrying
different information (Petreanu et al., 2012; Lovett-Barron et al.,
2014) and of dendritic and somatic activity simultaneously;
(ii) scanning the role of inhibition and neuromodulation on
these events; and (iii) study the cooperativity between spines
or dendritic branches of the same neuron. These studies can
eventually be propelled by the recent development of different
probes for in vivo imaging, namely different calcium indicators
(Fosque et al., 2015; Dana et al., 2016), glutamate (Marvin et al.,
2018), dopamine (Patriarchi et al., 2018), and voltage-sensitive
sensors (Adam et al., 2019), together with the fast advances on
the imaging field, allowing faster and deeper volume imaging
(Vogt, 2016; Wang et al., 2018). Another important question in
the field is to understand how the different types of dendritic
integration relate to brain function. This can eventually be
answered, not only by exploring how behavior correlates with

dendritic activity and modulates their intrinsic properties, but
with a tool that would allow researcher to very precisely (spatio-
temporaly) control the dendritic activity of specific segments
of the dendrite during behavior (Carmi et al., 2019). A similar
mechanism may be possible to test in humans in the future,
since it was shown that transcranial magnetic stimulation can
noninvasively suppress Ca2+ activity in pyramidal dendrites
(Murphy et al., 2016).
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Modularity assumption is central to most theoretical and empirical approaches in

cognitive science. The Bayesian Brain (BB) models are a class of neuro-computational

models that aim to ground perception, cognition, and action under a single computational

principle of prediction-error minimization. It is argued that the proposals of BB

models contradict the modular nature of mind as the modularity assumption entails

computational separation of individual modules. This review examines how BB models

address the assumption of modularity. Empirical evidences of top-down influence on

early sensory processes is often cited as a case against the modularity thesis. In the

modularity thesis, such top-down effects are attributed to attentional modulation of the

output of an early impenetrable stage of sensory processing. The attentional-mediation

argument defends the modularity thesis. We analyse this argument using the novel

conception of attention in the BB models. We attempt to reconcile classical bottom-up

vs. top-down dichotomy of information processing, within the information passing

scheme of the BB models. Theoretical considerations and empirical findings associated

with BBmodels that address the modularity assumption is reviewed. Further, we examine

the modularity of perceptual and motor systems.

Keywords: modularity hypothesis, attention, precision, cognitive penetrability of perception, predictive coding

1. INTRODUCTION

The modularity of cognitive processes is a fundamental principle of the representationalist
paradigm (Fodor, 1983). Information encapsulation, according to Fodor (2001), is a necessary
condition for modularity. It entails the restriction of information flow into a computational
module from another module, referred to as cognitive impenetrability. The assumption of
information encapsulation was critical to the paradigm shift from the behaviorist to a cognitivist
perspective of mental functions as it makes mental processes tractable (Carruthers, 2006) and thus
computationally realizable.

Pylyshyn (1980) extended the concept of modularity to computational systems and posited
that for any theoretical account of mental process to be explanatory, it should have a cognitively
impenetrable functional architecture. For example, the computations in the visual module should
have some domain-specific architecture that enables them to transform information uniquely. The
range of inputs a module can parse and compute defines domain specificity. Further, Pylyshyn
(1980) argued that the modules should be computationally autonomous to make meaningful
propositions about mental faculties. A convincing demonstration of information encapsulation
in early vision is the persistence of visual illusions, even when one is consciously aware of the
illusion. Prinz (2006) counters the argument-from-illusion, by claiming that illusion is an instance
of perception trumping belief in the presence of conflict between perception and belief, and when
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there is no conflict, belief can indeed affect perception.
Churchland (1988) argues that visual illusions can be over-
ridden by voluntary attempt to modify the character of the visual
experience. For instance, when the drawing of a cube lacks visual
cues about its orientation, the farther side is interpreted as the
closer side by the observer. This illusion, called the Necker-cube
illusion, can be overridden by the deliberate “mental” inversion
of the cube.

Higher-order cognitive states, such as desires (Balcetis and
Dunning, 2006), morality (Gantman and Van Bavel, 2014), and
racial category (Levin and Banaji, 2006) is shown to affect
perceptual processing. Such instances of top-down effects on
perception are argued as evidence for cognitive penetration.
In other words, if beliefs affect early visual processes like
color perception, it suggests that the information in the
“belief processing” module penetrates the color perception
module. The strictest form of modularity thesis, known as
MassiveModularity, ascribes absolute information encapsulation
between all modules of cognition, including the central
systems. However, central systems, such as reasoning and
decision-making involve the integration of domain-general
representations, violating modularity. The defense for massive
modularity is that language, with its ability to encode and
transform conceptual representations, integrates information
across modules (Carruthers, 2006). However, there is empirical
support for the notion that content integration is not restricted
to faculty of language (Varley and Siegal, 2000), suggesting non-
modularity of central systems (Rice, 2011). The modest form of
modularity, in contrast, claims that there is a set of common
central functions that do not follow information encapsulation.
For example, analysis of resting-state BOLD activity has shown
the existence of local nodes that are tightly connected within a
specific functional module, and connector nodes that integrates
information across the individual modules (Bertolero et al.,
2015). Modest modularity maintains that input systems, such as
perception are modular, whereas, the domain-general integrative
processes are non-modular.

Firestone and Scholl (2016) presented an extensive critique
of the studies that report top-down effects on early sensory
processing. The paper argues that various empirical pitfalls
cause the change in perceptual state reported in studies
demonstrating top-down effects. Furthermore, the studies that
report “valid” top-down effects are explained as peripheral
attentional effects. Attention is the mechanism that guides
the selection of relevant information from the environment.
Attentional mechanisms are found to be responsible for the
both enhancement (Carrasco et al., 2000) and inhibition (Tipper,
1985) of sensory representations. The attention-mediation
argument for modularity is the proposition that attention affects
early perception by selecting one/few representations over others.
Consequently, attentional guidance cannot imply penetration as
attention is merely changing the output of the early sensory
processes. According to Pylyshyn (1999), “[attentional guidance
does] not count as cognitive penetration because they do not
alter the contents of perception.” Thus, attention is believed
to perform the function of integrating the outputs of the
impenetrable early sensory processing.

On the contrary, there is another view that the classical
models of attention are built on the assumption of modularity,
and consequently, attention is not solving the problem of
modularity, rather, modularity solves the problem of attention
(Van der Heijden, 1995). For instance, the Feature Integration
Theory (FIT) (Treisman and Gelade, 1980), a widely accepted
model of attention, proposes a dichotomy between bottom-
up and top-down processing. In this account, the bottom-up
processing involves the computation of fundamental featural
dimensions, such as color and orientation by domain-specific
units. These bottom-up units are believed to be implementing
its natural constraints and are automatic to the extent that
it does not engage in an inferential processing (Pylyshyn,
1999). The top-down information, such as goals and desires
has no access to these “feature detectors” that processes the
fundamental dimensions of the sensory signal. The dichotomy
of bottom-up/top-down processing is defined in terms of how
each mode of processing is affected by cognitive state. Bottom-
up processing is invariant to cognitive states, and top-down
processing is influenced by cognitive states. Thus, the evidence
that corroborates the proposed distinction between bottom-up
and top-down processing (for a review, see Theeuwes, 2010)
points to the cognitive impenetrability of the early perceptual
processing. Furthermore, the automatic nature of bottom-up
units is a defining feature of modular systems (Fodor, 1983).
The classical formulation of attention is challenged by the
recent models classified as Bayesian Brain (BB) models. In
the next section, we review how attention is defined in BB
models and place the bottom-up/top-down dichotomy within
the information passing scheme of the BB models.

2. WHAT IS BOTTOM-UP IN BAYESIAN
BRAIN?

According to Helmholtz (1925), perception is an inference on
the sensory states. This inferential process is necessitated by the
absence of one-to-one mapping of the external environment and
the information encoded by the senses. Any given sensation
could give rise to many possible interpretations. However, we
solve what is termed as the “inverse problem” of many-to-
one-mapping of the sensory state to internal representation
and perceive a relatively stable reality. The inherent ambiguity
in the data gathered by the senses necessitates a hypothesis-
testing process to build a singular percept (Gregory, 1980).
BB models solve the inverse problem by generating optimal
prediction about the causes of sensory state. The predictions are
compared against incoming information. The information that
matches the prediction is “explained away,” and the deviation
from the prediction (prediction-error) updates the generative
model, which optimizes future predictions (Rao and Ballard,
1999; Friston et al., 2006; Clark, 2013).

BB models posit that the predictive nature of mind entails
dissemination of top-down information that affects early stages
of perceptual processing. For example, in the version of the BB
model developed in Lee and Mumford (2003), the higher-order
contextual beliefs interact with early visual processing and the
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early visual areas are not only doing feature extraction but are also
involved in image segmentation and figure-ground segregation.
Whether the predictive top-down influence amounts to cognitive
penetration is debated. Lupyan (2015) provides an extensive
review on how BBmodels present a case for cognitive penetration
of perception based on evidence from cross-modal effects and
perceptual illusions. According to Lupyan (2015), the extent of
penetrability can be defined in terms of the contribution of a
perceptual process toward the minimization of the system level
prediction-error (PE).

BB models redefine the classic notions about the nature of
bottom-up and top-down information (for a review, see Rauss
and Pourtois 2013). According to BB models, the bottom-up
information carries prediction-error and top-down information
caries predictions about the sensory causes. In the literature,
prediction is often referred to as anticipation (Butz and Pezzulo,
2008), expectation (Summerfield and Egner, 2009), preparation
(Brunia, 1999). These terms are generally conceptualized in
a domain-specific manner in individual studies. Prediction in
the BB model involves domain-general signaling about the
sensory states and is estimated from the “model-of-the-world.”
This generative model encodes the statistical regularities in the
environment. The sensory signals that are consistent with the
prediction of the generative model are silenced (Summerfield
et al., 2008). It is hypothesized that predictions are encoded
by the deep pyramidal cells and PEs are encoded in superficial
pyramidal cells (Bastos et al., 2012).

According to Free Energy Principle (FEP), which is a
generalization of predictive coding, the top-down prediction is
weighted by the precision of the PE. Precision quantifies the
amount of uncertainty about the information at each level of
the cortical hierarchy and is functionally modulated by attention.
The metaphor Feldman and Friston (2010) uses for attention
is that of Standard Error (SE) in statistical decision-making.
The test statistic, on which the statistical inference is made, is
obtained by dividing the Mean Difference with the SE. When
the SE is high, the test statistic will be low, and thus, the
hypothesis is more likely to be rejected. Attention does to
perceptual inference what SE does to statistical inference. When
implemented as a hierarchical information passing scheme,
attention affects perception by optimizing precision. So, signals
with higher precision are weighted over signals with low
precision. Consequently, at every level in the hierarchy, the
signals conveying prediction and attention (precision-weighted
PE) information influence perception. In sum, the top-down
information is the precision-weighted prediction, referred to as
hyper priors (Hohwy et al., 2008) and the bottom-up information
is the precision-weighted PE.

The effects of attention observed in studies subscribing to the
classical models of attention conflate attention and prediction
(Summerfield and Egner, 2009). Hence, the extent to which the
effects of prediction and attention are separately contributing to
early perceptual effects is mostly unexplored. Empirical evidence
corroborating the dissociation of attention, and prediction is
demonstrated by orthogonal manipulation of spatial attention
and feature prediction. Wyart et al. (2012) found that increase
in the prior probability of the occurrence of signal leads to

an increase in the baseline performance, whereas the attention
cueing lead to increased signal-to-noise-precision at the attended
location. Similar manipulation of attention and prediction has
shown that attention can reverse the sensory silencing of
prediction on BOLD responses (Kok et al., 2011). The difference
in BOLD response to expected and unexpected percepts was
pronounced in the presence of attention, corroborating the idea
that attention improves the precision of PE (Jiang et al., 2013).

O’Callaghan et al. (2017), argued that the top-down effects on
early perceptual processing could be considered as penetration by
the predictive information, referred to as predictive penetration.
This argument is corroborated by neurophysiological evidence
reporting the rapid access of top-down information by the early
perceptual processing. Orbitofrontal Cortex (OFC) responds
to low spatial frequency information of the object ≈ 50 ms
before the recognition-related activity started in the Inferior
Temporal (IT) area. Early activity in OFC was also better
predictive of successful recognition of the object than the
activity in the IT region (Bar et al., 2006). Does this suggest
that predictions are changing the contents of perception? It is
argued that when attention and prediction are separated, the
influence of prediction on early sensory processing is restricted
to response selection (Rungratsameetaweemana and Serences,
2019). Prediction is found to change the criterion, a signal
detection measure of the response bias (Bang and Rahnev,
2017), but not the sensitivity (d′) of the perceptual inference
(Summerfield and Egner, 2016). This suggests that prediction
alone does not significantly affect early sensory processing.

The bottom-up information, according to the information
passing scheme described by the FEP, is not the output of
“feature detectors,” but contains the information deviating from
the top-down prediction; PE. Empirically, this suggests that
classical bottom-up effects are susceptible to the uncertainty
(precision) attached to the bottom-up cues. The bottom-
up information is continuously modulated by the real-time
estimation of precision. Evidence corroborating this has
been demonstrated using the irrelevant singleton paradigm
(Vatterott and Vecera, 2012), where the attentional capture
by color singletons (a classic bottom-up cue) changed as a
function of time. Similarly, neural activity associated with
“pop-out” like saliency was induced through experience
and behavioral relevance (Lee et al., 2002). Observation of
experience-dependent changes to classic bottom-up cues
shows that precision-weighting dynamically alters early
components of perception.

The claim that bottom-up units are not invariant to top-
down effects also violates the “automaticity assumption” of
modular systems. There have been suggestions that automaticity
is conditional on the set of circumstances available to the
agent (Bargh, 1989). Anderson and Folk (2014) reported that
involuntary response inhibition could be modulated by the
mechanisms of goal-directed processing. The Stroop effect was
shown to be eliminated when a single letter was colored instead of
the whole word (Besner et al., 1997). Future studies investigating
precision-dependent changes to classic bottom-up cues can
corroborate the information passing scheme proposed by BB
models and reconcile the bottom-up/top-down dichotomy.
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In the next section, we examine the penetrability of the
perceptual systems by the motor systems. Modularity is assumed
by many of the influential models that explain perception-
action interaction, such as the Optimal Control Theory (OCT)
(Wolpert, 1997) and the dorsal-ventral model of vision (Mishkin
et al., 1983). We attempt to analyze the modularity assumption
within OCT and the alternate proposal by FEP based on a
non-modular approach to explain perception-action interaction.

3. MODULARITY OF PERCEPTION AND
ACTION

The separation of perceptual and motor systems as modules
that work independently and sequentially is a classic notion in
cognitive science. In the classical “sandwich” model (Hurley,
2002), the perceptual system builds the internal representation
of the external environment and the motor system derives
the motor commands based on the output of the perceptual
system, mediated by the integrative cognitive processes. Studies
reporting dynamic interaction between action and perception
have questioned the classical sandwich model. Estimation of the
physical aspects of the environment, such as size, distance, and
the slope is found to be modulated by factors, such as effort (Witt
et al., 2004), handedness (Linkenauger et al., 2009), graspability
(Linkenauger et al., 2011), and skill (Witt and Proffitt, 2005).
When participants had to exert more effort to throw a ball at
a target, their perceived distance to the target also increased.
Objects presented near the hand is also shown to improve
perception, manifested as better change detection performance
(Tseng et al., 2012), and faster perceptual processing (Thomas
and Sunny, 2017).

On the one hand, the enactive theories (Varela et al., 2017)
posit that such effects can be understood as emerging from the
agent-environment interaction, where perception and action are
coupled together in a non-modular, non-sequential, and non-
encapsulated manner (Baltieri and Buckley, 2018). However, the
enactive approach rejects the idea that the agent engages in an
inferential process or generate an internal representation of the
environment. On the other hand, the optimal control theory
of action and motor control assumes that the agent constructs
an internal representation of the environment. Importantly,
perception and action are considered as separatemodules in OCT
(Wolpert and Kawato, 1998). In OCT (Wolpert et al., 1995),
motor control depends on two computationally independent and
informationally encapsulated modules; the estimator and the
controller. The estimator predicts the future sensory state based
on the current sensory state given the motor command and is
referred to as the forward model. The controller provides the
motor command that causes the sensory state predicted by the
estimator and is referred to as the inverse model. Thus, in OCT,
perception, and action are computationally separated as forward
and inverse models (Figure 1).

FEP, while maintaining that perception involves inferential
processing, proposes a non-modular approach to understand
perception-action coupling. Friston (2011) questions the
separation of forward and inverse models by OCT and propose

an alternative formulation where the Bayesian inversion of the
forward model replaces the inverse model. That is, the top-down
projections in this framework are not the motor commands,
but the predictions about the proprioceptive sensations. PE
minimization is achieved in two ways; one, by making accurate
predictions about the sensations, two, by acting in such a way
that sensations which match the predictions are selectively
sampled. This is called active inference (Feldman and Friston,
2010). In active inference, the action minimizes the precision
of sensory PE so that the predictions are fulfilled (Friston et al.,
2011). This conception views perception and action as inferential
processes that are not computationally separated and thus,
non-modular. Friston et al. (2010) notes, “the central nervous
system is not divided into the motor and sensory systems but is
one perceptual inference machine that provides predictions of
optimal action, in terms of its expected outcomes.”

FEP combines the non-modular approach of the enactive
theories with Helmholzian inferential representations. This
representationalist non-modular approach of FEP could be
argued as a trivialization of the idea of representation. According
to Ramsey (2007), formulating representation as a mediating
structure between the external environment and behavior
amounts to trivialization. Gładziejewski (2016) argues that
the representation in the BB models is as much “action-
guiding” as the representation of a cartographic map, and it
non-trivially “recapitulates” the causal-probabilistic structure
of the environment. Although OCT and FEP maintain
a representationalist approach to describe perceptual and
motor systems, FEP rejects the separation of forward and
inverse models.

The difference between the proposals of the OCT and the
FEP can be understood by examining how sensory attenuation
of action-effects is explained by both frameworks. Sensory
attenuation is the reduction in subjective sensitivity to self-
generated sensory-effects. The classic demonstration of this effect
is the inability to tickle ourselves (Blakemore et al., 1999).
Apart from somatosensation, sensory attenuation of self-caused
action-effect has been reported in visual (Cardoso-Leite et al.,
2010) and auditory modalities (Hughes and Waszak, 2011).
When participants associated a specific sensory outcome (Gabor
patch) with a unique action (keypress), the sensitivity to the
predicted action-effect was reduced (Cardoso-Leite et al., 2010).
According to OCT, the perceived intensity of an action-effect is
proportional to the amplitude of the PE (the difference between
the forward model prediction and sensation). However, in most
of the studies reporting sensory attenuation, the responses are
made on the stimuli applied or generated by the agent and not by
the experimenter. Voss et al. (2008) observed sensory attenuation
for experimenter-generated sensations that occurred while the
participant was preparing amovement. This suggests that sensory
attenuation happens even when the agent does not generate a
forward model (Voss et al., 2008; Brown et al., 2013).

The FEP does not distinguish between the forward and
the inverse models. In FEP, sensory attenuation is an effect
of reducing the precision of sensory PE. Mechanistically, this
is achieved by withdrawing attention from the consequences
of action, thereby reducing the intensity of the sensation
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FIGURE 1 | Simplified outline of the information flow in OCT and FEP that illustrates how perception and action are linked. In OCT, perception involves the generation

of the predicted sensation that feeds into the controller, and the controller feeds the forward model with the efference copy of the motor command. In FEP, the

proprioceptive PE, estimated by comparing the generative model with the sensation, is fed into the controller. Perception and action are separated as forward and

inverse model (efference copy) in OCT. In FEP, the inverse model is replaced by the Bayesian inversion of the forward model.

(Brown et al., 2013). A piece of evidence that points to the role
of attention in sensory attenuation was the reduction of action-
effect learning when participants were paired with more than one
action-effects, suggesting that action-effect association competes
for attentional resources (Watson et al., 2015). The presence of
valid attention cue is shown to result in faster processing of
action-effects (Gozli et al., 2016). In the auditory modality, motor
predictions are shown to modulate the action-effect negativity at
the posterior electrodes when the stimulus is unattended and not
when the stimulus is attended, suggesting an interactive effect
of motor prediction and attention on sensory attenuation (Jones
et al., 2013). This evidence does not sufficiently corroborate
the “withdrawal of attention” hypothesis proposed by FEP.
A convincing test of the predictions of FEP about sensory
attenuation would be achieved by orthogonally manipulating
action-effect prediction and spatial attention to dissociate the
separable contribution of action-prediction and attention on
sensory attenuation (Schröger et al., 2015a,b).

4. SUMMARY

In the current review, we explored the nature of information
processing in the BB models and its implications on the
assumption of modularity. Recent empirical findings question
the classic notion that bottom-up units are invariant to top-
down influences. The proposed nature of bottom-up and top-
down processing in the BB models is corroborated by empirical
findings that report experience-dependent changes to the
perceptual quality of the classical bottom-up information. The
dynamic and real-time changes in the estimated precision affect
perceptual inference. Defining attention as the modulator of

precision/synaptic gain provides a rich and nuanced conception
of attention.

The early sensory processing is influenced not only by
precision-weighting but also by top-down predictions that
carry information about expected sensory states. Top-down
predictions and bottom-up sensory evidence are affected by
attention at each level of the cortical hierarchy. Such a top-
down influence is not equivalent to changing the output of
early sensation. Clark (2016) claims that the formulation of
attention in BB model makes it a mechanism that dynamically
re-configures the cognitive architecture of a given stage. Thus,
the BB model’s definition of attention questions the idea that
attention is merely changing the output of early perception.
In the context of perception-action interaction, the BB models
do not hold a modular view where perception and action are
computationally separated as forward and inverse models. The
estimator in the FEP minimizes PE by comparing the motor
signal with the proprioceptive (sensory) PE, without a separate
forward model.

In order to build a unified epistemology of mental
functions, the BB models need to explain empirical findings
from diverse domains of cognition, emotion, perception, and
action. BB models offer a domain-general formulation of
information passing, where the external environment and
internal representations are defined in terms of their causal-
probability structure. In other words, the model itself is neutral
about the content of perceptual experience. The perceptual
content is determined by the winning hypothesis of the Bayesian
inferential process (Hohwy et al., 2008). This definition of
perceptual content can facilitate the integration of this framework
into the theorizations about diverse mental functions. The
attempts to build a unified theory necessitates a novel approach
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in which the mental function of interest is not ascribed epistemic
boundary at the computational level. The BB models appropriate
the enactive notion of information flow, where epistemic
boundaries between the mind, the body, and the environment are
not necessary to explain the behavior of the system.
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The discovery of extracellular RNA (exRNA) has shifted our understanding of the role of
RNA in complex cellular functions such as cell-to-cell communication and a variety of
pathologies. ExRNAs constitute a heterogenous group of RNAs ranging from small (such
as microRNAs) and long non-coding to coding RNAs or ribosomal RNAs. ExRNAs can
be liberated from cells in a free form or bound to proteins as well as in association with
microvesicles (MVs), exosomes, or apoptotic bodies. Their composition and quantity
depend heavily on the cellular or non-cellular component, the origin, and the RNA
species being investigated; ribosomal RNA provides the majority of exRNA and miRNAs
are predominantly associated with exosomes or MVs. Several studies showed that
ribosomal exRNA (rexRNA) constitutes a proinflammatory and prothrombotic alarmin.
It is released by various cell types upon inflammatory stimulation and by damaged cells
undergoing necrosis or apoptosis and contributes to innate immunity responses. This
exRNA has the potential to directly promote the release of cytokines such as tumor
necrosis factor factor-α (TNF-α) or interleukin-6 from immune cells, thereby leading to a
proinflammatory environment and promoting cardiovascular pathologies. The potential
role of exRNA in different pathologies of the central nervous system (CNS) has become
of increasing interest in recent years. Although various exRNA species including both
ribosomal exRNA as well as miRNAs have been associated with CNS pathologies, their
precise roles remain to be further elucidated. In this review, the different entities of exRNA
and their postulated roles in CNS pathologies including tumors, vascular pathologies
and neuroinflammatory diseases will be discussed. Furthermore, the potential role of
exRNAs as diagnostic markers for specific CNS diseases will be outlined, as well as
possible treatment strategies addressing exRNA inhibition or interference.

Keywords: extracellular RNA, extracellular vesicles, neuroinflammation, CNS pathologies, glioblastoma
multiforme, brain metastasis, cerebral occlusive diseases, multiple sclerosis

HISTORY OF exRNA

The discovery of extracellular RNA (exRNA) has shifted our understanding of the role of RNA in
complex cellular functions such as cell-to-cell communication, pathology-related biomarkers or as
“Danger-associated Molecular Pattern” (DAMP) in the innate immune system. ExRNA was first
described in 1928 when Fred Griffith observed that non-pathogenic bacteria obtained pathogenic
properties from an infectious, heat-inactivated strain which was later explained by the exchange of
nucleic acids (Griffith, 1928; Avery et al., 1944). The presence of circulating exRNA in human blood
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GRAPHICAL ABSTRACT | Proinflammatory and prothrombotic extracellular RNA (exRNA) signaling and exRNA in CNS pathologies. (A) The interaction of exRNA
with the TLR2 agonist Pam2CSK4 results in a synergistic activation of NF-κB signaling, thereby promoting inflammation. The NF-κB pathway is also induced by
binding of exRNA to the cell membrane receptor RAGE with consecutive internalization of the nucleic acid. TLR13 which is located on endosomal membranes can
also activate NF-κB signaling through interaction with exRNA. TLR3 and TLR7 constitute two more endosomal target receptors of exRNA, which then in turn activate
TRIF and IFN-α signaling, respectively. Moreover, exRNA leads to higher levels of IL-6 and TNF- α after binding to TLR8. (B) By converting the coagulation factors VII,
X, and XII into their active forms, exRNA exerts its procoagulatory function. Furthermore, increased vascular permeability occurs as a consequence of
exRNA-VEGF-complexes binding to endothelial VEGF-R2 which subsequently results in disintegration of tight junctions. (C) Various exRNAs are associated with
pathologies of the central nervous system.
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was first discovered 1944 (Mandel, 1948). These exRNAs
comprise a variety of RNA species which are found outside
of cells in which they were transcribed, ranging from small
(such as microRNAs) and long non-coding to coding RNAs
and ribosomal RNAs. Recent data suggest that different types of
exRNA may play a key role in the pathophysiology of various
diseases such as myocardial infarction, pulmonary diseases and
autoimmune disorders (Lovgren et al., 2004; Ganguly et al., 2009;
Cabrera-Fuentes et al., 2014; Biswas et al., 2015; Zimmermann-
Geller et al., 2016; Stieger et al., 2017). Current research therefore
focuses on its utilization as a diagnostic biomarker and its
role as a potential therapeutic target (Saugstad et al., 2017;
Stieger et al., 2017).

CURRENT KNOWLEDGE OF exRNA
REGULATION

Tumor cells, apoptotic cells and monocytes/macrophages can
release RNA into the extracellular space upon inflammatory
stimulation. Once secreted or liberated, rexRNAs can act as
proinflammatory or prothrombotic alarmins, thereby increasing
vascular permeability or acting as prothrombotic cofactors,
whereas various miRNAs can be taken up in vesicular form
by target cells and alter their genetic program (Fischer et al.,
2007; Kannemeier et al., 2007; Bronisz et al., 2014; Fischer
et al., 2014). In the absence of inflammation or malignant
processes the amount of exRNA in human blood plasma and cell
culture supernatants remains low (<100 ng/ml) and increases
significantly as a consequence of pathologic processes such
as ischemia, infection, apoptosis or necrosis (Fischer et al.,
2014). Recent sequencing studies have further characterized the
distinct classes of non-cellular exRNAs (Freedman et al., 2016;
Danielson et al., 2017; Mick et al., 2017; Umu et al., 2018).
The detailed analysis of these exRNAs also poses a technical
challenge in the detection, quantification and differentiation of
these heterogenous exRNAs. This review sheds light on the
characteristics of exRNAs and their potential functional role in
CNS pathologies with a focus on vascular diseases, tumor-related,
and inflammatory pathologies.

Abbreviations: AD, Alzheimer’s Disease; ADAM17, A disintegrin and
metalloproteinase domain 17; ALS, amyotrophic lateral sclerosis; AMP,
antimicrobial peptide; BBB, blood brain barrier; BMECs, brain-derived
endothelial cells; circRNA, circular ribonucleic acid; CNS, central nervous
system; CSF, cerebrospinal fluid; DC, dendritic cell; DNA, desoxyribonucleic acid;
EV, extracellular vesicle; exDNA, extracellular desoxyrubonucleic acid; exRNA,
extracellular ribonucleic acid; FBS, fetal bovine serum; FSAP, factor VII-activating
serine protease; GBM, glioblastoma multiforme; IFN-α, interferon alpha; IFN-β,
interferon beta; IL-10, interleukin-10; IL-13, interleukin-13; IL-6, interleukin-6;
LDH, lactate dehydrogenase; LGG, low-grade glioma; lncRNA, long non-coding
ribonucleic acid; MAVS, mitochondrial antiviral signaling protein; miRNA,
micro-Ribonucleic acid; mRNA, messenger ribonucleic acid; MS, multiple
sclerosis; MV, microvesicle; NF-κB, nuclear factor “kappa-light-chain-enhancer”
of activated B-cells; NTA, nanoparticle tracking analysis; PD, Parkinson’s Disease;
piRNA, Piwi-interacting ribonucleic acid; RAGE, receptor for advanced glycation
end-products; rexRNA, ribosomal extracellular ribonucleic acid; RNA, ribonucleic
acid; RNase 1, Vascular ribonuclease 1; RNP, ribonucleoprotein; rRNA, ribosomal
ribonucleic acid; RT-qPCR, reverse transcription-quantitative polymerase chain
reaction; SAH, subarachnoid hemorrhage; snoRNA, small nucleolar ribonucleic
acid; snRNA, small nuclear ribonucleic acid; TACE, tumor necrosis factor alpha

Diversity of exRNA Species
ExRNAs are a heterogenous group of ribonucleic acids, each of
which may have a different impact on the surrounding tissue,
either alone or in association with other molecules, such as RNA-
binding proteins. The various exRNA subtypes are summarized
in Table 1 (Kim et al., 2017). These RNA species vary to a
large extent in their abundance and composition, depending
both on the investigated cellular compartment as well as the
source from which they are extracted such as body fluids, cells,
tissues or organs. ExRNAs can be liberated from cells in a free
form or bound to proteins as well as in association with MV,
exosomes, or apoptotic bodies (Ganguly et al., 2009; Crescitelli
et al., 2013). The exact mechanisms of exRNA biogenesis and
their vesicular loading have been described elsewhere (Patton
et al., 2015; Abels and Breakefield, 2016; Perez-Boza et al., 2018).
Analyses of MV-associated exRNAs have shown that miRNAs
together with rexRNAs form the majority of the vesicle-associated
fraction of exRNA in human blood plasma (Crescitelli et al., 2013;
Danielson et al., 2017) In the context of cancer, increased levels
of MV-bound extracellular mRNAs have been observed in the
blood circulation of patients and in supernatants of malignant
tumor cells (Conley et al., 2017; Lazaro-Ibanez et al., 2017;
Yokoi et al., 2017).

Established Methods of exRNA
Quantification
Methods utilized to detect and quantify exRNA depend on
the source of the compounds and the experimental set-
up for analysis. Nanoparticle tracking analysis (NTA) and
VFC constitute two approaches to analyze the quantity and

converting enzyme; TAPI, tumor necrosis factor alpha processing inhibitor; TLR,
toll-like receptor; TLR13, toll-like receptor 13; TLR2, toll-like receptor 2; TLR3,
toll-like receptor 3; TLR7, toll-like receptor 7; TLR8, toll-like receptor 8; TNF-α,
tumor necrosis factor alpha; tRNA, transfer ribonucleic acid; VEGF, vascular
endothelial growth factor; VEGF-R2, vascular endothelial growth factor receptor
2; VFC, vesicle flow cytometry; ZO-2, zona-occludens 2.

TABLE 1 | Types of exRNA.

miRNA Small, non-coding RNA (21–25 nucleotides) involved in gene
regulation (He and Hannon, 2004)

mRNA Coding RNA that evolves from DNA transcription in the process of
protein biosynthesis

tRNA Small, non-coding RNA (76–90 nucleotides) that translates mRNA
sequences in proteins

rRNA Non-coding, structural component of ribosomes

snRNA Small, non-coding RNA (about 150 nucleotides) constitutes a part
of spliceosomes (Wang et al., 2017)

lncRNA Long non-coding RNA, >200 nucleotides

circRNA Small, non-coding RNA contributes to gene regulation by
suppressing miRNA function (Wang et al., 2017)

snoRNA Small, non-coding RNA (60–300 nucleotides) (Wang et al., 2017)
modifies tRNA and rRNA chemically (Wang et al., 2017)

piRNA Small, non-coding RNA (24–32 nucleotides) mainly involved in gene
regulation of germ line cells (Wang et al., 2017)

Y RNA Small non-coding RNA; components of the Ro60 ribonucleoprotein
particle, factor for initiation of chromosomal DNA replication
(Kowalski and Krude, 2015)
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size of MVs isolated from various sources. The subsequent
characterization of a particular exRNA species contained in
MVs, exosomes or apoptotic bodies can be conducted by RT-
qPCR (Biswas et al., 2015; Saugstad et al., 2017). Analyses
of the composition of exRNA are often accomplished by
bioanalysis via capillary electrophoresis and RNA sequencing
(Fischer et al., 2014; Saugstad et al., 2017). The specific reaction
of fluorescent dyes with exRNA provides another (qualitative
or semi-quantitative) detection method (Ganguly et al., 2009).
Furthermore, dynamics of exRNA-loaded MVs can be monitored
by intravital microscopy and immunohistochemistry (van der
Vos et al., 2016). In general, the broad heterogeneity of exRNAs
combined with the variable cellular fractions and carriers can
pose challenges in further analyses and interpretation.

Functional Properties of exRNA
Although several subtypes of exRNA, including miRNAs and
non-coding long RNAs as well as rexRNA, have been described
in the context of inflammatory cell signaling, the following
subchapter focuses on rexRNA as a direct/indirect extracellular
agonist in inflammatory situations.

ExRNA as DAMPs and Toll-Like Receptor Ligands
To date, only a few exRNA-dependent cell regulatory
mechanisms are known. Receptors belonging to the family
of TLR have been shown to be activated by self-exRNA, acting as
DAMPs in the immune response toward sterile inflammation or
as a result of an infectious stimulus. Ganguly et al. demonstrated
that mainly TLR7 and TLR8 play a pivotal role in the recognition
of complexes of self-exRNA and the antimicrobial peptide
LL37, thereby leading to autoimmune reactions (Ganguly et al.,
2009). LL37 is the C-terminal peptide which is proteolytically
released from the human cathelicidin protein precursor. It has
immunomodulatory properties and prevents the degradation of
exRNA and exDNA by forming complexes with (ribo)nucleic
acids. Together with exRNA, derived from necrotic cells,
LL37 activates MAVS and induces production of IFN-β to
support maturation of DC (Zhang et al., 2016). Moreover,
the exRNA-LL37 complexes are capable of activating TLR7 in
DC, subsequently triggering the secretion of IFN-α, but not
Interleukin-6 (IL-6) or Tumor necrosis factor-α (TNF-α).

The activation of TLR8 by the complex can also lead to
differentiation of myeloid DC into mature DC and the release
of IL-6 and TNF-α. As plasmacytoid and mature myeloid DC
accumulate in psoriatic lesions at different stages of the disease,
this may indicate that complex formation of exRNA and LL37
initiates the autoimmune response and ensures its preservation
(Ganguly et al., 2009). In contrast, no activation of TLR7 (and
TLR3) by exRNA alone has been observed in macrophage
cell cultures, whereas a synergistic effect of exRNA on TLR2-
activation together with its agonist Pam2CSK4 results in the
increased expression of cytokines (Noll et al., 2017). Moreover,
in the setting of myocardial ischemia, cell-free RNA has been
described to augment apoptosis of cardiac muscle cells by
activation of TLR3-Trif signaling pathways (Chen et al., 2014).
As previously described for TLR7, TLR8, and TLR13, recognition

of exRNA can be accomplished by binding to the membrane-
bound RAGE resulting in the internalization of the nucleic acids
and activation of NF-κB pathways (Kierdorf and Fritz, 2013;
Bertheloot et al., 2016).

Stimulation of Cellular Expression and Release of
TNF-α by RexRNA
The level of rexRNA and TNF-α were found to be increased
in human blood plasma during cardiac surgery in the transient
perioperative ischemic situation (Cabrera-Fuentes et al., 2014).
The same effect has been noted in ischemia/reperfusion models
in mice and in isolated rat hearts, whereby cardiomyocytes have
been identified as a major source of rexRNA and, to a smaller
extent, smooth muscle cells and myofibroblasts. Functionally,
exRNA and TNF-α act in a feed-forward loop to promote cardiac
reperfusion injury: increase in exRNA leads to an accumulation
of TNF-α via activation of TACE, and in turn, TNF-α release
will provoke an increase of exRNA as well (Cabrera-Fuentes
et al., 2014). TACE, also known as “ADAM metalloproteinase
domain 17” (ADAM17), is a metalloproteinase that not only
cleaves the cell membrane-bound TNF-α precursor but a variety
of more than 50 other cell-bound substrates, including IL-6
receptor, VEGF-receptor 2 or NOTCH (Kanzaki et al., 2016; Li
et al., 2018). Both exRNA and TNF-α subsequently induce the
expression of inflammatory factors such as iNOS and “Monocyte-
chemoattracting Protein” (MCP)-1 to amplify the extent of
inflammation (Cabrera-Fuentes et al., 2014). Furthermore,
macrophages in cell culture exposed to rexRNA have been shown
to undergo a change in cellular characteristics from a so-called
anti- (M2) to a proinflammatory (M1) phenotype, resulting in
upregulation in gene expression of inflammatory markers such
as TNF-α, iNOS, IL-1β, and IL-6 (Cabrera-Fuentes et al., 2015).

Together, these relationships are in favor of a still hypothetical
but fundamental type of rexRNA-dependent inflammatory
cascade, starting with the exposure of exRNA (as a universal
alarmin or DAMP) at any damaged or infected tissue site
in the body. The subsequent triggering of proximally located
TACE by rexRNA in a cell type specific manner (as described
for macrophage TNF-α) will result in the production of
inflammatory or other protein products, derived from proteolytic
cleavage of the corresponding substrates by TACE. Thus, the
“non-specific” alarming factor rexRNA appears to promote site-
specific cellular responses, some of which are of profound
inflammatory relevance.

Influence of RexRNA on Blood Coagulation
It has been demonstrated that certain proteolytic reactions
in the intrinsic phase of blood coagulation, termed “contact
phase activation” are promoted by polyanionic molecules such
as polysaccharides, polyphosphates and rexRNA (Nakazawa
et al., 2005; Kannemeier et al., 2007). Here, exRNA can
augment activation of the coagulation factors XII and XI by
providing a cofactor template for their proteolytic auto-activation
(Kannemeier et al., 2007). Thus, targeting rexRNA by RNase1
has been proposed as a novel antithrombotic intervention, as
was demonstrated in thrombosis models in mice. Moreover,
histidine-rich glycoprotein in plasma can bind to rexRNA (and
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also to DNA), neutralizing their prothrombotic function and
serving as a natural anticoagulant protein (Vu et al., 2015).

Another example of a rexRNA-binding proenzyme is the
FSAP, a circulating multifunctional enzymogen, which becomes
auto-activated by specific glycosaminoglycans and rexRNA that
convert single-chain FSAP into the active two-chain form.
Subsequently, active FSAP cleaves/activates several proteins
of coagulation and fibrinolysis, but also inactivates inhibitory
proteins of coagulation, thereby enhancing the net procoagulant
level of the biological system (Nakazawa et al., 2005). In
addition, following vascular injury in mice, FSAP exhibits
vascular remodeling functions by reducing neointima formation
and vascular smooth muscle cell proliferation, leading to a
decreased risk of stenosis development (Daniel et al., 2016).
Hence, exRNA potentially supports the binary function of FSAP
in coagulation and its role in inhibiting neointima proliferation
(Nakazawa et al., 2005).

Regulation of Vascular Permeability and Infection by
RexRNA
Vascular integrity and the adhesion characteristics of
inflammatory cells and bacteria can be modulated by rexRNA
as well (Fischer et al., 2007, 2012; Zakrzewicz et al., 2016). For
example, after exposure to exRNA, cultured capillary BMEC
respond with an increased permeability, mediated by VEGF.
Thus, high affinity binding of exRNA to VEGF results in
the decomposition of endothelial tight junctions and edema
formation, initiated by VEGF-receptor 2 activation (Fischer
et al., 2007). In cremaster muscle venules, rexRNA was shown
to induce leukocyte adhesion and transmigration in vivo, and,
together with the rexRNA-induced release of proinflammatory
cytokines from monocytes, a potent inflammatory response was
achieved (Fischer et al., 2012). A recent study also showed that
exRNA-containing MV from mast cells promoted an increase
in cytokine expression of endothelial cells (Elsemuller et al.,
2019). Since rexRNA can avidly bind to particular cell surface
attached eukaryotic basic proteins such as extracellular enolase,
and also to its bacterial counterpart, host-derived rexRNA serves
to promote the adhesion of streptococci to endothelial and
epithelial cells (Zakrzewicz et al., 2016). The above findings
underline the proinflammatory and vessel-damaging potential of
circulating rexRNA.

Pharmacological RexRNA Interference
The functional properties of rexRNA, particularly its
proinflammatory activities as outlined, are effectively targeted by
natural vascular ribonuclease 1 (RNase1), the identical endocrine
counterpart to the RNase1 of the exocrine pancreas and TAPI, a
TACE inhibitor (Cabrera-Fuentes et al., 2014). Vascular RNase1
is constitutively expressed and secreted by endothelial cells of
large and medium blood vessels, but also stored in endothelial
Weibel-Palade bodies, from which it can be released by moderate
stimulation in vitro and in vivo (Fischer et al., 2011). By removing
the damaging rexRNA, RNase1 can suppress the TNF-α release in
hypoxic settings and a reduction of the inflammatory response,
or it can decrease the endothelial leakage, thus serving as a

vessel- and tissue-protective factor (Fischer et al., 2007; Cabrera-
Fuentes et al., 2014). In contrast, the long-term exposure to
TNF-α or thrombin can suppress the expression and secretion
of endothelial RNase1 (Gansler et al., 2014). RNase1 has also
been associated with antimicrobial functions by inhibiting the
rexRNA-mediated pneumococcal infection of alveolar epithelial
cells (Zakrzewicz et al., 2016). Application of RNase1 has also
been discussed as an antitumoral agent; RNase1 administration
reduced tumor volume and weight, and increased the area of
necrosis in vivo in xenograft mice models (Fischer et al., 2013;
Zakrzewicz et al., 2016).

Another inflammatory target for rexRNA-induced
inflammation is TACE, the sheddase responsible for the
release of TNF-α from macrophages. Here, the TACE inhibitor
TAPI was shown to inhibit exRNA-mediated shedding of TNF-α
in mouse bone marrow-derived macrophages as well as in
different in vivo models of cardiovascular disease, including
cardiac ischemia/reperfusion injury (Cabrera-Fuentes et al.,
2014, 2015). In addition, increased adhesion of leukocytes to
endothelial cells induced by rexRNA in vivo was attenuated by
TAPI (Fischer et al., 2012).

ExRNA IN CNS PATHOLOGIES

Various exRNA species have been investigated in the context
of CNS pathologies (Table 2) using in vivo and in vitro
models, with miRNA being the most studied subtype. MiRNAs
are small, non-coding nucleic acids and consist of about 22
nucleotides. Released under various stimulatory conditions from
any cell type, predominantly in MV-bound form, they are
taken up by target cells to modulate their protein expression
profile. Together with the Argonaute family of proteins, miRNAs
provoke RNA silencing and mRNA degradation by constraining
translation, and recruitment of responsible factors leading to
mRNA decomposition (Ha and Kim, 2014). Thus, miRNAs
serve to transmit cell-to-cell communication on the basis of
rearranging the proteome of target cells.

CNS Tumors
Glioblastomas
Glioblastomas are high-grade gliomas and represent about 30%
of all brain tumors (Ricard et al., 2012). The abundance of studies
investigating the role of exRNAs, particularly miRNAs derived
by glioblastoma cells, underlines their importance as potential
biomarkers and possible therapeutic targets (Dong et al., 2014;
Akers et al., 2015; Sathyan et al., 2015; Shi et al., 2015). It has been
shown that increased levels of MV-associated miRNAs and also
mRNAs are present in the CSF of patients suffering from GBM
(Saugstad et al., 2017). In order to capture the entire repertoire
of exRNAs in GBM, a recent study has characterized the
composition of cancer-derived exRNAs in their association with
MV, exosomes, or RNPs, using minimally-biased quantitative
analysis (Wei et al., 2017). Each subfraction exhibited a specific
RNA-composition with MV-associated exRNAs being the closest
to the cellular transcriptome (Wei et al., 2017). Extracellular
small RNAs and fragmented rRNA (designated as rexRNA) were
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TABLE 2 | exRNA in CNS pathologies.

Tumor Vascular pathologies Demyelinating
disease

Glioblastoma
(GBM)

Low-grade
Glioma

Metastases Ischemic stroke Hemorrhagic
stroke

Sinus venous and
arterial

thrombosis

Multiple sclerosis
(MS)

exRNA
species

miRNA, mRNA, Y
RNA fragments in
MVs and exosomes
total exRNA

miRNA and mRNA
in MVs and
exosomes

miR-181c in EVs miRNAs, piRNAs,
and snoRNAs total
exRNA

miRNA and mRNAs
in MVs and
exosomes

total exRNA miRNAs exosomal
miRNAs

Origin of
exRNA

human CSF, human
glioma stem-like
cultures, human
GBM line

human CSF, human
serum

human brain
metastasis breast
cancer cell line

human plasma human CSF Mouse and rat
model

human serum and
plasma

Findings increased levels of
miRNA and mRNA
in CSF
main exRNA
source: fragmented
rRNA
exRNA enriched in
distinct snRNAs:
mRNA in MVs,
miRNA in EVs,
tRNA and Y RNA
fragments in EVs
and exRNPs
miR-451∗ and
miR-21 in GBM
EVs released and
transferred to
microglia→
proliferation and
immunosuppressive
phenotype
exRNA released by
tumor cells,
promoting cell
invasion and tumor
progression

increased levels of
miRNA and mRNA
in CSF
hsa-miR-549a and
hsa-miR-502-5p in
serum correlate
with survival in
oligodendroglioma
and astrocytoma

Cancer-derived
miR-181 in MVs
promote
breakdown of BBB
by downregulation
of PDPK1
Cell-derived MVs
promote brain
metastasis

miR-877-5p,
miR-124-3p,
miR-320d, and
sno1403
associated with
prevalent stroke
miR-656-3p,
miR-3615, and
miR-941
associated with
incident stroke
Inhibition of exRNA
via RNAse
treatment in stroke
model reduces
vasogenic edema
and stroke volume

increased levels of
miRNA and mRNA
in CSF

exRNA
accumulation within
occluding thrombus
in mouse model of
arterial thrombosis;
inhibition of exRNA
via RNase
treatment delays
thrombus formation
inhibition of exRNA
via RNAse in rat
model of superior
sagittal sinus
thrombosis reduces
occlusion rate and
edema formation

miR-15b-5p,
miR-23a-3p,
miR-223-3p,
miR-374a-5p,
miR-30b-5p,
miR-433-3p,
miR-485-3p,
miR-342-3p,
miR-432-5p
distinguishing
relapsing-remitting
from progressive
MS
miR-let-7a and
miR-648a
decreased in MS
remission

Source Fischer et al., 2013;
Li et al., 2013; van
der Vos et al.,
2016; Saugstad
et al., 2017; Wei
et al., 2017

Saugstad et al.,
2017; Drusco et al.,
2018

Tominaga et al.,
2015

Fischer et al., 2007;
Mick et al., 2017

Saugstad et al.,
2017

Fischer et al., 2007;
Kannemeier et al.,
2007

Kacperska et al.,
2015;
Ebrahimkhani et al.,
2017

MVs, microvesicles; CSF, cerebrospinal fluid; RNPs, ribonucleoproteins; miR, microRNA; EVs, extracellular vesicles; BBB, blood brain barrier. ∗Might be an artificial effect
due to FBS medium.

demonstrated to form the majority of exRNAs. Tumor-derived
mRNA in CSF has been shown to be preferentially entrapped in
MVs, whereas miRNAs are primarily associated with exosomes
(Wei et al., 2017). In particular, MV-associated miR-451 and
miR-21 were shown to be incorporated by murine microglial
cells in vivo and in vitro, subsequently leading to a shift in
the phenotype of these cells toward immune suppression (van

der Vos et al., 2016). It still remains to be discussed whether
the observed increase of miR-451 originates from GBM cells,
since this miRNA was also found to be derived from the
serum component of the cell culture medium (Tosar et al.,
2017). RexRNA may play a crucial role in the context of
tumor infiltration and progression as well, since under hypoxic
conditions, GBM cells release elevated levels of rexRNA in
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comparison to non-tumor cells, and after exposure to rexRNA
in vitro, the adhesion of tumor cells to the endothelium was
shown to be increased due to extensive TNF-α release originating
from tumor-infiltrating macrophages (Fischer et al., 2013).

Low-Grade Glioma
Low-Grade Gliomas represent a heterogenous group of tumors
with a low proliferation rate that originate from different glial
cells, such as astrocytes, ependymal cells and oligodendrocytes
(Louis et al., 2007). Analyses of the exRNA-loaded MVs derived
from the CSF of patients with LGG demonstrated higher amounts
of mRNA and miRNA as compared to controls (Saugstad
et al., 2017). A recent study identified six miRNAs that were
overexpressed in tumors of glial origin: miR-4443, miR-422a,
miR-494-3p, miR-502-5p, miR-520f-3p, and miR-549a (Drusco
et al., 2018). Furthermore, miR-549a and miR-502-5p expression
correlated with prognosis in patients with tumors of glial origin
(Drusco et al., 2018).

Brain Metastases
Cerebral metastases are the most common intracranial tumors,
comprising more than 50% of CNS malignancies. The most
common primary tumors which metastasize to the CNS are lung,
breast, colon, kidney and skin cancer. A recent study in a model of
metastatic breast cancer showed that cancer-derived MVs trigger
the breakdown of the BBB (Tominaga et al., 2015). Specifically,
miR-181c secreted by metastatic cells leads to BBB disruption
which in turn supports the delocalization of circulating malignant
cells into healthy brain tissue (Tominaga et al., 2015).

Vascular Pathologies
Ischemic Stroke
Ischemic stroke is the leading cause of cerebral strokes due
to an occlusion of arteries supplying the brain with blood.
A recent study utilized unbiased next-generation sequencing
and high-throughput PCR using plasma from 40 participants of
the Framingham Heart Study. They identified seven exRNAs (6
miRNAs, 1 snoRNA) that were associated with the incidence or
prevalence of stroke (Mick et al., 2017). In rat models of transient
focal cerebral ischemia the animals developed vasogenic edema
after occlusion, whereas animals that received a pretreatment
with RNase1 were protected against edema formation. Moreover,
ischemic stroke volumes significantly decreased in pretreated
animals, suggesting a neuroprotective function of RNase1
(Fischer et al., 2007). It was further demonstrated that the
formation of brain edema was promoted by reduction of the BBB
tight junction proteins claudin-5 and ZO-2 which are essential for
barrier integrity (Fischer et al., 2007; Jiao et al., 2011; Zhao et al.,
2016). Pretreatment of animals with RNase1 led to the preserved
localization of these proteins, indicative for the vessel-protective
character of the enzyme (Fischer et al., 2007).

Hemorrhagic Stroke
Subarachnoid hemorrhage is a form of intracranial bleeding into
the subarachnoid space, between the pia mater and arachnoid
mater. Inflammatory changes of the brain parenchyma in patients
and mice post-SAH have been previously described and were

accompanied by an intraparenchymal accumulation of microglia
with subsequent neuronal apoptosis (Schneider et al., 2015;
Atangana et al., 2016). Patients suffering from SAH demonstrated
elevated levels of MV- and exosome-associated miRNA and
mRNA in the CSF, underlining the proinflammatory intra- and
extracerebral milieu post-SAH (Saugstad et al., 2017).

Thrombosis in the Brain
Sinus sagittalis thrombosis is a very rare occlusive disease
of cerebral sinuses that can be caused by a variety of
factors including infections, oral contraceptives, intracranial
hypertension, coagulation disorders or neurosurgical operations
(Xu et al., 2017; Miao et al., 2018). It has been shown
that pretreatment with RNase1 significantly reduced the sinus
occlusion rate, comparable to the effect induced by heparin
application in rat sinus venous thrombosis models. The
development of perivascular edemas was also found to be
decreased in pretreated animals. Furthermore, intravenous
application of anti-VEGF-antibodies prior to occlusion led to
reduced thrombus formation and edema development in the
same way as it has been observed after RNase1 treatment
(Fischer et al., 2007).

Multiple Sclerosis
Multiple sclerosis is a demyelinating disease that leads to
chronic inflammation of the CNS, most commonly in young
adults, and is caused by both environmental and genetic factors
(Baecher-Allan et al., 2018). In a study on patients with MS,
peripheral blood mononuclear cells and circulating miR-145 were
significantly elevated (Sondergaard et al., 2013). Another study
showed that miR-648a was significantly reduced in peripheral
blood samples of patients in remission compared to healthy
individuals (Kacperska et al., 2015). Similarly, expression of miR-
let-7a, which exhibits anti-inflammatory properties by inducing
IL-10 and IL-13, has been found to be decreased in patients in
remission compared to controls (Kacperska et al., 2015). A recent
study identified a group of nine serum exosomal miRNAs (miR-
15b-5p, miR-23a-3p, miR-223-3p, miR-374a-5p, miR-30b-5p,
miR-433-3p, miR-485-3p, miR-342-3p, and miR-432-5p) that
may distinguish relapsing-remitting from progressive MS disease
(Ebrahimkhani et al., 2017).

Neurodegenerative Diseases
Neurodegenerative diseases such as AD, ALS, or PD are
associated with a progressive loss of CNS functions. Recent
studies have focused on the potential of exRNA as diagnostic
biomarkers in these diseases. Both, patients with mild cognitive
impairment as well as those with AD showed higher plasma
or serum levels of miR-92a-3p, miR-181c-5p, miR-210-3p, and
miR-125b. An increase of miR-16, miR-29a/b, miR-30b/c/e
and miR-155 could be shown in the blood of patients
suffering from PD (Margis et al., 2011; Maciotta et al., 2013;
Tan et al., 2014; Serafin et al., 2015; Caggiu et al., 2018;
Siedlecki-Wullich et al., 2019). ALS and PD have also been
associated with the upregulation of specific miRNAs in CSF and
blood, although these findings may not always be consistent
(Hosaka et al., 2019).
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Perinatal and Traumatic Brain Injury
While specific miRNAs have been directly associated with the
consequences of perinatal and traumatic brain injury such
as neuroinflammation, arrested oligodendrocyte maturation,
neuronal apoptosis and nerve regeneration, further research is
needed to elucidate the precise mechanisms of their involvement
(Kumar et al., 2017; Pan et al., 2017; Huang et al., 2018;
Cho et al., 2019).

PERSPECTIVES IN exRNA RESEARCH

ExRNAs play a key role in inflammatory and coagulatory
pathways and are involved in tumor development and
progression. Several regulatory mechanisms and signaling
pathways of exRNA have been elucidated in various CNS
pathologies. Still, the manifold consequences of the accumulation
of nucleic acids in the extracellular space as well as the
physiological roles of different exRNAs remain to be further
investigated. Vascular RNase1 as an exRNA antagonist and
TAPI as an inhibitor of TACE may serve as anti-inflammatory
and antithrombotic agents with vessel- and neuroprotective
properties. To date, the class of miRNAs remains the most
well-characterized exRNA species, although they constitute only
a fraction of the repertoire of extracellular ribonucleic acids.
It is therefore crucial to expand the focus of research toward

other exRNA species. The examination of the appearance and
localization of exRNA in response to various pathologies as well
as the assessment of the mechanisms for exRNA liberation,
regulation and function is critical for future utilization as a
diagnostic and prognostic biomarker, and as a therapeutic target.
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Goals: The development of new treatment for drug abuse requires identification

of targetable molecular mechanisms. The pathology of glutamate neurotransmission

system in the brain reward circuit is related to the relapse of multiple drugs. Glutamate

transporter regulates glutamate signaling by removing excess glutamate from the

synapse. And the mechanisms between glutamate transporter and drug addiction are

still unclear.

Methods: A systematic review of the literature searched in Pubmed and reporting drug

addiction in relation to glutamate transporter. Studies were screened by title, abstract,

and full text.

Results: This review is to highlight the effects of drug addiction on glutamate transporter

and glutamate uptake, and targeting glutamate transporter as an addictive drug addiction

treatment. We focus on the roles of glutamate transporter in different brain regions in drug

addiction. More importantly, we suggest the functional roles of glutamate transporter may

prove beneficial in the treatment of drug addiction.

Conclusion: Overall, understanding how glutamate transporter impacts central nervous

system may provide a new insight for treatment of drug addiction.

Keywords: addiction, glutamate transporters, excitatory amino acid transporters, vesicular glutamate

transporters, glutamate

INTRODUCTION

Drug addiction is a chronic and recurrent mental disorder characterized by compulsive and
uncontrollable drug use and addiction behavior (1). There is growing evidence that drug abuse-
induced changes in synaptic plasticity, especially in the midbrain dopamine system, lead to long-
term effects and contribute to relapse after withdrawal (2). Drug addiction can also inhibit the
central respiratory system and reduce the sensitivity of the respiratory center to carbon dioxide.
Long-term use of addictive drugs can lead to pathological changes in the related brain areas and
produce related pathological behavior, such as drug seeking, drug withdraw, and relapse. The
molecular mechanisms of drug addiction are mainly involved in the following four brain regions:
prefrontal cortex (PFC), ventral ventral tegmental area (VTA), nucleus accumbens (NAc), and
hippocampus (Hip). After drug addiction, the pathological behavior andmemory are closely related
to these brain regions. In addition, the most important thing is that the pathological changes in
these brain regions will change the neural projection of the brain and the synaptic plasticity of the
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neurons. The addiction of some drugs limited its clinical
implication. For example, morphine is the first-line choice
for the management of chronic pain in both cancer or non-
cancer patients (3–5). Dolantin is a synthetic opioid receptor
agonist. Although dolantin has been used in the clinical
treatment of pain instead of morphine, the analgesic effect
of dolantin is about 10 percent of morphine. Beside that,
chronic administration of dolantin also leads to addiction and
tolerance. Therefore, it is necessary to investigate the mechanism
of drug addiction. Recently, lots of studies have provided
evidence for the complexity of anatomical and functional
interactions between neuros in brain reward circuits prompted
by drug’s rewarding action, including dopaminergic neurons,
glutamatergic neurons, and gama aminobutyric acid neurons.
Recently research has reported that glutamatergic neurons is
closely related to drug addiction, because it is involved in
learning association in mesocorticolimbic reward circuitry. The
PFC glutamatergic neurons projection to the NAc plays an
important role in drug seeking behavior (6). NAc also receives
glutamatergic input from Hip and VTA, which has been
proved that this circuit is implicated in drug addiction (7–
9). Cholinergic neurons from laterodorsal tegmental nucleus
(LDTg) activate dopamine neurons in the reward circuit via
projecting to the VTA (10). GABAergic neurons from NAc
project to the VTA associating with rewarding by regulating
DA neurons activity (11). Schematic of brain reward circuitry
was shown in Figure 1. However, there is less research on
glutamate transporters in drug addiction. Here, we review
the glutamate transporters in brain reward circuits under
drug addiction.

Glutamate transporters (GLT) play an important role
in physiological glutamate homeostasis, neurotoxicity, and
glutamatergic regulation of opioid tolerance (12–16). It has
been found that there are two kinds of glutamate transporter,
including vesicular glutamate transporters (VGLUTs) and
excitatory amino acid transporters (EAATs) (17). Extracellular
glutamate levels are regulated by high-affinity EAATs (18).
EAATs are known to be responsible for maintaining the
homeostasis of the extracellular glutamate concentration by
protecting neurons against detrimental overstimulation of
glutamatergic receptors (19). EAATs are classified into five
different subtypes: glutamate aspartate transporter (EAAT1),
glutamate transporter-1 (EAAT2), excitatory amino acid
carrier-1 (EAAT3), EAAT4, and EAAT5 (20). In addition to
the aforementioned mechanisms, glutamate concentrations
are also regulated by modulating glutamate internalization
into synaptic vesicles through VGLUTs 1, 2, and 3. The
release of glutamate in the presynaptic area depends upon the
expression and the function of secretory vesicles, vesicular
glutamate transporters (VGLUTs). VGLUT family presents
distinct expression patterns. VGLUT1 and VGLUT2 are the
major secretory vesicles in the brain, and VGLUT3 often acts as
a cotransporter of glutamate and other neurotransmitters,
such as serotonin, gamma-aminobutyric acid (GABA),
and acetylcholine (21). Tables 1, 2 provide a summary of
the distribution of glutamate transporters and potential
drug targets.

FIGURE 1 | Schematic of brain reward circuitry implicated in addiction. The

ventral tegmental area (VTA) projects dopaminergic (red) transmission to the

nucleus accumbens (NAc), hippocampus (Hip), prefrontal cortex (PFC). The

NAc receives Glutamatergic (purple) inputs from the PFC, VTA, and Hip. The

VTA receives GABAergic (blue) from the NAc. The VTA receives cholinergic

(green) input from the laterodorsal tegmental nucleus (LDTg).

METHODS

This review is according to literature study in Pubmed until
March 31st 2019. Pubmed was searched by using free-text
terms and addiction subject heading. A uniform search strategy
was applied to Pubmed to identify the reported studies. The
primary and keywords were as following: addiction, withdrawal,
relapse, reward VGLUT1, VGLUT2, VGLUT3, EAAT1, EAAT2,
EAAT3, EAAT4, EAAT5, PFC, VTA, NAc, Hip, GLP, Glu,
glutamate neuron, dopamine neuron, cholinergic interneurons,
hippocampal neurons and neuroplasticity. All the studies were
screened by title, abstract, and full text.

The Role of GLT in Addiction in the VTA
The VTA is a tiny area near the midbrain, which is involved
reward effects (43–46). The VTA mainly contains three types of
neurons: dopamine neurons make up about 60–65% of the cells
in the VTA, GABAergic neurons make up ∼30–35% of the cells
in the VTA, a population of glutamate neurons make up ∼2–
3% of the cells in the VTA (7). Yamaguchi et al. have proved
that VGLUT2 mRNA but not VGLUT1 mRNA was expressed in
the VTA (30). VTA glutamatergic neurons–expressing vesicular
glutamate transporter2 (VGLUT2)–project to limbic and cortical
regions, but also excite neighboring dopaminergic neurons (47).
VGLUT2 was also found in dopaminergic neurons from VTA,
which projects to NAc (30, 48). VGLUT2 exists in these neurons
and allows glutamate to release fromVTA dopaminergic neurons
(49). This synergistic effect between glutamate and dopamine
signaling may be important for the plasticity of postsynaptic
AMPA receptors (50). Therefore, VTA plays an important role
in drug addiction. Wang et al. suggested that photoactivation of
VTA VGLUT2 neurons expressing Channelrhodopsin-2 (ChR2)
under VGLUT2 promoter causes conditioned place preferences
and also reinforces instrumental behavior. They also found that
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TABLE 1 | Distribution of vesicular glutamate transporters.

Types of

VGLUT

Majority distribution Location Target for

addiction

References

VGLUT1 Neocortex and

hippocampus (22)

Spinal cord (23)

Hypothalamus and

amygdala (24)

Prefrontal cortex (25)

Nucleus accumbens (26)

Striatum (27)

Cerebellum (28)

Synaptic

vesicles

Potential (29)

VGLUT2 Ventral ventral tegmental

area (30)

Basolateral amygdala (31)

Nucleus accumbens (32)

Synaptic

vesicles

Yes (33)

VGLUT3 Caudate-putamen, olfactory

tubercle

Nucleus accumbens

Hippocampus

Interpeduncular nucleus and

dorsal

Medial raphe nuclei (34)

Synaptic

vesicles

Yes (35)

activation of VTAVGLUT2 neurons ismediated by local AMPAR
and NMDAR. In addition, VTA VGLUT2 neurons mediate
the development of place preference by releasing glutamate
into the VTA, resulting in activation of both NMDA and
AMPA receptors (47). The loss of VGLUT2 expression in DA
(dopamine) neurons in VTA probably leads to a decrease in
excitatory activity of the affected dopaminergic neurons. VTA
DA neurons mediate the rewarding effects of psychostimulants
such as amphetamine by increasing the level of extracellular
DA in limbic areas such as the NAc (51). Birgner et al. proved
that DAT-Cre/Vglut2Lox mice attenuated behavioral response to
amphetamine compared to the control mice (52). These findings
suggested that VGLUT2 played an important role for mediating
rewarding effects of drugs of addiction. Behavioral studies have
proved that optogenetic activation of VTA VGLUT2 neurons or
their axonal terminals elicit aversive (47, 53–55). Until now, the
role of some other glutamate transporters in addiction has been
poorly investigated. Therefore, it is necessary to detect the role of
glutamate transporters in addiction.

The Role of GLT in Addiction in the NAc
The NAc is mainly composed of gamma-aminobutyric acid
neurons. In addition, there are also Astrocyte cells and various
types of Interneuron. The glutamate input to NAc mainly
comes from the prefrontal cortex, thalamus, amygdala, and
hippocampus. Different glutamate projections lead to different
synapses and behavioral functions. The structure of NAc is
complex, which can be divided into nucleus and shell regions
according to its anatomical structure and the effects of reward
(56–58). Medium spiny neurons (MSNs) from the NAc receive
excitatory glutamatergic inputs and modulatory dopaminergic
and cholinergic inputs from a variety of cortical and subcortical
structures. The interaction between hippocampus and PFC

TABLE 2 | Distribution of excitatory amino acid transporters.

Types of

VGLUT

Majority distribution Cell-type Target for

addiction

References

EAAT1 Cerebellum (36)

Cortex (17)

Spinal cord (37)

Glial cells Potential (38)

EAAT2 Whole brain (17)

Spinal cord (37)

Glial cells Potential (39)

EAAT3 Hippocampus

Cerebellum

Striatum (40)

Neuron Yes (41)

EAAT4 Cerebellum (40) Neuron Unknown –

EAAT5 Retina (42) Photoreceptors

Bipolar cells

Unknown –

glutamate input is thought to provide synaptic plasticity in
MSNs to regulate reward learning (59, 60). Although cholinergic
neurons are a minority group of NAc neurons, their projection
in MSN has been shown to control drug addiction (61–63).
In the NAc, VGLUT3 participates in the cooperative release of
glutamate from these cholinergic neurons (64, 65). VGLUT1
is mainly expressed in the cortical structure, and it has
been shown that NAc receives glutamate input from PFC
and hippocampus (66). The accumulation of glutamate in
the presynaptic membrane is mainly through the VGLUTS.
The VGLUTS family controls the release of glutamate by the
presynaptic membrane of the neuron (67, 68). The expression
of VGLUTS is closely related to the level of glutamate in the
synaptic cleft. In particular, VGLUT3 is expressed on cholinergic
intermediate neurons in NAc, which plays an important role in
the function of NAc (10, 69). Because of the different expression
patterns of VGLUTs, these proteins can be used as presynaptic
markers to understand the input of glutamate into NAc. Tukey
et al. suggested that chronic uptake of sucrose did not change
the expression of VGLUT1 in the synaptoneurosomes of NAc.
Repeated intake of sucrose resulted in an increase in the level
of VGLUT2 and VGLUT3 subunits in the synaptoneurosomes
of NAc (70). Another study proved that silencing VGLUT3 in
mice resulted in cocaine induced locomotor activity significantly
(71). In addition, Sakae et al. showed that knocking out VGLUT3
increased cocaine addiction by increasing the glutamate signals
of the NAc (35). Thus, in the model of addiction, VGLUTS state
a new signal form of synaptic plasticity in the NAc.

The Role of GLT in Addiction in the PFC
Projection neurons in the prefrontal cortex can regulate
subcortical tissue structure, including ventral striatum and
thalamus. Therefore, it can regulate the effects of addiction (72).
Pyramidal neurons in the medial prefrontal cortex (mPFC) can
receive nerves projections from different brain regions, including
the basolateral amygdala. And at the same time, projection
of glutamatergic neuron in the mPFC can also deliver to the
VTA and NAc (73–75). In the limbic nervous system, including
the prefrontal cortex, euphoria is associated with glutamate
neurotransmission and the number of astrocytes. It is obvious
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that astrocytes regulate glutamate levels by removing glutamate
from synapses by glutamate transporters. Glutamate neurons
are mainly located in the prefrontal cortex. Studies have shown
that the projection of glutamate neurons in the prefrontal cortex
to the nucleus accumbens is an important rewarding pathway
(76). VGLUT1 is mainly expressed in modulatory synapses,
including PFC glutamate neurons project to the different brain
regions of the reward circuit. Glutamate is the main driver
of PFC neurons, and relapse to cocaine seeking requires the
release of glutamate from the PFC projection to NAc (77).
Glutamate transporter 1 (GLT-1) is responsible for the uptake
of the majority of extracellular glutamate concentration (78,
79). Sari et al. showed that by upregulating the expression of
glutamate transporter 1 blunts cue-induced reinstatement of
cocaine-seeking behavior in rats (80). Their results suggested that
glutamate played an important role in cue-induced relapse to
cocaine-seeking behavior, implicating glutamate transporter 1 as
a potential therapeutic target for cocaine addiction. Upregulating
glutamate transporter 1 expression in mesocorticolimbic brain
regions may serve as a potential treatment of drug addiction. The
transmission of glutamate in synapse affects the excitability of
neurons and the emotion. Drug abuse can lead to mood disorder.
Therefore, to study the important role of glutamate transporter in
the PFC is necessary and glutamate transporter may be a target to
treat addiction.

The Role of GLT in Addiction in the Hip
Hippocampus is an important brain tissue related to information
storage, which has many kinds of functions. The most important
function of hippocampus is to store memory information
and learning ability. Therefore, the synaptic plasticity of
hippocampal neurons is considered to be related to learning
and memory. Vesicular glutamate transporters (VGLUTs)
play an important role in synaptic function by uptake of
glutamate in vesicles at the presynaptic terminal (81, 82).
VGLUT1 and VGLUT2 are a vesicular glutamate transporter
commonly, which are found in the telencephalic region, such
as hippocampus. Beside that, some studies has proved that
VGLUT1 and VGLUT2 are co-location in the CA1 and
CA3 region of the hippocampus (83). Neale et al. concluded
that VGLUT inhibitors can regulate glutamatergic synaptic
transmission in hippocampus (81). This may be important in the
pathophysiology of neurological diseases and may represent the
goal of developing new treatments to drug. In addition, a study
proved that eliminating the VGLUT2-dependent glutamatergic
transmission of parvalbumin-expressing neurons leads to deficits
in locomotion (84). At the same time, deletion of VGLUT2
weakened the spatial learning andmemory and synaptic plasticity
in the hippocampus of mice (85). Some studies suggested that
the synaptic responses of acute slice and autaptic cultured
rat hippocampal neurons were significantly decreased in the
VGLUT1 knock-out rat, suggesting that VGLUT1 was the main
transporter subtype in this region (86, 87). Drug abuse will
produce cue-induced drug seeking memory information stored
in the hippocampus, which plays an important role in the reward
system (88, 89). In addition, hippocampus is involved mediating
reward-related learning (90). The concentration of glutamate

in the hippocampus can affect the excitability of neurons.
Therefore, VGLUTS are very important to maintain the balance
of glutamic acid concentration in hippocampus. However, few
studies have reported the role of VGLUTS in addiction, especially
in hippocampus.

The Role of GLT in Drug Addiction Induced
by Different Kinds of Drug
Addictive drugs can generally be divided into stimulants and
inhibitors. For example, cocaine belongs to stimulants. Sakae
et al. proved that knocking out VGLUT3 in the NAc aggravated
cocaine-induced self-administration (35). In addition, Reissner
et al. showed that propentofylline (PPF) restored the expression
of glutamate transporter in the NAc induced by cocaine
(91). Upregulation of glutamate transporter attenuates cocaine-
seeking behavior (80). Morphine is a kind of inhibitor drug
targeting opioid receptor that can lead to addiction. Glutamate
transporter is a crucial role in morphine dependence (13).
Chronic morphine administration induced downregulation of
glutamate transporter expression in the NAc (92). Besides,
activation of glutamate transporter results in inhibitingmorphine
tolerance (13). In other word, drug addiction will result in
the changes of glutamate transporter. These studies reveal that
upregulation of glutamate transporter is a promising method
for treating drug addiction. And it also suggests that glutamate
transporter is involved in drug addiction induced by different
kinds of Addictive drugs. However, the underlying mechanism
is still unclear.

SUMMARY

VGLUTS are very important to maintain the balance of
the glutamate concentration in different brain regions, thus,
increasing the potential mechanisms to treat drug abuse.
However, there is little study to investigate the role of VGLUTS
in drug addiction. In this review, we suggest that the role
of different types of VGLUTS in different brain regions in
drug addiction shown in Figure 2. As we know, PFC, VTA,
NAc, and Hip are crucial to reward system. Therefore, it is
necessary to understand that how VGLUTS influence or get
involved in drug addiction. Previous studies have proved that
glutamate neurotransmitter plays an important role in drug
addiction. Therefore, the release of glutamate from different
brain regions via glutamate transporter also play a crucial
role. In addition, it is worth studying the role of glutamate
transporter in other diseases of the central nervous system,
such as Parkinson’s disease and Alzheimer’s disease. In this
review, we also find that whether glutamate transporters
can be targets for drug addiction remains to be studied
(Tables 1, 2). Although Sakae et al. showed that knocking
out VGLUT3 aggravates cocaine-induced self-administration
(35), the other kinds of transporter in different brain region
are still unclear. For example, by interfering or upregulating
the expression of Glutamate transporter in different brain
regions, and detecting addictive behaviors by conditioned
place preference or self-administration. Beside that, the role

Frontiers in Neurology | www.frontiersin.org 4 October 2019 | Volume 10 | Article 1123152

https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org
https://www.frontiersin.org/journals/neurology#articles


Wang et al. Glutamate Transporter in Drug Addiction

FIGURE 2 | Molecular mechanisms of vesicular synergy. The role of different types of vesicular glutamate transporters (VGLUTS) in different brain regions in drug

addiction. In the ventral tegmental area (VTA), VGLUT2 participates in the cooperative release of glutamate from dopaminergic neurons. In the nucleus accumbens

(NAc), VGLUT2, and VGLUT3 participate in the cooperative release of glutamate from GABAergic neurons. VGLUT3 participates in the cooperative release of

glutamate from cholinergic neurons. In the prefrontal cortex (PFC), VGLUT1 participates in the cooperative release of glutamatergic neurons. In the hippocampus (Hip),

VGLUT1, and VGLUT2 participate in the cooperative release of glutamate from CA1 and CA3 neurons.

of glutamate transporter in relapse and withdrawal are also
worth exploring. For example, by interfering or upregulating
the expression of VGLUT in different brain regions, and
detecting addictive behaviors by conditioned place preference.
Some studies have proved that VGLUTS expression level
influence the rate and extent of synaptic vesicle filling, and the
probability of synaptic vesicle release (87, 93–95). Glutamate
is the main excitatory neurotransmitter in the human brain.
It has been proved that long-term activation of the glutamate
system can lead to nerve injury and cell death. Herman
et al. proved that a low probability of release of glutamate
when VGLUT expression levels were decreased (93). It is
important that the abnormal level of these VGLUTS have been
found in the pathophysiology of mental disorders. Therefore,
in the future, VGLUTS may be a new target for treating
drug addiction.
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It is well-recognized that the gut microbiota (GM) is crucial for gut function, metabolism,

and energy cycles. The GM also has effects on neurological outcomes via many

mechanisms, such as metabolite production and the gut-brain axis. Emerging evidence

has gradually indicated that GM dysbiosis plays a role in several neurological diseases,

such as Parkinson’s disease (PD), Alzheimer’s disease, depression, and multiple

sclerosis. Several studies have observed that PD patients generally suffer from

gastrointestinal disorders and GM dysbiosis prior to displaying motor symptoms, but

the specific link between the GM and PD is not clearly understood. In this review, we

aim to summarize what is known regarding the correlation between the GM and PD

pathologies, including direct, and indirect evidence.

Keywords: parkinson’s disease, gut microbiota, enteric nervous system, gut-brain axis, microbiota-targeted

therapies, fecal transplant

INTRODUCTION

The gut microbiota (GM), regarded as the “second brain,” is home to∼100 trillion bacteria, as well-
fungi and viruses, and is comprised of 10-fold more cells than the human body. Additionally, the
total genome of the GM, also known as the gut microbiome, contains ∼3 million genes, 150-fold
more than the human genome (1). Interestingly, ∼1–3 of an individual’s GM is common to most
people, while the remaining two-thirds is specific to the individual; that is to say, each individual
GM is markedly different from others. Notably, 50–60% of the microbes that comprise the GM
have never been cultured, as they form resilient spores to facilitate host-to-host transmission
(2, 3). Recently, special focus has been placed upon the large fraction of the microbiome that can
significantly regulate human behavior along with physical and biological conditions. This work has
revealed the existence of a bidirectional network called the “gut microbiota-brain axis” (GMBA).
The recognition of the influence of GMBA on the occurrence andmechanism of numerous diseases
has ignited the need for further research and new GMBA-based treatment methods (4). The GMBA
can influence brain neurochemistry inmany ways, including altering the state of neurotransmitters,
their receptors, and various other factors, to influence behavior (5–8).

Parkinson’s disease (PD), the second most common neurodegenerative disorder after
Alzheimer’s disease, is a progressive disease that affects the central nervous system and, eventually,
the motor system. PD affects an estimated 3 million people worldwide (approximately around age
60), who suffer from often-debilitating motor deficit symptoms, including tremors, bradykinesia,
muscle stiffness, and impaired gait (9–11). The key pathological characteristics of PD are the
accumulation of the protein alpha-synuclein (α-synuclein [α-syn]), also called Lewy bodies
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and Lewy neurites, and cell death in the brain’s basal ganglia,
where up to 70% of the dopamine-secreting neurons in the
substantia nigra pars compacta are affected by the end of life
(12, 13). This damage to dopaminergic neurons is responsible for
the distinctive movement disorder and vagal nerve dysfunction
associated with PD. Although PD is commonly regarded as a
movement disorder, it has been gradually recognized that PD
patients often suffer from some non-motor symptoms, such
as rapid eye movement (REM) sleep deficits (14), hyposomia
(15, 16), cognitive impairment (17), orthostatic hypotension
(18), and most commonly, intestinal dysfunction, with ∼80%
of PD patients suffering from constipation (19–21). Some of
these symptoms may appear several years earlier than the clinical
motor symptoms and pathogenesis (Lewy bodies) (22, 23).
Studies in rats have demonstrated that α-syn forms spread
from the gastrointestinal (GI) tract to the brain, supporting the
hypothesis that PD pathogenesis may act primarily via the gut
(21, 24–26).

Thus, understanding the interaction between the GM and
PD occurrence may open new avenues for PD intervention and
therapy. The strength of the evidence supporting this hypothesis
has been widely discussed in several excellent recent reviews (27–
29) and is briefly summarized below. This review focuses on
Braak’s hypothesis of PD, the influence of the gut-brain axis,
the enteroendocrine cells (EECs)-neural circuit, gut permeability
and inflammation, medications and confounders for PD via the
GM, fecal microbiota transplant as a treatment for PD, and
GM changes in PD to provide a comprehensive overview of the
mediatory role of the GM in PD. We also discuss the potential
molecular mechanism of the GM and microbial metabolite
dysbiosis in PD and GM-targeted interventions for PD.

THE HYPOTHESIS OF PD IN THE GUT

There was little research on PD pathogenesis prior to 1980. The
cause of PD was unclear until the first description of Lewy bodies
(LBs). Neurites were quickly recognized in the GI tract of PD
subjects as a clinical implication and pathological hallmark of
PD (30, 31). However, there was little discussion of LBs in the
movement disorder community (32, 33). Only a few researchers
have continued to focus on this phenomenon, including Braak
et al. who spent more than 20 years contributing to our
knowledge of PD pathogenesis in the gut. Braak’s observations of
PD pathogenesis in the gut suggested that intrinsic and extrinsic
innervation of the GI tract, the dorsal motor nucleus of the
vagus nerve (DMV), and the enteric nervous system (ENS) were
all affected to various degrees during the early progression of
PD, even earlier than the substantia nigra. Braak et al. also
hypothesized that a kind of unknown neurotropic pathogen may
initially damage and destroy innervation of the GI tract and
result in Lewy pathology in the gut. Through vagal innervation,
LBs in the gut will reach the DMV and eventually move to
and damage the substantia nigra, resulting in the appearance of
clinical symptoms of PD (34). This model was further supported
by observations made of autopsies by Braak et al. who found
that LBs and neurites could be observed in the intestinal wall in

some PD patients (25). In this postmortem survey, they selected
five individuals with increasing severity of CNS LB pathology
along with corresponding samples whose brains were devoid of
α-syn pathology. After systemically comparing gastric myenteric
and submucosal plexuses from these samples, they observed
immunoreactive α-syn inclusions similar to those in the DMV
in both the gastric myenteric and submucosal plexuses of all
five samples with LB pathology. Among these five samples,
three had a clinical diagnosis of PD and immunoreactive α-syn
inclusions in the substantia nigra. Although the other two cases
did not appear to have clinical Parkinsonism, both cases had α-
syn pathology in both the stomach and DMV. Moreover, one of
these two was even positive in the substantia nigra (35).

Based on previous research, Braak et al. asserted that PD
exerted significant effects in the ENS. They observed that
involvement of both ENS plexuses began early in PD rather than
being confined to the end-stages of the disease, as the lesions
could be observed in both clinically diagnosed PD patients and
non-symptomatic individuals, suggesting that α-syn pathology
may also occur in all of the different innervations of the GI
tract in different stages of PD (25, 35). Thus, the process of
PD development could be divided into three logical possibilities.
(1) An unknown neurotropic PD pathogen may access and
damage multiple nervous system sites simultaneously. (2) ENS
involvement may be antecedent to brainstem involvement, or
brain involvement may precede ENS involvement. (3) There may
be an uninterrupted connection between the ENS and CNS that
is susceptible to PD pathology, such that this PD pathogen is
able to pass through the gastric epithelial lining and induce α-
syn pathology via a consecutive series of nerve cell projections,
contributing to the diffusion of PD neuropathology from one
nerve to the next. Therefore, the clinical pathology of PD could
be divided into six different stages. In the first two stages,
patients are in the early period of PD and will display some
symptoms, such as constipation, insomnia, and impairment of
smell, with the appearance of α-syn pathology in the olfactory
bulb and DMV. In the third stage, the typical movement-related
symptoms, such as tremor, bradykinesia, rigidity, and postural
instability, will appear, and the substantia nigra may be positive
for immunoreactive α-syn inclusions (36, 37). Eventually, in
the last three stages, patients will suffer from the key severe
symptoms of PD, such as motor disorders and neuropsychiatric
disturbances, as LBs reach the striatum and cerebral cortex.

GUT-BRAIN AXIS IN PD

The notion of a gut-brain axis (GBA) was initially proposed
by Sudo et al. in 2004 when they observed an impaired
stress response in germ-free mice (38). The GBA is the
bidirectional communication between the CNS and the ENS that
connects the emotional and cognitive centers of the brain to
the peripheral intestinal functions provided by the endocrine
and immune systems, the intestinal epithelium, and the GM
(Figure 1). It includes several nervous system components, such
as the CNS, the brain and spinal cord, the autonomic nervous
system, the ENS, and the hypothalamic-pituitary-adrenal (HPA)
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FIGURE 1 | The main components of the gut-brain axis. The gut-brain axis consists of bidirectional communication between the ENS and CNS. The CNS and

hypothalamic-pituitary-adrenal (HPA) axis (shown as a dashed line) can be affected by environmental factors, including emotion, and stress. The HPA concludes with

cortisol release and is regulated by a complex interaction between the amygdala (AMG), hippocampus (HIPP), and hypothalamus (HYP), which comprise the limbic

system. HYP secretion of corticotropin-releasing factor (CRF) stimulates adrenocorticotropic hormone (ACTH) secretion from the pituitary gland, which in turn leads to

cortisol release from the adrenal gland. In parallel, the CNS communicates with intestinal targets through both afferent and efferent autonomic pathways (SNA).

Diverse factors from different parts of the GI tract, including the GM, enteric neurons, and enteric glial cells (EGG), interact with 5-hydroxytryptamine (5-HT),

short-chain fatty acids (SCFAs), and neurotransmitters (GABA) to affect the CNS, resulting in bidirectional communication.

axis. The autonomic system, including the sympathetic and
parasympathetic limbs, drives both afferent signals arising from
the lumen and transmitted through enteric, spinal, and vagal
pathways to the CNS and efferent signals from the CNS
to the ENS and intestinal wall (39, 40). The vagus nerve,
which innervates the entire intestinal tract to the left colonic
flexure, is considered the sensor of microbiota metabolites and
transfers this information to the brain (39). The HPA axis is

part of the limbic system, which is involved in memory and
emotional responses and functions as the core stress efferent
axis coordinating adaptive responses to any kind of stressor (41).
Environmental stress or systemic pro-inflammatory signals can
activate the limbic system through secretion of corticotropin-
releasing factor (CRF) by the hypothalamus; in turn, this
stimulates secretion of adrenocorticotropic hormone (ACTH)
from the pituitary gland and finally leads to cortisol release
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from the adrenal glands. Cortisol is a major stress hormone
that is involved in many metabolic reactions, including those
in the brain. The ENS is an integrative neuronal network of
two ganglionated plexuses, myenteric and submucosal, and is
composed of neurons and enteric glial cells (EGCs) (42). It has
been suggested that EGCs represent the ENS counterpart of CNS
astrocytes, as they are similar to astrocytes both morphologically
and immunohistochemically (43). The humoral components of
the gut-brain axis consist of the enteroendocrine system, the
mucosal immune system, and microbiota-derived metabolites.
Enteroendocrine cells (EECs) can produce hormones such as
ghrelin and 5-hydroxytryptamine (5-HT), which have a wide
range of effects on gut and brain functions (44). The intestinal
epithelium forms a regulated barrier, known as the intestinal
epithelium barrier (IEB), between the circulating blood and the
contents of the intestinal lumen, and functions to prevent the
passage of outer noxious pathogens and to absorb and secrete
nutrients (45). Among the structures in the IEB, the epithelial
tight junctions are the most important, as they connect adjacent
enterocytes together to determine the paracellular permeability
through the lateral intercellular space (Figure 2). These junctions
are composed of transmembrane proteins such as claudins and
occludins connected to the actin cytoskeleton via high molecular
weight proteins called zona occludens (46). These structures
are under the influence of the GM and its metabolites, which
play a vital role in reciprocal gut-brain communication (47). All
of the elements of the gut-brain axis described above may be
individually affected by PD pathology to various degrees.

ENTERIC NEURON DAMAGE IN PD

The α-syn protein is generally expressed in the central nervous
system (CNS), mainly in presynaptic terminals. Studies suggest

FIGURE 2 | Components of tight junctions. Tight junctions (TJs) of epithelial

intestinal cells form selective barriers that regulate paracellular permeability.

The main proteins that compose TJs include zonula occludens-1 (ZO-1),

claudins, and occludin.

that it plays a role in modulating the supply and release of
dopamine to regulate neurotransmission. The main pathological
characteristic of PD is the accumulation of α-syn in the form
of Lewy bodies in cell somata and Lewy neurites in axons
and dendrites.

According to Braak’s hypothesis, the innervation of the
GI tract is the most sensitive and easily damaged. The ENS
injury caused by the unknown PD pathogen may present as
α-syn pathology, and several clinical studies revealed that PD
patients displayed α-syn accumulation in the ENS. Accumulation
of α-syn is related to damage of enteric neurons and is
possibly associated with GI tract dysfunction. This type of
protein accumulation affects both the myenteric and submucosal
plexuses of the gut in PD patients and is gradually distributed
from the most distal point of the esophagus to the rectum.
Braak and his colleagues hypothesized that α-syn accumulation
may follow the path of the vagal nerve to spread from the
ENS to the brain through the brainstem, midbrain, basal
forebrain, and finally, the cortical areas (25, 35–37). Recent
studies demonstrated that gut-initiated pathological processes
in PD can be directly caused by GM disorder, not only
by a PD pathogen or environmental toxin. These disordered
microorganisms may initiate α-syn accumulation in either the
olfactory bulb or the enteric nerve cell plexus, causing concurrent
mucosal inflammation, and oxidative stress (48, 49). Pan-
Montoji observed that intragastric administration of the pesticide
rotenone, an inhibitor of mitochondrial complex I activity, can
induce PD-like neuropathological changes that can be seen in
the ENS and later in the substantial nigra pars compacta (50).
Furthermore, other researchers found that this phenomenon
was prevented by hemivagotomy or resection of the autonomic
nerves (51). Holmqvist made similar observations accordant with
this result and consistent with Braak’s hypothesis of the early
appearance of LBs in neurons projecting from the vagus nerve
in PD. He found that α-syn can be retrogradely transported
from the intestinal wall to the brain following the injection
of monomeric or oligomeric α-syn into the intestinal wall in
rats (52).

Others have shown, using in vitro and in vivo experiments,
that α-syn can be transmitted via endocytosis to neighboring
neurons. In recent studies, full truncal vagotomy was found
to reduce the risk of developing PD when compared with
highly selective vagotomy, which only affects the acid-producing
portion of the gastric body, or with no vagotomy (53). These
results suggest that the vagal nerve might provide a path for
the spread of PD from the gut to the brain. The presence
of gut LB pathology can be traced in living subjects through
biopsy. Multiple studies assessed GI tissue to check α-syn
pathology by endoscopy. Shannon identified three samples
with α-syn deposition in sigmoid colon biopsies prior to the
appearance of typical PD symptoms. In a subsequent study,
seven of 62 patients displayed α-syn accumulation in gastric,
duodenal, and colonic biopsies more than 8 years prior to
the onset of the motor symptoms of PD (26). More recently,
Stokholm selected 39 PD patients with an average of 7 years
prior to the onset of motor symptoms and analyzed various
regions of the GI tract via paraffin-embedded tissue blocks. Of
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these 39 patients, 22 were found to have phosphorylated α-syn
depositions (54).

The findings of the above studies suggest that the ENS is one
of the initial sites of α-syn accumulation and may be connected
with the PD pathogen. However, how this PD agent causes
changes in the ENS through oral administration is unknown,
as only enteric nerves in the submucosa of the intestine, and
not the intestinal lumen, are affected. Although the gut may be
the location where PD arises, how this ingested PD pathogen
triggers α-syn pathology within enteric neurons remains to be
explored (Figure 3).

THE EECS-NEURAL CIRCUIT

Enteroendocrine cells (EECs) are the specialized endocrine
function cells that reside in most of the mucosa of the GI tract.
Recent research has found that EECs, as body endocrine cells,
also possess electrical excitability and chemosensitive properties

to allow for the production of gastrointestinal hormones or
peptides in response to various stimuli and their release into
the bloodstream to exert systemic effects. It is believed that the
anatomical positions of EECs, in the apical surface exposed to the
gut lumen and the basal portion where various secretory granules
are contained, allow EECs to respond to signals from bacteria and
pathogens in the gut. Recently, EECs were found to possess not
only neuron-like features like neurotrophin receptors, pre- and
post-synaptic proteins, and neuropods, but also the enzymatic
machinery required for dopamine synthesis (55).

The expression of synaptic proteins makes it possible for
EECs to make contact with nerves, as demonstrated by using a
retrograde rabies virus tracing technique. Thus, EECs are a newly
recognized neural circuit that connects the nervous system with
the gut lumen, which raises a number of interesting possibilities
(56). First, EECs may act as a portal for the entry of pathogens to
invade the nervous system, which is affected by distinct kinds of
pathogens. Second, EECs can be the first to receive stimuli from

FIGURE 3 | Schematic representation of α-synuclein accumulation and aggravation from the ENS to the brain. Environmental factors like microorganisms (including

the GM) and unknown pathogens may initiate a pathological process in the enteric nerve cell plexus, leading to mucosal inflammation, and oxidative stress and further

α-synuclein accumulation. The vagal nerve may act as a path for the spread of α-synuclein pathology from the ENS to the brain through the brainstem, midbrain, basal

forebrain, and finally, the cortical areas.
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the gut lumen, generate a response to those signals, and transform
and eventually send those messages to the brain via enteric
nerves and cause the release of hormones or neurotransmitters
(57). Third, given their neuron-like properties, EECs may easily
display neuron-type abnormalities, as supported by many recent
discoveries of neuron-like α-syn expression in EECs. Due to their
location at the interface of the gut lumen and enteric nerves,
EECs may be subject to pathogen or toxin exposure, which could
affect α-syn accumulation (57). It is possible that misfolding of
α-syn in EECs and transmission to enteric neurons are the first
steps in a prion-like cascade that culminates in PD.

GM-RELATED GUT PERMEABILITY AND

INFLAMMATORY MEDIATORS IN PD

The gut epithelium acts as a barrier against invasion by
pathogens (58). Disruption of gastrointestinal barriers can lead
to a series of positive feedback loops that significantly alter
the GM to favor inflammophiles, intestinal inflammation, and
reactive oxygen/nitrogen species in the gut lumen (59, 60). Thus,
destabilized gastrointestinal barriers can be an effective means
used by the GM to alter the GMBA and for the translocation
of bacteria and their products. This results in increased mucosal
permeability, oxidative stress, and inflammatory reactions, along
with aggregation of α-syn in the ENS (61, 62).

Intestinal permeability or “gut leakiness” has often been
found to be increased in PD patients compared with healthy
counterparts and in mouse models of PD (63) and is
accompanied by increased deposition of α-syn in the ENS
and with tissue oxidative stress. However, a few studies
have demonstrated morphological changes of the intestinal
epithelial barrier but no changes in the permeability of the
gut barrier. Moreover, several studies indicated that patients
with inflammatory bowel disease, which is known to increase
intestinal permeability, have increased risk of PD, which
further suggests a role for gastrointestinal inflammation in the
development of PD (58). Studies have also shown that the
gastrointestinal innate immune system activated by the GM can
strengthen the inflammatory response to α-syn (64).

Various studies have reported that inflammation, which
is caused by specific microbial cell structures and pattern-
inflammatory recognition receptor signaling pathways, may be
closely involved in PD. Several studies on inflammation in the
ENS suggested that increased abundance of Escherichia coli
(36) and the Proteobacteria Ralstonia (65) may cause intestinal
inflammation and reflect high exposure to endotoxins, including
lipopolysaccharide-binding protein, along with increased levels
of pro-inflammatory cytokines, such as TNF-α, IFN-gamma, IL-
6, and IL-1β, and activation of EGCs (66, 67). By investigating
inflammation in the CNS in PD, researchers found evidence
of increased inflammatory cytokines, including IL-6 and IL-
1β, and expression of the glial cell marker glial fibrillary acidic
protein (GFAP). These findings support the hypothesis that the
GMBA is involved in PD. At the genetic level, single nucleotide
polymorphisms in the CARD15 gene, which is associated with
Crohn’s disease, were found to be over-represented in PD

patients (68). Moreover, the leucine-rich repeat kinase 2 (LRRK2)
gene was found to be the most highly associated gene with
both familial and sporadic PD and is recognized as the major
susceptibility locus for PD (69, 70). The mRNA expression levels
of all pro-inflammatory cytokines were significantly unregulated
in the ascending colon of PD patients, as assessed using real-
time PCR to analyze colonic biopsies from 19 PD patients (67).
However, the levels of proinflammatory cytokine expression
were significantly heterogeneous among PD patients, with some
subjects showing similar levels to control subjects and others
exhibiting 4–6-fold upregulation compared with control groups
(67). Another study observed increased expression of GFAP
along with increased mRNA expression of pro-inflammatory
cytokines using qPCR and Western blot (71). Moreover, TNF-
α, IL-1β, and GFAP were upregulated in the colon when 6-
hydroxydopamine was injected into the medial forebrain bundle
of a rat PD model (72). Recent studies also found elevated
levels of IL-1α and−1β and C-reactive protein in the feces
of PD patients using a multiplex immunoassay, which also
demonstrated correlations of these protein levels with age
and duration of PD (73). According to the current literature,
mediators of inflammation in the CNS and ENS in PD can
be divided into four possible mechanisms. [1] CNS lymphatics:
a model proposed by Louveau in which the dural sinuses
transmit both fluid and immune cells from the cerebrospinal
fluid, indicating a possible pathway between the GI tract
and the CNS (74). [2] Interaction between Toll-like receptors
and α-syn: this interaction may activate microglial responses,
aggravate the deposition of α-syn, and result in increased
dopaminergic degeneration in the substantia nigra (75). [3]
Molecular mimicry: a mechanism where foreign antigens share
nucleotide sequences and/or structural similarities with self-
antigens (76). The molecular mechanism in PD may originate in
the GM, where the production of extracellular amyloid antigens
can lead to activation of the innate immune system (77). [4]
Inflammaging: the notion that aging is related to increased low-
grade chronic inflammation, which commonly appears due to
latent infections with viruses along with increased levels of
inflammatory markers, such as TNF-α, IL-6, and C-reactive
protein. It is associated with aging and alteration of the GM (78).

Altogether, all of the above results demonstrate that the GM
is associated with and involved in gut permeability and the
inflammatory response in PD patients. Although there have
been no consistent conclusions regarding the specific effect of
GM alterations in gut permeability and GI inflammation in PD,
these findings are consistent with observations that the GM
may be directly or indirectly involved in gut permeability and
inflammatory responses in the GI and CNS in PD and hence may
affect PD pathology.

GM CHANGES IN PD

Clinical research has revealed that more than 80% of patients
with PD suffer from various severe GI symptoms such as
constipation, nausea, and vomiting, as well as increased intestinal
permeability, also known as leaky gut. These symptoms may
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reflect GM disorder in PD patients (36) and are well-correlated
with the intestinal α-syn pathology, ENS neurodegeneration,
local inflammation, and oxidative stress observed in PD
patients (67, 79, 80).

Several studies have focused on describing the changes in GM
composition in PD and altering the GM in patients suffering
from PD. One of the most extensive studies demonstrated an
association of PD with the bacteriumHelicobacter pylori. Among
PD patients, there is high infection by H. pylori, which hinders
the absorption of levodopa, a primary drug for treatment of
PD in patients with motor impairments (81). Similarly, small
intestinal bacterial overgrowth (SIBO), a disorder characterized
by excessive bacterial growth in the small intestine, was also
found to be associated with PD. Nearly one-quarter of PD
patients suffer from SIBO, a rate dramatically greater than
that observed in healthy controls. SIBO is related to motor
impairments, and its eradiation leads to improvement of
motor symptoms, which can be further attributed to peripheral
factors, including abnormal absorption of drugs in the GI
tract and SIBO-associated malabsorption due to alteration of
the composition of chyme (82, 82–84). Furthermore, SIBO
may also impair absorption due to associated inflammation
in intestinal mucosa or altered metabolism by intraluminal
bacteria (82). In a recent study, Scheperjan et al. observed a
significant reduction in Prevotellaceae in fecal samples of PD
patients compared to the control group, which resulted in GM
dysbiosis. Upon further study, they found that the relative
abundance of Enterobacteriaceae was positively correlated with
the severity of postural instability and gait difficulty in PD
patients (84). Further findings supporting gut dysbiosis in PD
pathogenesis include the observation that PD patients exhibit
lower levels of Prevotella, Lactobacillus, Peptostreptococcus,
and Butyricicoccus spp. and increased levels of Proteus and
Enterobacter spp. compared with healthy controls (85).
PD patients at different stages of the disease appear to display
different GM alterations. High levels of Clostridium coccoides and
Lactobacillus gasseri were associated with early PD and advanced
PD, respectively (66). A recent study based on 197 cases of PD
with 130 healthy controls found that the relative abundances
of Bifidobacteriaceae, Christensenellaceae, Tissierellaceae,
Lachnospiraceae, Lactobacillaceae, Pasteurellaceae, and
Verrucomicrobiaceae were significantly altered in PD (86).
Arumugam et al. also found that under-representation
of Prevotellaceae decreases the levels of health-promoting
neuroactive short-chain fatty acids (SCFAs) as well as thiamine
and folate biosynthesis capacity, an observation that is consistent
with the decreased levels of these vitamins observed in PD
patients (87). Prevotella may be associated with a reduction
in mucin synthesis, which is associated with increased gut
permeability and may enhance the translocation of bacterial
antigens (88). In addition to a decreased abundance of Prevotella,
PD patients exhibit an increased abundance of Lactobacilliceae.
These changes may be related to lower levels of ghrelin, a gut
hormone whose secretion is impaired in PD patients and that
may be involved in maintaining and protecting the normal
function of nigrostriatal dopamine (88, 89). Keshavarzian et al.
investigated differences between the mucosal and fecal microbial

communities of PD patients and those of healthy subjects. They
were found to be similar, with some notable clinical phenomena
in PD patients due to increased mucosal permeability and
systemic endotoxin exposure from coliform bacteria (65). They
identified Blautia, Coprococcus, and Roseburia as having lower
abundances in PD fecal samples; these SCFA butyrate-producing
bacteria belong to genera associated with anti-inflammatory
properties. Their reduction may cause a decrease in SCFA levels
and, eventually, gut leakiness. Additionally, genes involved in
lipopolysaccharide biosynthesis and type III bacterial secretion
systems were found to be higher in the fecal samples of PD
patients compared to those of healthy controls. Type III bacterial
secretion systems are generally associated with pathogenicity
and translocation of proteins, which could aggravate bacterial-
induced inflammation (90, 91). In a recent study, Unger et al.
showed that both GM and fecal SCFA concentrations were
significantly reduced in PD patients when compared with
those from age-matched healthy controls (92). They also found
significant reductions in acetate, propionate, and butyrate in
PD fecal samples; according to previous studies, SCFA butyrate
exerts anti-inflammatory action via an epigenetic mechanism
or activation of SCFA receptors, resulting in anti-inflammatory
effects, anti-microbial activity, and decreased intestinal barrier
leakiness. Thus, altered SFCA abundance may lead to changes
in the ENS and contribute to GI dysmotility in PD (7, 93–95).
In another study, bacteria from the genus Faecalibacterium were
found to be significantly reduced in the mucosa of PD samples,
while bacteria from the genus Ralstonia were significantly
increased. No change in the abundance of Bifidobacteria was
observed in PD patients (65, 96). Using the Movement Disorder
Society-United Parkinson’s Disease Rating Scale scoring system,
low counts of B. fragilis and Bifidobacterium were found to
be associated with worsening of motivation/initiative and
hallucinations/delusions, respectively (97). Gut microbial
interventions for PD are supported by the fact that enzymes
involved in dopamine synthesis in the brain are controlled by the
GM via the GMBA (5, 98). Additionally, GM such as Bacillus spp.
were found to produce dopamine, and almost half of the body’s
dopamine production is produced by the GM (5). Therefore, PD
pathogenesis may be caused or exacerbated by GM disorder and
microbiota-induced inflammatory responses. This may promote
α-syn pathology from the intestine to the brain or through a
rostral-to-caudal route of transfer from cell to cell caused by
increased oxidative stress, which may be due to the increase in
pro-inflammatory bacteria (99, 100).

It is currently difficult to determine if the observed GM
changes are a cause or an effect of PD. However, GM changes
may play a key role in neuronal loss through the promotion of
inflammatory cascades and oxidative stress in the brain via SCFA-
production or a lipopolysaccharide (LPS)-mediated mechanism.

MEDICATIONS AND CONFOUNDERS FOR

PD VIA THE GM

The current popular anti-Parkinsonian therapeutic strategy
is to compensate for dopaminergic cell loss and enhance
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dopaminergic neurotransmission by using dopamine
receptor agonists and the dopamine precursor L-3,4-
dihydroxyphenylalanine (levodopa). Oral substitution of
levodopa is most effective in curing PD so far; 85% of PD
patients between 2001 and 2002 were treated with levodopa
(101). However, levodopa treatment cannot stop disease
progression and some major symptoms; non-motor symptom
patients are non-responsive to levodopa, and its prolonged
use may cause severe side effects, such as dyskinesia, motor
fluctuations, and even levodopa resistance (102). Further
research found that levodopa-unresponsive features and
constipation were positively correlated with the severity of
α-syn in the ENS (103, 104). In addition, oral treatment with
levodopa requires good GI tract function to ensure optimal
drug metabolism, which can cause delayed gastric emptying in
healthy volunteers and exacerbate GI symptoms in PD patients
in clinical settings (105).

Although there are no therapeutic strategies that can stop
PD progression by directly targeting the GMBA, dietary
interventions may influence both the GMBA by shaping the
GM and the neuronal functions of the ENS and CNS to
improve PD pathogenesis. [1] Nutritional membrane precursors
and cofactors: several studies found that specific precursors
and cofactors may alleviate synaptic loss and membrane-
related ENS and CNS pathology in PD and also reduce motor
and non-motor symptoms in preclinical studies. Combination
with prebiotic fibers may add therapeutic value for treatment
(106). [2] Probiotics: specific probiotics were shown to restore
the GM and maintain immune homeostasis. Commonly used
probiotics include Lactobacilli, Enterococci, Bifidobacteria, yeasts,
and mixtures of different beneficial bacteria (107, 108). Recent
evidence supports that probiotics can also modulate brain
function by improving anxiety and depression (109). Probiotics
may be a powerful tool to alter the composition of the GM
and improve GI function and associated neuro-inflammation
and even levodopa absorption in PD (110). The specific
mechanisms associated with probiotics are outlined in Figure 4.
[3] Prebiotics: prebiotics are non-digestible ingredients that
benefit the host by stimulating/limiting the number of specific
GM in different categories (111). Two well-known prebiotics
are galacto-oligosaccharides (GOS) and fructo-oligosaccharides
(FOS), which are metabolized by most of the Bifidobacteria
in the colon to produce metabolites like SCFAs, lactose,
hydrogen, andmethane to antagonize proliferation of pathogenic
bacteria (65). Although there have been no investigations
of prebiotics for PD patients, evidence supports the use of
prebiotics in treating GI dysfunction and improving immune
function and neuroprotection. Notably, SCFAs are essential
for intestinal epithelial integrity and mucosal immunological
responses. Moreover, SCFAs can also activate microglial signaling
and affect the expression of T-regulatory cells to increase the
level of cytokines to regulate neuro-inflammatory pathways (85).
As mentioned above, prebiotics may be a candidate approach to
correct the low abundance of SCFAs in PD patients (92).

There is emerging evidence to support the hypothesis that
lifestyle differences can also contribute to PD pathology. Smoking
and coffee consumption may reduce the possibility of PD,

an effect that was hypothesized to be mediated via the GM
(112). Studies have suggested that the beneficial effects of coffee
consumption and smoking may be associated with the GMBA
through alteration of the GM and mitigation of intestinal
inflammation (96, 113). Further studies also found that red
wine and tea could have a similar effect to coffee to reduce
PD predisposition (114). Stress may also be involved in PD,
as stress exacerbates intestinal inflammation, gut permeability,
endotoxemia, neuroinflammation, and dopamine loss in a
PD mouse model (115). A daily diet with increased plant
carbohydrates and fiber was found to increase some specific
macronutrients deficient in PD patients (87). A western diet is
known to contain high amounts of refined carbohydrates and
saturated fats, high-fat foods, and whole dairy products that
could cause GM dysbiosis and be involved in the process of PD
(116, 117). Recent studies found that exercise could also influence
the GM along with energy homeostasis and regulation, which
may benefit host metabolism and the gut environment (118,
119). Additionally, antibiotics and microbial toxins produced by
the GM, including lipopolysaccharide and epoxomicin, could
induce significant changes in the GM and the inflammatory
response and have effects on neurological diseases via GMBA
interactions (120, 121).

FECAL MICROBIOTA TRANSPLANTS

FOR PD

Fecal microbiota transplantation (FMT), also known as stool
transplant, is an emerging technique involving the transplant of
fecal bacteria from a healthy donor into the GI tract of a recipient.
As early as 1,700 years ago, FMT was proposed and applied
in traditional Chinese medicine as a treatment for human GI
diseases (122). Currently, although there are several methods to
restore and modulate the GM including the use of antibiotics and
probiotics, FMT remains a comprehensive method to restore the
GM ecosystem. FMT generally involves several steps, including
screening for specific pathogens, followed by homogenization,
filtration, and resuspension of the fecal sample and then delivery
by colonoscopy, enema, orogastric tube, or by mouth in the
form of a capsule containing freeze-dried material (78). The goal
of FMT is to restore healthy gut microbiota components, and
it has gained increasing prominence as a treatment modality,
with some experts calling for it to become a key therapy for
various diseases such as Clostridium difficile infection, ulcerative
colitis, type 2 diabetes, and neurodegenerative disorders like
PD (79, 80). Patients with neurodegenerative disorders often
suffer from changes in GI tract motility. For instance, chronic
or idiopathic constipation is generally found in PD patients as a
co-morbidity and is related to colonic and anorectal dysmotility.
Several studies suggest that FMT is beneficial for treating
constipation in PD and also results in noticeable improvement
of non-GI symptoms in patients with neurological disorders.
The discovery of the mechanisms underlying GM modulation
of PD pathogenesis has been given high priority in current
research. Proposed methods to evaluate FMT as a potential
treatment in PDmainly assess direct communication through the
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FIGURE 4 | Potential mechanism of probiotic treatment in PD. The GM impacts PD via three primary modalities (neuronal mechanism, endocrine mechanism, and

immunological mechanism). [1] The GM can both produce and stimulate certain neurotransmitters via/or not via secretory ECs. ECs can also produce certain

neuroactive factors, such as PYY, Trp, and His. These two types of components cross into the BBB and impact the CNS. Some gut hormones stimulated by

neuroactive components, like ghrelin and IPA, can have dual effects on the CNS. The GM can directly trigger electrical signals in the ENS through the vagus nerve to

the DMV. Finally, the GM may release glucose through SCFAs and FFA to propagate signals through the ENS. [2] The GM can directly and indirectly affect a battery of

endocrine signaling components. SCFAs, as the main microbial metabolites, are major signaling molecules that may activate several pathways, as shown in the figure.

HPA axis stimulation and the release of endocrine components are also triggered by the GM. Those endocrine components, including cortisol, and ferulic acid, have

multiple roles in several pathways in PD. [3] Specific GM members could suppress both chronic and pathological inflammation. Microbe-associated molecular

patterns on the surface of GM members directly activate receptors on immune cells like DCs and upregulate/suppress inflammatory cytokines. Finally, the GM

influences the production of mucin through the gut. AC, acetylcholine; BBB, blood–brain barrier; CNS, central nervous system; CRMP2, collapsin response mediator

protein family; DA, dopamine; DHA, docosahexaenoic acid; DMV, dorsal motor nucleus of the vagus; EC, enterochromaffin cell; ENS, enteric nervous system; EPA,

eicosapentaenoic acid; FFAR, free fatty acid receptors; GABA, gamma aminobutyric acid; GM, gut microbiota; His, histamine; HPA axis,

hypothalamic–pituitary–adrenal axis; IFNγ, interferon gamma; IL-10, interleukin 10; IL-12, interleukin 12; IPA, indole-3-propionic acid; PYY, peptide YY; ROS, reactive

oxygen species; SCFAs, short-chain fatty acids; TNFα, tumor necrosis factor alpha; Trp, tryptophan; 5HT, serotonin.

vagus nerve, changes in neurotransmitter metabolites, immune
response activation, and production of neuroactive metabolites
and neurotoxins (5, 35, 123, 124). As most PD patients suffer
frommany GI-related symptoms, the autonomic nervous system
(ANS), which connects the gut and brain together with the
vagus nerve system to relay signals in the GMBA, has become
a novel enquiry tool. Autonomic ANS input from the gut

also connects to the limbic system of the brain, which is
comprised of the amygdala, the hippocampus, and the limbic
cortex. Among those parts, the limbic cortex, which has the
most essential function, regulates the motor functions that are
impaired in PD. The link between the ANS and the limbic
system strongly suggests a relationship between gut health and
the brain and behavior (125). A recent study using a mouse
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model of PD as the recipient found that fecal transplant from
PD patients exacerbated motor impairment and was associated
with a reduction in Lachnospiraceae and Ruminococceae, the
same genera that were dramatically reduced in fecal samples
from PD patients (65). In addition, FMT from PD patients,
compared with that from healthy controls, could aggravate α-
syn–related motor dysfunction in α-syn–overexpressing mice
(85). Further studies found that FMT can protect MPTP-induced
PD mice by reducing the activation of microglia and astrocytes
in the substantia nigra, along with decreasing expression of
TLR4/TNF-α signaling pathway components in the gut and
brain (126). These findings all support the GM being involved
in PD. Several clinical cases of patients with PD, Alzheimer’s
disease, chronic fatigue syndrome, multiple sclerosis, and other
neurological disorders have shown that FMT and/or antibiotic
treatment resulted in remission of symptoms in the treatment
of gastrointestinal tract (GIT) co-morbid with PD, including
constipation, bowel disorders, and ulcerative colitis. FMT has
fewer side effects than the traditional chemical PD treatments
like levodopa, dopamine agonists, and monoamine oxidase B
(MAO-B) inhibitors. Further, FMT therapymay also be helpful in
relieving several non-GIT comorbid disorders and may provide
additional support for the association between the GM and PD
(124, 127, 128).

CONCLUSION

Given the research on the connection between the GM and
PD to date, the most certain conclusion is that GM disorder
in PD patients exacerbates α-syn deposition in PD via many
mechanisms and will aggravate neurodegeneration, and thus,
PD-related symptoms, such as movement disorders. However,
questions and doubt remain in several areas. The exact nature
of the relationship of GM disorder with PD remains unclear.
Current evidence indicates that the unknown outside pathogen
that eventually leads to PD first moves into the GI tract and
results in GM imbalance and gradually breaks the intestinal
epithelial barrier to reach the ENS. α-syn deposition in PD
may then start in the ENS, accumulate to a certain threshold,

and finally propagate to the CNS via trans-synaptic cell-to-
cell transmission. GM translocation caused by the pathogen
may also induce a pro-inflammatory environment in the GI
tract. Those signals would be systemically sent to a specific
part of the brain through dysfunctional blood-brain barrier
structures. Studies found that α-syn was present in both the
gut and brain (129, 130), which suggests that the gut may
not be the first point of α-syn pathology in PD. Thus, we
cannot yet draw firm conclusions on the digestive origin of
PD. Further studies aimed at the GMBA and the impacts
of manipulating the GM and microbial metabolites on PD
are needed to establish a cause-and-effect relationship between
GM dysbiosis and PD. Although research in this area is
still preliminary, the mechanism underlying GM influence
and regulation of the CNS in PD may be explored in
greater detail in the future, as the GM has been found to
regulate microglia and mediate neurophysiological processes at
several levels.

Although no treatment to cure PD completely has yet been
designed, an improved understanding of the interaction of the
GM and the brain may shed new light on the pathological
progression of PD and provide new therapeutic possibilities.
For example, FMT and the discovery of new GI biomarkers
for clinical diagnosis of PD may represent a new avenue of
PD treatment distinct from traditional chemical treatments like
levodopa (101).
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Brain structural plasticity is an extraordinary tool that allows the mature brain to adapt
to environmental changes, to learn, to repair itself after lesions or disease, and to slow
aging. A long history of neuroscience research led to fascinating discoveries of different
types of plasticity, involving changes in the genetically determined structure of nervous
tissue, up to the ultimate dream of neuronal replacement: a stem cell-driven “adult
neurogenesis” (AN). Yet, this road does not seem a straight one, since mutable dogmas,
conflicting results and conflicting interpretations continue to warm the field. As a result,
after more than 10,000 papers published on AN, we still do not know its time course,
rate or features with respect to other kinds of structural plasticity in our brain. The
solution does not appear to be behind the next curve, as differences among mammals
reveal a very complex landscape that cannot be easily understood from rodents models
alone. By considering evolutionary aspects, some pitfalls in the interpretation of cell
markers, and a novel population of undifferentiated cells that are not newly generated
[immature neurons (INs)], we address some conflicting results and controversies in order
to find the right road forward. We suggest that considering plasticity in a comparative
framework might help assemble the evolutionary, anatomical and functional pieces of a
very complex biological process with extraordinary translational potential.

Keywords: neurogenesis, immature neurons, doublecortin, postnatal brain development, cerebral cortex

BRIEF HISTORICAL PERSPECTIVE: REVISITING A
NEVER-ENDING STORY

Most neuronal plasticity in mammals relies on changes of synaptic contacts between pre-existing
cells (synaptic strengthening, formation, elimination; Forrest et al., 2018). By considering the
number of synapses in the brain (estimated in the trillions: 1015/mm3 in humans; Chklovskii et al.,
2004), this can be considered the main potential for structural modification in the mammalian
central nervous system (CNS). Nevertheless, this kind of plasticity does not add or replace neurons.
Unlike non-mammalian vertebrates, which show remarkable neuronal cell renewal in their CNS
(Ganz and Brand, 2016), the mammalian brain is far less capable of forming new neurons (Rakic,
1985; Weil et al., 2008; Bonfanti, 2011). The exception is a process called “adult neurogenesis”
(AN), conferred by active stem cell niches that produce new neurons throughout life in restricted
regions of the paleocortex (olfactory bulb) and archicortex (hippocampus) (Kempermann et al.,
2015; Lim and Alvarez-Buylla, 2016). Yet, after 60 years of intense research and more than 10,000
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GRAPHICAL ABSTRACT | Neurogenesis (present both in the embryonic and adult brain) is a multistep biological process spanning from the division of
stem/progenitor cells to the functional integration of new neurons in neural circuits. “Immaturity” is a phase in this process, also occurring in cells that are generated
before birth but retain molecular features of “youth” during adulthood. These immature neurons (INs) share markers with newly born neurons. All these cells express
doublecortin (DCX), which therefore cannot be considered a unique marker for neurogenic processes. Present knowledge suggests that, despite the common
cellular/molecular features shared among mammals, more complex processes, such as some forms of brain plasticity, may differ remarkably, with a general trend of
reduced adult neurogenesis (AN) from rodents to large-brained species, and possible inverse tendency for INs.

peer-reviewed publications, we still do not know if our brain
maintains such capability (Duque and Spector, 2019; Petrik and
Encinas, 2019; Snyder, 2019). Although we have learned a lot
about neural stem cell (NSC) biology and the molecular/cellular
mechanisms that sustain neurogenesis in rodents (Bond et al.,
2015; Kempermann et al., 2015; Lim and Alvarez-Buylla, 2016),
direct analysis of human brain has produced many conflicting
results (discussed in Arellano et al., 2018; Kempermann et al.,
2018; Paredes et al., 2018; Parolisi et al., 2018; Petrik and
Encinas, 2019). Here, we try to address such controversy
by highlighting some biases and questionable interpretations,
recurrent in the field, and by introducing the new concept of
“immature neurons” (INs).

The intense research following the “re-discovery” of AN
in mammals (starting from the seminal work of Lois and
Alvarez-Buylla (1994), but adding to the pioneering studies
of Joseph Altman and Fernando Nottebohm) were carried
out almost exclusively using mice and rats. These studies

were aimed to exploit endogenous and exogenous sources of
stem/progenitor cells for therapeutic purposes (Bao and Song,
2018); however, the reparative capacity of mammalian AN was
not sufficient, even in rodents (Bonfanti and Peretto, 2011;
Lois and Kelsch, 2014). Further studies began to reveal that
the main significance of the newborn neurons is linked to
physiological roles, related to learning and adaptation to a
changing environment (Kempermann, 2019). What appeared
interesting is the discovery that AN is highly modulated by
the internal/external environment and, ultimately, by lifestyle
(Vivar and van Praag, 2017; Kempermann, 2019), which opened
the road to prevention of age-related problems. These results
also began to highlight the importance of evolutionary aspects
(and constraints) revealed by the remarkable differences that
exist among mammals (Barker et al., 2011; Amrein, 2015;
Feliciano et al., 2015). As stated by Faykoo-Martinez et al.
(2017): “Species-specific adaptations in brain and behavior are
paramount to survival and reproduction in diverse ecological
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niches and it is naive to think AN escaped these evolutionary
pressures” (see also Amrein, 2015; Lipp and Bonfanti, 2016).
Subsequently, several studies addressed the issue of AN in a
wider range of species, including wild-living and large-brained
mammals that displayed a varied repertoire of anatomical
and behavioral features, quite different from those of mice
(reviewed in Barker et al., 2011; Amrein, 2015; Lipp and
Bonfanti, 2016; Paredes et al., 2016; Parolisi et al., 2018).
Though still too fragmentary to support exhaustive conclusions
about phylogeny (much less function), this landscape of
heterogeneity directs us to re-evaluate, discuss and better
contextualize the observations obtained in rodents, especially
in the perspective of translation to humans (analyzed in
Lipp and Bonfanti, 2016; Paredes et al., 2016; Parolisi et al.,
2018; Duque and Spector, 2019; Snyder, 2019). Comparative
approaches strongly indicate that there is a decrease in the
remarkable plastic events that lead to whole cell changes
(i.e., AN) with increasing brain size. In an evolutionary
framework, the absence/reduction of neurogenesis should not
be viewed as a limit, rather as a requirement linked to
increased computational capabilities. Unfortunately, this same
fact turns into a “necessary evil” when brain repair is needed:
a requirement for stability and a high rate of cell renewal,
apparently, cannot coexist (Rakic, 1985; Arellano et al., 2018).
Why then do some reports claim the existence of AN in
humans? Several scientists in the field warn of high profile
papers published on human AN that were technically flawed,
their interpretations going well beyond what the data could
support; some have never been reproduced (these aspects
are thoroughly reviewed in Oppenheim, 2018; Duque and
Spector, 2019). Apart from the soundness of data, a strong
species bias exists in the neurogenesis literature, due to an
overestimation of the universality of laboratory rodents as animal
models (Amrein, 2015; Lipp and Bonfanti, 2016; Bolker, 2017;
Faykoo-Martinez et al., 2017; Oppenheim, 2019). There is also
a common misunderstanding that the putative existence of
AN in primates suggests or provides evolutionary proof that
the same process exists in humans. In fact, the few existing
reports are on non-human primates (common marmosets and
macaca), endowed with smaller, less gyrencephalic brains and
lower computational capacity, compared to apes (Roth and
Dicke, 2005). Systematic, quantitative studies in apes (family
Hominidae) are still lacking and most studies carried out
in monkeys suggest that very low levels of hippocampal
neurogenesis persist during adulthood. In Callithrix jacchus,
proliferating doublecortin (DCX)+ neuroblasts were virtually
absent in adults and markers of cell proliferation and immaturity
declined with age (Amrein et al., 2015). In another study
involving Macaca mulatta and Macaca fascicularis, the estimated
rate of hippocampal neurogenesis was approximately 10 times
lower than in adult rodents (Kornack and Rakic, 1999). These
data, along with evidence that AN is virtually absent in cetaceans
(Patzke et al., 2015; Parolisi et al., 2017), do provide strong
support for declining rates of AN in large-brained mammals
(Paredes et al., 2016).

The reasons for some of these misunderstandings are analyzed
in the next paragraph.

NEUROGENIC PROCESSES:
WELL-DEFINED ORIGIN, ILL-DEFINED
MARKERS, UNEVEN OUTCOME

Origin
The birth of neurons from NSC/radial glia cells has been well
demonstrated both in embryonic and AN (Lim and Alvarez-
Buylla, 2014; Berg et al., 2019). The germinal layers in the embryo
and the neurogenic sites in the adult brain (subventricular
zone, V-SVZ; subgranular zone, SGZ; hypothalamus) are
microenvironments in which the NSCs are regulated so that new
neurons can be formed. Hence, an adult neurogenic process,
as we now understand it, must be sustained by an active NSC
niche (Figure 1A). If we accept this definition, then the biological
limits of mammalian AN are clear: it is highly restricted to
small neurogenic zones, most cells proliferating outside these
regions are glial cells, it is related to physiological needs and
species-specific adaptations/behaviors, and it is strictly linked
to the different animal species, developmental stages and ages
(Bonfanti, 2016; Paredes et al., 2016).

Also, in the case of well-established NSC niches (V-SVZ and
SGZ), the mainstream view that considers AN at the same level
of other stem cell-derived regenerative processes is misleading.
Even in mice, the rate of neurogenesis drops exponentially during
life due to stem cell depletion (Ben Abdallah et al., 2010; Encinas
et al., 2011; Smith et al., 2019), a condition that is very different
from adult cell renewal processes in the body, which proceed at a
steady rate throughout life (Semënov, 2019). The cells produced
by hippocampal AN are not destined to fully and continuously
replace old granular cells (as in blood or epidermis), but rather
to provide a supply of new elements to complete the functional
development of the dentate gyrus (Semënov, 2019). Whether
quiescent progenitors can provide slow genesis of new neurons
outside the neurogenic sites and in the absence of a niche remains
to be demonstrated (Feliciano et al., 2015).

Markers
The issue of detecting (and interpreting) structural plasticity
in different mammalian brains is complicated by a substantial
lack of highly specific markers. Biological events involving
developmental stages (i.e., embryonic and AN) are dynamic,
multistep processes characterized by transient gradients of
molecular expression (Figures 1A,B). Most cellular markers
available for this kind of research are necessarily ill-defined,
since they are associated with developmental/maturational stages
of the cells (dynamic changes of molecular gradients) that are
not exactly the same in different cell populations, brain regions
and/or animal species. For instance, markers of stem cells (Sox2,
nestin) or newborn neurons (DCX, PSA-NCAM) are abundant
in these cell categories but not exclusively associated with them,
being detectable also in other contexts. The cytoskeletal protein
DCX is also abundant in cells that are born prenatally, and then
remain undifferentiated for long times by continuing to express
immaturity molecules (INs, Gómez-Climent et al., 2008; Bonfanti
and Nacher, 2012; König et al., 2016; Piumatti et al., 2018;
Rotheneichner et al., 2018; Figures 1B–D). Considering DCX as
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FIGURE 1 | Shared aspects and differences in neurogenic and non-neurogenic processes. (A) Neurogenic events (both in embryo and adult) are multistep
processes starting from stem cell division and coming out with the functional integration of mature neurons into the neural circuits. Immature neurons (INs; detectable
with molecular markers of “immaturity” transiently expressed during the maturation process) represent only a phase in such a process. Gray rectangles on the right:
different situations/developmental stages sharing a phase of neuronal immaturity. Color code: green, stem/progenitor cells, proliferative events and newly generated
neurons; red, state of immaturity (shared by newly generated and non-newly generated neurons); dark gray, maturity (black dots, synaptic contacts); brown,
doublecortin-immunoreactive (DCX+) cells. (B,C) The occurrence of DCX in the adult mammalian brain is no more an unequivocal proof that cells are newly
generated since DCX is also expressed by populations of (non-newly generated) INs located in different brain regions (cerebral cortex, amygdala, claustrum and
white matter, B). (C) At least two categories of DCX+ cells have been identified: newly generated (continuously produced within active neural stem cell niches) and
non-newly generated INs. (D) Non-newly generated INs prevail in some large-brained, gyrencephalic mammals, which tend to show lower rates of adult
neurogenesis and longer times of maturation for the newly generated neurons, what might explain the finding of many INs associated with a few proliferative events
in the human hippocampus (pink area: current gap of knowledge). AM, amygdala; CL, claustrum; NC, neocortex; PC, paleocortex; OB, olfactory bulb.
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a proxy for AN (as nestin was in the past for NSCs) or PSA-
NCAM and DCX as markers for cell migration, are among the
most common biases. A population of these cells, called cortical
immature neurons (cINs), is resident in layer II of the adult
cerebral cortex: the cINs are neither newborn nor migrating cells,
though they heavily express DCX and co-express PSA-NCAM
(Bonfanti and Nacher, 2012).

Before 2008, these features of “retained immaturity” where
not known and we ignored that INs can also be found
in extra-cortical regions (Luzzati et al., 2009; Bonfanti and
Nacher, 2012; König et al., 2016; Piumatti et al., 2018). At
that time, it was common to read statements like “DCX could
be developed into a suitable marker for AN and may provide
an alternative to BrdU labeling” (Brown et al., 2003), which
is now questionable. The picture has changed and “time” has
emerged as an important variable: the duration of “transient”
marker expression in the cells, making more difficult to interpret
cell maturation. The highly variable periods necessary for cell
maturation/integration of neurons in different contexts (see
below), along with their different origins (pre- or postnatal),
introduce new nuances and further difficulties in determining
which kind of plasticity is actually involved in different species,
ages, and brain regions.

Outcome
The final outcome of neurogenic processes (not intended as the
phenotypic fate of the cells, but their survival over time) can be
heterogeneous concerning both the single cells and the whole
process. Apart from V-SVZ and SGZ, in which the ultimate
functional integration into the olfactory bulb and hippocampus
is well established, for other potential sources of new neurons the
destiny of the progeny is far from clear. A third neurogenic site in
the hypothalamus hosts an NSC-like niche that produces neurons
with unclear fate, in terms of their final integration (Bonfanti and
Peretto, 2011). Similarly, in ectopic examples of “parenchymal”
neurogenesis (e.g., rabbit striatum and cerebellum; reviewed in
Feliciano et al., 2015) the genesis of new neurons seems to be
followed by their disappearance, suggesting a transient existence
(Gould et al., 2001; Luzzati et al., 2014).

By considering the whole neurogenic process across time,
its rate is progressively reduced with age, and the reduction
is greater and faster in large-brained mammals (Paredes et al.,
2016; Parolisi et al., 2018). Hence, a different outcome of AN
can depend on the animal species. More generally, structural
plasticity could be viewed as a progressive postnatal maturation
of single brain regions/cell populations differing by location
and time course, aimed at providing dynamic modulation
based on life experiences. According to this view, AN in
large-brained mammals would fall in the general rule of
critical periods: temporal windows in which it is allowed,
followed by the complete development of neural circuits
(Semënov, 2019). It has been shown recently that mouse cINs
can mature and be integrated into circuits at different ages
(Benedetti et al., 2019), likely achieving a sort of “delayed
neurogenesis.” A recent report showing an abundance of
INs in the sheep brain (Piumatti et al., 2018) supports the
hypothesis that these cells might represent an evolutionary choice

in large-brained mammals, as an alternative/parallel form of
plasticity (Palazzo et al., 2018).

By putting together origin, markers and timing of the
maturation of different types of young neurons existing in the
adult brain, the differences/similarities between AN and INs
come into light: some markers are shared (DCX, PSA-NCAM),
whereas the time of their expression and the origin of the cells
(prenatal or postnatal) can be quite different (Figures 1A,B).

CURRENT STATE OF THE ART: ADULT
NEUROGENESIS OR IMMATURE
NEURONS FOR THE HUMAN BRAIN?

After some reports described a dramatic postnatal drop of
neurogenesis in the human brain, occurring in the V-SVZ around
the second year of life (Sanai et al., 2011) and in the hippocampal
SGZ between age 5 and 13 years (Cipriani et al., 2018; Sorrells
et al., 2018), other studies reported that neurogenesis was
maintained in the human hippocampus (Boldrini et al., 2018;
Moreno-Jimenéz et al., 2019; Tobin et al., 2019). However, in
these latter studies, expression of molecular markers associated
with stages of neuronal maturation (nestin, Sox2, DCX, and PSA-
NCAM), was found mainly in large, ramified cells resembling
INs, rather than the small, bipolar morphology typical of recently
generated neuroblasts. Virtually all the studies (supporting or
refuting existence of AN) failed to identify substantial rates of cell
proliferation or a recognizable niche-like histological structure.

Tissue quality in non-perfused specimens (postmortem
interval and fixation) is certainly important in detecting some
markers: more DCX+ neurons were detected in human brain
hippocampus by Moreno-Jimenéz et al. (2019) with respect to
Sorrells et al. (2018). Yet, in non-perfused tissues, an internal
positive control is required (Figures 2A,B). Sorrells et al. (2018)
performed a complete histologic analysis using whole sections of
hippocampus examined through pre-, postnatal and adult ages,
thus providing an internal control for cell marker expression and
its progressive drop over time (Figure 2B). In contexts providing
the above mentioned internal controls, Ki-67 antigen staining
for cell proliferation did work well in brain tissues extracted 18–
40 h prior fixation, and then left in formalin for years (Parolisi
et al., 2017; Figures 2A,A’). Aside from the number of cells
detected, the DCX+ elements described in this way, without
substantial proliferative activity, typical neuroblast morphology,
or histological demonstration of a stem cell niche, cannot be
considered an indication of “AN,” but rather of putative INs.

The origin and identity of the DCX+ cells in the human
hippocampus remains to be determined: they look like young
neurons in the absence of a proliferative niche, though located
within a previously active neurogenic site. Something similar
has been described in the human amygdala, wherein robust
neurogenesis in the perinatal period is followed by an early drop
of cell proliferation and persistence of DCX+ cells (Sorrells et al.,
2019). This discrepancy is the current gap of knowledge: no sharp
limits seem have been discovered between AN and INs in the
human brain. On the basis of the currently available technical
tools it is quite difficult to establish if some quiescent/slowly
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FIGURE 2 | (A,B) Internal controls are needed for confirming the occurrence/absence of low/absent neurogenesis. Since most neurogenic processes substantially
decrease with age, the detection of their markers at different time points (especially those related with cell proliferation), from early pre-postnatal stages to
adulthood/aging, provides proof for their detectability in a given tissue. (A) Detection of very low rates of cell division (Ki-67 antigen) in the SVZ-like region of the
neonatal dolphin, indicating that the periventricular germinal layer is already vestigial at birth. By contrast, a still highly proliferative external granule layer (EGL) is
detectable in the cerebellum of the same animals (A’). (B) Dramatic reduction of cell proliferation (green) in the dentate gyrus of the human hippocampus at different
pre-, post-natal, and adult ages. Modified from Parolisi et al. (2017) (A,A’) and Sorrells et al. (2018) (B); reproduced with permission from Springer Nature. (C) Beside
common features shared at the cellular and molecular level, some complex biological processes, such as brain plasticity, can remarkably differ as a consequence of
evolutionary differences among mammalian species. Left, mammals consist of around 30 orders of animals including more than 5.000 species highly differing for
anatomy, physiology, behavior, habitat; right, the heterogeneity affects distinct neuroanatomy, brain size and computational capacities. Color code: red and green
coherent with Figure 1; red and green square sizes indicate the importance of different types of plasticity in different species on the basis of the current literature
(approximate estimation in the absence of systematic, comparable studies); pink area, current gap of knowledge concerning primates.
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proliferating progenitors can be the source of these DCX+

neurons (also because similar processes are lacking in rodents).
Reports in mammals living longer than mice indicate that the
cells generated in their hippocampi mature across longer time
courses (3 months in sheep, 6 months in monkeys, with respect
to 3–4 weeks in rodents; Kornack and Rakic, 1999; Kohler
et al., 2011; Brus et al., 2013; Figure 1D), thus suggesting that a
slow, delayed maturation of neurons might replace neurogenic
processes at certain ages. This hypothesis is coherent with the
“preference” of INs in the relatively large sheep brain (Piumatti
et al., 2018) and points to the possibility of a “reservoir of young
neurons” in the mature brain of large-brained species (Palazzo
et al., 2018; Rotheneichner et al., 2018; La Rosa et al., 2019).

CURRENT RESEARCH GAPS AND
FUTURE DIRECTIONS

Despite a huge amount of data on brain structural plasticity,
many gaps of knowledge still remain unresolved, mainly
concerning differences between rodents and humans, and the
identity of the “young” neurons. We lack highly specific markers
and the experience to interpret them in some contexts (e.g.,
the capability to discriminate among different types of plasticity
involving different degrees of immaturity). We lack systematic
and comparable studies encompassing very different animal
species or different developmental stages/brain regions within a
single species, carried out with standard protocols for fixation,
tissue processing and cell counting methods. Particularly in
humans, there is an urgent need to reproduce and confirm results.
To fill these gaps, experimental approaches/tools are needed
to study cell proliferation/survival processes that are slow and
scattered (in space and time) in large brains.

KEY CONCEPTS

Clarifying which types of plasticity can persist in the adult
human brain is important for obvious translational purposes.

Mice and humans share striking biological similarities, mainly
regarding basic molecular mechanisms, yet important differences
also emerge when complex biological processes are concerned
(Figure 2C). There are substantial differences in the rate of
AN and existence of INs among mammals: we are starting to
learn that evolution might have sculpted multifaceted nuances
instead of sharply defined processes. Since working directly on
the human brain implies obvious ethical and technical limits,
large-brained animal models are required. Dominant models
may bias research directions or omit important context (Bolker,
2017); on the other hand, large animals are not easy to handle,
and working on them is ethically disputable, time consuming
and costly. The solution might consist of a mix of purposes,
including: (i) rigorous adherence to the definition of AN to
distinguish it from INs; (ii) development of new markers for
better assessment of different phases of neuronal maturation; (iii)
understanding of phylogenetic/evolutionary aspects of structural
plasticity and their ramifications/adaptations in mammals; (iv)
awareness that AN “function” remains substantially unsolved and
that AN may not be a function, but rather a “tool” that the brains
uses to perform/improve different functions based on different
adaptations. Hence, the functions revealed in rodents can be
specific to their ecological niche/behavior/needs (Amrein, 2015),
and not fully transferable to humans. We must remember that
there are no ends in science but only new, unexpected twists in
the road driven by new technologies.
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Area Center for Brain Science and Brain-Inspired Intelligence, Guangdong Province Key Laboratory of Psychiatric Disorders,
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Background: Sub-threshold depression is common and could impair function, as well as
increase the risk of developing major depression. Despite evidence of efficacy for
electroacupuncture (EA) and counseling in the treatment of sub-threshold depression,
the sample size is insufficient and the level of evidence remains low. This study aims to
evaluate the effectiveness of sub-threshold depression treatments by comparing the
treatment effects among EA, counseling, and combination therapy, as well as to further
study their mechanism.

Methods: This study is a multicenter, randomized, single blind clinical trial that will be
conducted in settings at four clinical centers in China. The randomized controlled trial
(RCT) will examine the effectiveness of EA intervention, compared with counseling and
combination therapy. A total of 138 sub-threshold depression patients (18 to 55 years of
age with Beck Depression Inventory (BDI-II) score ≥ 14 points and Hamilton Depression
Scale (HAMD-17) score: 7 points ≤ HAMD total score <17 points) will be recruited. The
participants will be randomly assigned to receive the above treatments. The interventions
will be delivered over a 6-week period (EA: 3 times a week for 6 weeks; 30 min a session.
Counseling: once a week for 6 weeks; 50–60 min a session). The primary outcome
measure will be the HAMD-17; BDI-II. The secondary outcome measures will be: Self-
rating Depression Scale (SDS), Self-rating Anxiety Scale (SAS), and Pittsburgh Sleep
Quality Index (PSQI). The assessments will occur at baseline, 2, 4, and 6 weeks and a
follow-up period. Recruitment will commence in March 2020 and is anticipated to occur
over a 2-year period.
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Discussion: This study intends to conduct a multicenter randomized controlled trial to
compare the effectiveness among EA, counseling and the combined therapy in the
treatment of patients with sub-threshold depression, and to further study the mechanisms
of effect.

Chinese Clinical Trial Registry registration: www.chictr.org.cn/, identifier
ChiCTR1900028530.
Keywords: electroacupuncture, counselling, sub-threshold depression, protocol, randomized controlled trial
INTRODUCTION

Sub-threshold depression is commonly referred to as
“subsyndromal depression” or “minor depression,” and it is
mainly characterized by depressive symptoms for at least 2 weeks
that fall short offull diagnostic criteria formajor depressive disorder
(MDD) or dysthymia (1). Epidemiological surveys show that the
percentage of 1-year prevalence sub-threshold depression in the
general population is 8.4% (2). In China, the incidence of sub-
threshold depression among high school students is 22.9%, while
college students have reached 36.56% (3, 4). Having consistent
depressive symptoms below the threshold criteria is a chronic and
disabling condition, with high risks (5, 6) that has a considerable
impact on the quality of a patient's life (7). Though sub-threshold
falls short of diagnostic criteria, it is as prevalent as more severe
depression (8, 9). Additionally, previous studies also indicated that
individuals with sub-threshold depression are at a high risk of
developing MDD (10–12). Individuals with sub-threshold
depression have an odds ratio of more than five for having a first
lifetime episode of MDD (13).

Intervening at an early stage could help relieve symptoms and
reduce the risk ofmajor depression aswell as prevent progression
to other undesirable outcomes (8). However, no clinical
guidelines or standards for sub-threshold depression have been
established. Existing drug interventions have significant side
effects (14, 15) and treatment normally causes an economic
burden for middle class or low income households, and for the
government (16). Currently experts do not recommend standard
use of antidepressants as a first-line treatment to those with sub-
threshold depression (17, 18), because there is less evidence to
prove their effectiveness (19). A meta-analysis found that
psychological therapy reduces adulthood depressive symptoms
and prevents potential MDD with sub-threshold depression (7).
Preventive psychotherapy-based intervention aimed at sub-
threshold depression in children and adolescents also shows
promising results (12). A previous study found that the
psychotherapy intervention has more benefits for alleviating
sub-threshold depression symptoms compared to medication
management (20).Acupuncture as amajor non-drug therapyhas
beenwell documented for the treatment of depression (21–23). A
cross-sectional study found that depression is the second most
common of themost commonly treated acupuncture indications
in the United States (24). A single-center controlled trial of sub-
threshold depression found that EA, counseling, and EA +
counseling could significantly improve HAMD-17 scores,
g 2180
Center for Epidemiologic Depression scale, and WHO Quality
of Life-Brief version scores of undergraduates students, and the
remission rate is higher than that of the control group (p<0.05)
(25). However, the clinical value of this finding is limited because
it is a single-center clinical trial with a small sample size.
Therefore, a high-quality multi-center RCT with large sample
sizes is needed to further confirm this finding, which will provide
rel iable cl inical evidence for the treatment of sub-
threshold depression.

Therefore, this study intends to conduct a multicenter
randomized controlled trial to compare the effectiveness
among EA, counseling and the combined therapy in the
treatment of patients with sub-threshold depression, and to
further study the mechanism of EA and counseling in the
treatment of sub-threshold depression, which will provide
more options for the treatment of sub-threshold depression,
and provide possible solutions for better efficacy.
METHODS

This protocol was designed according to the Standards for
Reporting Interventions in Clinical Trials of Acupuncture
(STRICTA) 2010 checklist (Supplementary Table 1),
CONSORT 2010 checklist with the Non-pharmacological Trials
Extension to CONSORT (Supplementary Table 2) and registered
in the Chinese Clinical Trial Registry (ChiCTR1900028530).

Trial Objective
We suspect that EA could alleviate the clinical symptoms of
patients with sub-threshold depression as well as counseling. If
EA is not only the placebo, the combination therapy will have a
better effect, and may reduce the risk of conversion from mild to
severe, as well as help determine whether patients with sub-
threshold depression will need multiple therapies in the future. If
acupuncture does no effect, the combination group will have the
same clinical effect as the counseling group. Therefore, the
objective of this trial is to evaluate the effectiveness of sub-
threshold depression treatment by comparing the effects among
EA, counseling, and combination therapy, as well as to further
study the mechanism of EA and counseling.

Trial Design
This study will be a multicenter, randomized, single blind clinical
trial with three treatment groups (EA, counseling, and
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combination therapy). The flow chart in Figure 1 shows more
details regarding the clinical procedures. This study protocol has
been approved by the Ethics Committee of the First Affiliated
Hospital of Guangzhou University of Chinese Medicine,
Affiliated Brain Hospital of Guangzhou Medical University,
Guangdong Provincial Hospital of Chinese Medicine, and
Guangdong Sanjiu Brain Hospital (NO. ZYYECK YJ
[2019] 068).

Setting
Investigators will conduct the trial in four hospitals in
Guangzhou, China. These four hospitals are: The First
Affiliated Hospital of Guangzhou University of Chinese
Medicine; Affiliated Brain Hospital of Guangzhou Medical
University; Guangdong Provincial Hospital of Chinese
Medicine; and Guangdong Sanjiu Brain Hospital.

Blinding
As a single-blinded trial, only outcome evaluators and statistical
analysts will be blinded to treatment group. Evaluators and
statistical analysts will not be allowed to participate in the
treatment process of subjects and will be forbidden from
knowing the grouping of subjects. Trial grouping information
will be open to subjects, physicians, and data collectors. The
analysts will generate a randomized sequence, only known by
him or her, to allocate subjects accordingly to ensure the
randomization of the grouping. The analyst will be responsible
for the preservation and confidentiality of information and data
and will prepare a backup of both electronic devices and
paperwork. Special personnel will be in charge of those data
and documentation. In addition, to ensure strict implementation
of the blinded method in the test and reduce the bias of
conclusions, physicians (psychologists and acupuncturists),
outcome evaluators, data collectors, and statisticians will all be
independent of each other and will have no communication
during the test.

Randomization
Independent statisticians will use the block randomization
method with SAS version 9.4 (SAS Institute. Inc., Cary, NC) to
create a randomization table for each hospital. Randomization
numbers will be sealed in opaque, sequentially numbered
envelopes, and sent to each participating hospital (26).
Random number envelopes will be kept in a double locker. If
the participant meets the inclusion criteria and voluntarily signs
the informed consent, the clinical research coordinator will send
the sealed random number envelopes to the physician in order,
who will open the envelope and allocate the qualified participants
to the EA group, counseling group, and combined therapy group
according to the random number.

Participants
Participants will be recruited by advertisement and doctor
referrals from psychology department clinics. Interested
individuals can contact research assistants by email or phone.
A series of criteria and prerequisites will be sent to the
prospective volunteers for filtering the most eligible subjects.
Frontiers in Psychiatry | www.frontiersin.org 3181
First, registration information and pre-selection query forms
with Self-rating Depression Scale (SDS), Pittsburgh Sleep
Quality Index (PSQI), and Self-rating Anxiety Scale (SAS) will
be sent to registered volunteers. Volunteers will be required to
complete the form as a first-round selection prior to scheduling a
first visit. This visit will further screen and evaluate a volunteer's
eligibility according to inclusion criteria (Table 1). Research
assistants will collect signed consent forms from volunteers who
meet all prerequisites and agree to participate in the trial.
Patients will not be included in the study if they meet one of
the exclusion criteria (Table 2).

Elimination and Withdrawal Criteria

1. Misdiagnosis;
2. Those who fail to follow the prescribed treatment or for

whom there is incomplete data that would affect the efficacy
evaluation and safety evaluation;

3. Subjects with poor compliance, or who use self-administered
antidepressants and sleeping pills during the course of
treatment, or change the treatment method on their own.
Observation Criteria That Would Stop the
Trial

1. Fail to adhere to the treatment requirement;
2. Cases with serious adverse events that are not suitable for

continued treatment;
3. Serious clinical complications that occur in other clinical

trials;
4. The progression of disease during treatment.
Sample Size
Sample size estimation uses a completely random design to
compare multiple sample means. Target sample size was
estimated using the PASS11 version, 1-b = 0.9, a = 0.05.
According to a previous study (27), the mean of HAMD-17 in
the psychological counseling group was 5.7, and the standard
deviation was 3.13; the mean of HAMD-17 in the EA group was
5.26, and the standard deviation was 3.11; the mean of HAMD-
17 in the combined therapy group was 3.4. The standard
deviation was 2.97. To reduce the error, the target sample size
was slightly enlarged, and a 10% dropout rate was estimated.
Therefore, a sample of 46 participants will be the goal for each
group in the proposed trial. A total of 138 patients will be aimed
for in total.

Intervention
According to the diagnostic criteria, inclusion criteria, and
exclusion criteria, a total of 138 patients with sub-threshold
depression will be randomly divided into three groups: EA
group, counseling group, and combined therapy group.

EA Group
Participants will receive 24 sessions of acupuncture treatment
(three times a week for 6 weeks; 30 min a session; Figure 2A).
April 2020 | Volume 11 | Article 346
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According to traditional Chinese medicine theory, animal
experiments (28, 29), and based on mutual consensus from
clinical expert meetings, we will use acupoints GV20, GV29,
and bilateral acupoints GB13 (Figure 2B) in the treatment.
Disposable stainless steel needle insertion will be followed by
performed stimulation, such as lifting and thrusting the needle
combined with twirling and rotating the needle sheath (as
shown in Figures 2C, D, the operation parameters of depth
and frequency will be analyzed by acupuncture manipulation
parameter tester [ATP-II; Shanghai Shangyou Medical
Frontiers in Psychiatry | www.frontiersin.org 4182
Equipment Co. Ltd, Shanghai, China]), to produce the
sensation known as deqi (sensation of numbness, soreness,
radiating, or distention, which is considered to indicate
effective needling) (30). One EA wire will be connected to the
needle on acupoints GV20 and GV29, and another wire will be
connected to the bilateral acupoints GB13. A continuous wave
will be provided with a stimulation frequency of 2 Hz (31–33)
and an intensity varied from 3 to 5 mA (34) until patients feel
comfortable. Acupuncture will be performed by licensed
acupuncturists with more than 3 years of clinical experience.
FIGURE 1 | Flow chart of study design.
April 2020 | Volume 11 | Article 346
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Counseling Group
Sub-threshold depressed participants will receive individual
counseling (once a week for 6 weeks; 50–60 min a session).
Counseling will be performed by licensed psychologists with
more than 3 years' experience and will be conducted in the
psychiatric department of the hospital. Before the trial, the
psychologists will receive brief training in counseling and
conduct counseling activities based on a treatment manual
designed by Mental Disorders (35). It mainly includes two
aspects: First, help participants analyze their own problems,
inform them about the physical harm of psychological defects,
and encourage them to overcome these factors. Second,
encourage participants to do things of interest to increase
excitement and improve emotional state.

Combination Therapy Group
Participants will receive 24 sessions of EA treatment (three times
a week for 6 weeks; 30 min a session) combined with individual
counseling (once a week for 6 weeks; 50–60 min a session).
Frontiers in Psychiatry | www.frontiersin.org 5183
Treatment details are the same as the EA and the counseling
mentioned above.

Patients will be discouraged from any extra treatment beyond
this trial requirement. If this trial does not show an obvious effect
after 2 weeks of treatment (HAMD 17 scale score maintained at
7–17 points), or a patient's symptoms have worsened (HAMD 17
scale score > 17 points), we will then consider drug intervention
to ensure the safety of the patients. At this point, participants will
be forced to stop the trial, and relevant data will be analyzed for
intention-to-treat (ITT). Prescription drugs will be assessed
under the guidance of a psychiatrist. Such assessment will need
to fully consider the physiological characteristics of patients,
including age, physical condition, drug tolerance, presence or
absence of comorbidities, and prescribing based on guidelines for
depression or relevant clinical consensus.

Safety and Adverse Events
The progress and safety data of the clinical trial will be monitored
and managed by an independent Data and Safety Monitoring
TABLE 1 | Inclusion criteria.

No Item Answer

1 18<age<55 □Yes
□No

2 Presence of ≥ 1 but < 5 symptoms required for the diagnosis of major depression as detailed in the Diagnostic Statistical Manual of mental disorders
(DSM-V), including loss of enjoyment/interest, marked tiredness or reduction of energy, agitation or psychomotor retardation, feelings of worthlessness or
guilt, sleep disorders, reduced concentration, loss of appetite and body weight, loss of libido, recurrent suicidal thoughts;

□Yes
□No

3 symptoms lasting at least 2 weeks □Yes
□No

4 BDI-II score≥14 points (24) □Yes
□No

5 HAMD-17 score: 7 points ≤ HAMD total score < 17 points (25) □Yes
□No
April 2020 | Volume 11 | A
TABLE 2 | Exclusion criteria.

No Item Answer

1 Patients diagnosed with depression, previous mental illness, or organic mental disorders □Yes
□No

2 Patients suffering from serious diseases such as heart, brain, liver, kidney, or hematopoietic system disease □Yes
□No

3 Women during pregnancy and lactation or women of childbearing age who have fertility intentions □Yes
□No

4 Patients with depressive episodes caused by psychoactive substances and non-addictive substances □Yes
□No

5 Patients prescribed other drugs or therapies for treating depression during the trial □Yes
□No

6 Individuals addicted to alcohol or other drugs □Yes
□No

7 Patients with strong suicidal ideation □Yes
□No

8 Patients who are participating in other clinical trials at the same time □Yes
□No

9 Patients who have undergone antidepressant treatment within 1 week before the test □Yes
□No

10 Skull defects in the acupuncture site, or a surgical scar or skin infection that affects the treatment □Yes
□No

11 Patients who are allergic to acupuncture or faint when they are stuck with needles □Yes
□No

12 Age older than 55 years or younger than 18 years. □Yes
□No
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https://www.frontiersin.org/journals/psychiatry
http://www.frontiersin.org/
https://www.frontiersin.org/journals/psychiatry#articles


Wang et al. Electroacupuncture and Counseling on Sub-Threshold Depression
Committee. The committee will remind participants to report any
undesirable and unexpected experiences, whether related to the
interventionornot, to the research teamat any timeduring the trial.
In addition, the time of occurrence, severity, management, and
outcomeof these adverse eventswill need tobe recordedon the case
report forms. Common adverse events related to EA are fainting
during acupuncture, local hematoma, local infection, stucking of
needle, broken needle, or bending of needle. The main causes of
these adverse events include poor disinfection, improper operation,
improper use of needles, and unexpected reactions from patients
themselves. The research team will need to explain the work to the
patient before starting acupuncture. To achieve proficiency, we will
conduct training about acupuncture therapy for acupuncturists. In
the case of an adverse event, the researcher, in addition to providing
an immediate positive treatment to the patient, will be required to
complete an adverse event report and escalate the case to the staff in
charge of the research center and the responsible unit for clinical
research. All adverse events will be followed up from the reported
date until the incident is resolved. According to theWHOUppsala
Monitoring Centre System for Standardized Case Causality
Assessment, the research team will evaluate the causality between
adverse events and interventions (34).

Outcome Measures
The primary outcome measure is the HAMD-17 and BDI-II.
Evaluation timelines are set as: before treatment, and the second,
fourth, and sixth weeks of the treatment. HAMD-17 and BDI-II
are widely used in the diagnosis and outcome evaluation of
depression. The range of the HAMD-17 score is 0 to 52, with 25
scores or more indicating severe major depressive disorder, 18–
Frontiers in Psychiatry | www.frontiersin.org 6184
24 scores indicating moderate, 7–17 scores indicating patients
may have mild depression, and 0–6 scores indicating normal
(36). The range of the BDI-II score is 0 to 63, with 29–63 scores
indicating severe major depressive disorder, 20–28 scores
indicating moderate, 14–19 scores indicating mild, and 0–13
scores indicating normal. The secondary outcome measures are
SDS, SAS, and PSQI. The range of the SDS standard score is 0 to
100, with 72 scores or more indicating severe major depressive
disorder, 63–72 scores indicating moderate, 53–62 scores
indicating mild, and 0–53 scores indicating normal. The range
of the SAS standard score is 0 to 100, with 70 scores or more
indicating severe anxiety, 61–70 scores indicating moderate, 50–
60 scores indicating mild, and 0–50 scores indicating normal.
The range of the PSQI score is 0 to 15, where a lower score
indicates better sleep quality. A score of 11–15 indicates poor
quality of sleep, and a score of 0–5 indicates good quality of sleep
(37). Evaluation time points are as follows: before treatment, and
the second, fourth, and sixth weeks of the treatment, and a
follow-up period. Participants will be followed up at 3, 6, and 12
months after treatment and will complete the SDS, SAS, and
PSQI. In addition, functional MRI (fMRI) is an optional test
under the attending physicians' supervision and instruction or
depending on the patient's self-willingness. The fMRI, if
included, will be performed in the resting state before the
treatment and at the sixth week of treatment (38). The detailed
procedures and parameters of fMRI are provided in
Supplementary File 1. Also, the patient's blood samples and
feces will be obtained twice before and after the treatment and
will be used to build a biological sample bank, which could help
with the research protocol moving forward.
A

B C D

FIGURE 2 | Procedure of EA and operation parameters. (A) Schematic protocol of EA manipulation (3 times a week for 6 weeks; 30 min a session). (B) Locations
of acupoints. (C) Operation parameters for lifting and thrusting. (D) Operation frequency of twirling and rotation.
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Statistical Analysis
Statistical analysis will be performed by qualified statisticians in a
blinded manner using Statistical Product and Service Solutions
(SPSS) software (IBMCorporation, Version 21.0). An ITT analysis
will be performed. The baseline comparability of the three groups
will be assessed on demographic and clinical characteristics, as well
as baseline data. Analysis of variance will be used to compare the
mean changes between groups from baseline to each time point.
The withdrawal of any subjects from clinical trials will be
statistically described one by one. The missing data of a
withdrawn patient will be randomly filled with the filling method
based on the principle of multiple imputations (34). Continuous
variables will be represented by mean ± standard deviation. The
data before and after treatment in the groupwill be compared based
on a paired t-test, and the comparison between groups will be
performed using an independent sample t-test. When data are not
normally distributed, aWilcoxon rank sum test or Fisher's exact test
will be performed. Multiple measurements of the same indicator at
different times will use repeatedmeasures data analysis of variance.
Categorical variableswill be expressed as frequency (%). Two-tailed
p values < 0.05 will be considered as statistically significant. Safety
will be assessed by adverse events and tabulations of adverse drug
reactions and descriptive statistics will be performed. Age and
intervention assessment are continuous variables, and their
correlation will be analyzed using Pearson correlation coefficients.
Treatment duration and gender are graded variables, and the
spearman correlation coefficient will be used for the correlation
analysis of the intervention assessment. To further evaluate the
credibility of the blind method. We will evaluate the
implementation of the blind method by trial participants' guesses
about the allocation of treatment plans, that is, forcing evaluators
and statistical analysts to guess the groups to which the subjects are
assigned, and then calculate the Blinding Index Scale based on the
guess results (39). In order to balance the heterogeneity of patients
from different research centers, we will first analyze the differences
between the clinical effects of different interventions in each
subcenter. If the conclusions of the subcenters are consistent,
there will be no central effect. If the conclusions of the sub-centers
are inconsistent, a logistic regression analysiswill beperformed, and
the center will be adjusted as a covariate to analyze the results of
interventions and clinical assessment (40, 41).

Quality Control
All types of instruments, equipment, and reagents used for various
inspection items in clinical trialswill have strict quality standards, to
ensure a smooth workflow. Prior to recruitment, every member of
the research team, including psychologists, research nurses, and
acupuncturists, as well as research assistants in all centers will be
required to take part in a training workshop. This requires all
personnel to adhere to the researchprotocol andbe familiarwith the
clinical trialmanagement process.Acupuncturists whoperform the
treatment will be required to have a certificate as a certified
physician issued by the Ministry of Health of the People's
Republic of China and have more than 3 years of practical clinical
experience. All observation results and abnormal findings in the
clinical trial will be carefully verified and recorded on time to ensure
the reliability of the data. Research assistants will oversee data
Frontiers in Psychiatry | www.frontiersin.org 7185
collection and constantly check data quality. The various
conclusions of the clinical trial must be derived from raw data. To
reduce the withdrawal of patients, it will be necessary to streamline
the trial procedure, follow-up on time, have good communication
with patients, and issue subsidies in a timely manner. As for the
dropout rate, whether it occurs during the treatment phase or the
follow-up period, the reason should be stated, and the dropout rates
should be statistically analyzed.
DISCUSSION

Depression results in a heavy burden on medical care, severe
consequences for society, and huge psychological and health
burdens on patients (42). Intervening early could alleviate
symptoms, reduce the risk for the development of major
depression, prevent progression to other adverse consequences,
and reduce the economic burden to the patients and society to a
certain extent. In addition, there is a lack of clear diagnostic criteria
for sub-threshold depression in ICD-10 and the DSM-V. Thus,
basedonpatient symptoms and rating scale scores,weaim toobtain
high-quality research data through a multicenter clinical trial to
provide a scientific and reliable basis for future research.

EAhas beenwidely used to treat different psychiatric conditions,
including depressive disorder (43). The putative antidepressant
actions of EA are believed to involve modulation of hormones,
neurotransmitters, and/or cytokines (25). Le et al. also found that
EA could regulate the hypothalamus-pituitary-adrenal cortex axis,
influence the hippocampus, and affect the dopaminergic and/or
serotonergic systems to exert antidepressive activity (44). To date,
few studies have been designed and conducted to investigate EA for
sub-threshold depression. The goal of this RCT is to collect
comparable data as well as to assess the usefulness, advantages,
and effectiveness of EA treatment, in comparison to and in
combination with counseling for alleviating sub-threshold
depression. According to the main treatment principles of
regulating the Governor Vessel with acupuncture, we have
selected acupoints GV20 and GV29 in GV for EA to improve the
curative effect for treating sub-threshold depression. In terms of
imageology, EA at acupoint GV20 was previously found to
modulate the default pattern network for patients with depression
(45).We chose GV20 andGV29, and the bilateral acupoints GB13,
because their stimulating area includes the prefrontal cortex.
Prefrontal lobe dysfunction is pathophysiologically linked to
depression (46). Previous studies confirmed that transcranial
direct current stimulation of the prefrontal cortex is a method of
treatingdepression (46, 47).Wededuced that the locationof ourEA
could also treat the subthreshold depression by stimulating the
dorsolateral prefrontal cortex. The fMRI is a non-invasive test, and
it can clearly show the brain area wewant to observe (48). It is often
used in depression or subthreshold depression studies to determine
the efficacy (49, 50). Therefore, if the participants choose to perform
fMRI, fMRI will be performed in the resting state before the
treatment and at the sixth week of treatment (38).

In terms of clinical outcome assessment,we selectedHAMD-17,
BDI-II as the primary indicator, and SDS, SAS, and PSQI as the
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secondary indicators. HAMD-17 was developed byMax Hamilton
in 1960 to assess the severity of depressive symptoms (51). BDI-II is
a widely used assessment method to measure the presence and
severity of depression-related symptoms (52). Therefore, we used
HAMD-17 and BDI-II as the primary outcome indicators for
assessing the degree and changes of depression in patients. SDS is
a short self-assessment scale used to assess the psychological and
physical symptoms of depression. It has been widely used for
screening purposes and to measure depression in all ages (53).
SAS was designed by William WK Zung in 1971 to evaluate the
degreeofanxiety inpatients (54).PSQI is awidelyusedself-reported
sleep questionnaire measure to assess sleep quality, including sleep
duration, latency, efficiency, disorders, quality, and daytime
dysfunction (55). Previous studies have found that patients with
depression are often accompanied by symptoms of anxiety and
insomnia (56).Therefore,weusedSDS, SAS, andPSQIas secondary
outcome indicators.

Some of the key technical issues that need to be addressed in
this trial are: (1) in view of the current problems in the treatment
of subthreshold depression, this study will explore whether
acupuncture could be used as a new non-drug therapy to avoid
the deterioration of subthreshold depression and promote the
effect of counseling. (2) Determining the value and advantages of
acupuncture treatment (effectiveness, onset time, duration of
maintenance, side effects, patient compliance, and economic
burden). (3) We will establish a biological sample bank before
and after acupuncture treatment for patients with subthreshold
depression for use in future research.

Limitation
Our studyhas some limitations. First of all, in terms of grouping,we
cannot achieve double blindness, because acupuncture and
counseling belong to different fields, so it is difficult to implement
blindness for patients. Second, as all research centers are located in
China, it may not be possible to recruit participants from other
regions or countries, so the validity of different races needs to be
further verified. Thirdly, since the follow-up period is only 12
months, information about long-term prognostic assessment
cannot be provided.
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The somatic marker hypothesis (SMH) has been utilized to demonstrate the role of
emotion and somatic state in decision-making under uncertainty over the past two
decades. Despite some debate, the SMH has provided not only a neurobiological
framework for understanding emotion and decision-making but also a good empirical
support for ecological rationality and embodied emotion. Unlike the traditional
maximizing rationality and bounded satisficing rationality, the ecological rationality
stresses that emotions should be brought to the decision-making process. The
embodied emotion furthermore emphasizes that emotions are embodied in the body
and the brain. On the other hand, behavioral decision-making has spawned many
new interdisciplines, including neuroeconomics. In this case, the SMH could act
as a bridge to translate the ecological rationality and the embodied emotion into
emerging neuroeconomics. Thus, this mini-review article aims to propose an integrated
framework for introducing ecological rationality and embodied emotion into the field of
neuroeconomics by virtue of insights from the SMH.

Keywords: somatic marker hypothesis, ecological rationality, embodied emotion, neuroeconomics, decision-
making

INTRODUCTION

Traditionally, researchers in the social science field, especially economists, have held the view that
individual decision-making is the pursuit of utility maximization and regarded the principles of
logic, probability theory, and game theory as axioms of judgment and decision-making. According
to these researchers, decision-makers are assumed to be completely rational. However, it has been
well documented that the empirical findings based on these assumptions could not provide firmly
grounded inferences about the decision behavior in the real world. Although the normative model
of rational decision contributed to the birth of behavioral decision-making, its central hypothesis,
namely, utility maximization of the rational economic man, is derived from the synchronous
axiomatization of expected utility and subjective probability rather than empirical evidence
(Gigerenzer and Selten, 2002). With the advent of behavioral decision-making, the absoluteness
and the predictability of decision-utility maximization have been challenged by increasing research.
The initial challenges come from the “Allais Paradox,” proposed in 1953, and the “Ellsberg Paradox,”
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proposed in 1961. These two paradoxes refuted the cancelation
rule of rational decision. What is more, Amos Tversky and Daniel
Kahneman identified a series of heuristics and biases which
could systematically violate the underlying normative principles
of rational decision (Tversky and Kahneman, 1974; Kahneman,
2011). The framing effect, for instance, proposed by Tversky
and Kahneman (1981), has directly demolished the invariability
rule of rational decision. In addition to the above-mentioned
empirical challenges, the validity of decision-utility maximization
was also questioned by the theoretical progresses, especially
Herbert Simon’s notions of bounded rationality and satisficing
rule (Simon, 1997).

Research in the field of decision-making was once dominated
by the hypothesis of the rational economic man. Under this
hypothesis, decision-makers are described as perfectly rational
calculators who aim at utility maximization. This assumption is
highly dubious, however. According to Simon (1955, 1956), it
is impossible for decision-makers to arrive at utility-maximizing
decisions in the real world since they have no sufficient resources
(e.g., time and knowledge) and cognitive capability required
for rational decision-making. Therefore, it is very common that
individual decision-making diverges from the predictions based
on the model of utility-maximizing decision. Given that, Simon
introduced the concept of bounded rationality. According to
Simon, human rationality is bounded by both internal (mental)
and external (environmental) constraints, and hence the idealized
conditions of perfect rationality assumed by models of the
economic man are unreachable. Simon further stated that human
decision behavior “is shaped by a scissors whose two blades
are the structure of task environments and the computational
capabilities of the actor” (Simon, 1956, 1997). These two “blades”
imply that the actor with limited computational capabilities
could utilize the structure characteristics of task environments
to achieve a “satisficing” choice. Clearly, Simon’s scissors
metaphor emphasizes the importance of the match between
the limited computational capabilities and the structures of the
environment. By contrast, the idea of absolute rationality not
only overestimates the computational capabilities of the decision-
maker but also disregards the environment characteristics
that the decision-maker is facing. However, what Simon in
effect argued is that the human decision process can only be
understood in terms of two scissor blades: mind and environment
(Simon, 1997).

In the following section, we first summarize the basic
ideas of ecological rationality, the somatic marker hypothesis
(SMH), and embodied emotion. Second, similar notions
among them are briefly discussed. Third, we argue that the
SMH can serve as a bridge for introducing key concepts
of ecological rationality and embodied emotion into the
burgeoning neuroeconomic research. For this propose, an
integrative framework is finally presented. All in all, the
purpose of this review article is to demonstrate that the
SMH can bridge ecological rationality, embodied emotion, and
neuroeconomics and accordingly to construct an integrated
framework for applying ecological rationality and embodied
emotion to neuroeconomics by virtue of core insights from
the SMH.

ECOLOGICAL RATIONALITY AND
SOMATIC MARKER HYPOTHESIS

Following the above-mentioned pioneering work of Simon,
Gerd Gigerenzer (2000) further claimed that sound reasoning
could be achieved via simple heuristics that do not observe
the rules of logic and probability (Gigerenzer and Todd, 1999).
Based on Simon’s notion of bounded rationality, Gigerenzer
(2000) proposed the concepts of ecological rationality and
social rationality. The ecological rationality view emphasizes
that cognitive ability and environmental structure are equally
important and indispensable in the process of judgment and
decision-making. According to the view of ecological rationality,
decision-making is just a progress wherein the decision-maker
makes full use of environmental information to reach well
adaptability (Gigerenzer and Todd, 1999; Gigerenzer, 2000).
In line with this view, research about ecological rationality
has related the brain of the decision-maker with the past
and the present environments and explored the information
structure of the environment, the structure of heuristics, as
well as the match of both (Gigerenzer and Selten, 2002;
Gigerenzer and Gaissmaier, 2011).

In addition to the heuristic cognitive strategies, ecological
rationality also acknowledges the significance of various non-
cognitive heuristic strategies, e.g., emotions and social norms.
Particularly, ecological rationality puts a great emphasis on
the functions that humans gain from the process of adapting
to their surroundings (Gigerenzer, 2000). Emotion not only
reflects environmental information but also is determined by the
environment. Therefore, emotion has ecological rationality and
plays a key role in guiding information searching, which can
thus provide an effective stopping rule for search (Gigerenzer and
Selten, 2002). For instance, disgust has an adaptive value since it
could suggest to a human to avoid food that is harmful to health.
So, it appears that the “disgust heuristic” is more effective than
cognitive heuristic strategies in this condition.

Given that society refers to a specific circumstance involving
various agents, Gigerenzer argued that social rationality could
be regarded as a special form of ecological rationality. That
is, the circumstance in which decision-makers live is to put
together other agents whom they are interacting with. According
to existing literature, human judgment and decision-making
could be interpreted within the social structure (Gigerenzer and
Selten, 2002). In this sense, social norms might function as
fast and frugal heuristics that have considerable environment
adaptability. Following social norms could exempt individuals
from the cost–benefit analysis in the decision process. For
instance, it has been suggested that fairness heuristics, as
social rationality, plays a major role in maintaining cooperative
relations among humans.

As mentioned above, given that idealized rationality cannot
describe decision behavior in the real world, solutions have been
proposed to overcome this predicament, e.g., Simon’s bounded
rationality and Kahneman and Tversky’s prospect theory.
Simon, Kahneman, and Tversky primarily made contribution
to understanding the deficiency of infinite rationality from
the perspective of cognition but rarely recognized the role of
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non-cognitive factors (e.g., emotions and social norms). The
concept of ecological rationality, proposed by Gigerenzer, is
an acknowledgment of emotion’s role in the human decision
process. Since then, emotions have been attracting increasing
attention in the field of decision-making. It was not until the
SMH was proposed that emotions were widely recognized by
decision researchers. Based on clinical observations of decision
deficits, Antonio Damasio, a leading neuroscientist, formulated
the SMH, an original theory about how emotions and feelings
affect daily decision-making. According to the SMH, emotion,
just as cognition, is a central and indispensable component
in decision-making under uncertainty (Damasio, 1994, 1996).
The SMH not only provides empirical support for the central
claims of ecological rationality but also considerably sets the stage
for the development of embodiment of mind (e.g., embodied
cognition and embodied emotion) in both neurological and
physiological dimensions.

EMBODIED EMOTION AND SOMATIC
MARKER HYPOTHESIS

As an emerging advancement in the fields of cognitive science
and psychology, the embodiment of mind goes beyond the
traditional approach (i.e., information processing and cognitive
computation). In short, the embodiment of mind argues that the
mind depends on the physiological and the neural structures of
the body and the way they work, that is, the mind derives from
human body structures as well as from interactions between the
body and the environment (Wilson, 2002).

The embodied cognition treats the agents of cognition as
naturally and biologically adaptive individuals who live in
everyday settings. Moreover, it emphasizes the key role which the
body plays in the development of cognitive processes—not only
are the ways of cognitive processing dominated by the physical
features of the body, but the contents of cognitive processing
are also furnished by the body. Anyway, cognition, body, and
environment are integrated (Barsalou, 2008). Therefore, it is
obvious that embodied cognition and ecological rationality
are the same in underlining the interaction between human
and environment.

The program of embodied cognition has spawned the advent
of embodied emotion. The conventional research on emotions
is dominated by disembodied theories, and hence emotions
exclusively are labeled as “cognition.” According to the cognitive
perspective, human emotional responses are the result of their
cognitive appraisal of a situation (Spackman and Miller, 2008). In
this sense, emotion, just as cognition, is treated as disembodied.
However, this view has been criticized on the grounds that it
largely ignored body changes, as well as neural and visceral
responses, which are produced along with emotions. With
the development of embodied cognition, the embodiment of
emotion is gradually becoming the focus in emotion-related
fields. Contrary to the conventional cognitive appraisal view,
embodied emotion implies that emotions are defined by the body,
including the brain, that is, it is the physical structures, way of
activity, and sensation and movement experience of the body that

jointly cause emotion responses and experiences (Niedenthal,
2007; Niedenthal et al., 2009).

It should be noted that, unlike embodied cognition, embodied
emotion has been noticed by earlier psychologists. For instance,
James’s theory of emotion (also known as peripheral theories)
has touched the basic assumption of the embodied emotion.
According to James’s peripheral theory of emotion, emotions
result from specific physiological changes in our bodies (e.g.,
visceral responses, facial expressions, and muscle movements),
and each emotion has a different physiological basis (James, 1884,
1894). Following the pioneering works of James, Damasio (1994)
further proposed the SMH, which highlights the neurobiological
basis of emotion experiences as well as the significant impact of
emotions on the human decision process.

It is believed that Damasio’s SMH could provide a powerful
support for both embodied cognition and embodied emotion.
The SMH posits that peripheral physiological changes and
visceral responses as well as corresponding central nervous
representations jointly exert a significant impact on the
generation of emotions, and emotions in turn influence
subsequent judgment and decision-making. In other words,
emotions could be construed as a collection of bodily reactions
and central nervous representations elicited by a specific
situation. The bodily responses include visceral activities (e.g.,
heart rate, gastrointestinal motility, blood pressure, etc.), gland
secretion, and skeletal muscle movement. These reactions could
be represented by brain regions (e.g., brainstem, insula, somatic
cortex, etc.) and finally produce emotion signals, namely, somatic
maker. Simply put, somatic makers not only cause emotion
experience but also further affect the human decision process
(Damasio, 1994, 1996).

In addition, the SMH postulates that cognitive appraisal acts as
the mediator between body consciousness (emotion experience)
and subsequent behaviors. Therefore, decision-making can be
better understood by considering the combined effects of
cognitive appraisal and body consciousness (Damasio, 1994). So,
Damasio’s SMH elaborates the physiological and the neural basis
of emotion based on neurophysiology, thus providing a strong
empirical and theoretical support for embodied emotion. What
is more, the SMH reinforces, both theoretically and empirically,
the embodiment of emotion and hence contributes to the
advancement of embodied mind research, which finally nurtures
the frontier cross-disciplines such as cognitive neuroscience,
affective and social neuroscience, and neuroeconomics.

NEUROECONOMICS AND SOMATIC
MARKER HYPOTHESIS

Neuroeconomics, as an emerging research field, tries to link
economics, psychology, and neuroscience to better understand
economic and financial decision-making. Neuroeconomic
research largely benefits from behavioral decision-making, which
aims at describing and interpreting the human decision process
so as to help people make appropriate decisions. As a result of
the ground-breaking works of some researchers in behavioral
decision-making and behavioral economics, e.g., Simon,
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Kahneman, Tversky, Richard Thaler, etc., neuroeconomics has
emerged at the start of this century (Glimcher et al., 2008).

As it has shown repeatedly, emotions have no place in
the early full rationality model of utility-maximizing decision.
Bounded rationality, too, undervalues the role of emotions in
judgment and decision-making (Simon, 1997). Indeed emotions
have gotten researchers’ recognition such as in Kahneman and
Tversky’s prospect theory. However, the prospect theory merely
regards emotions as a “fast and negative” component of a dual-
system processing, which may cause various decision-making
biases, such as the framing effect (Kahneman and Tversky,
1979; Tversky and Kahneman, 1981; Kahneman, 2011). The
multiple roles of emotions (positive or negative) were not
fully discussed until neuroeconomics emerged in the recent
decades. With the help of electrophysiological methods [e.g.,
event-related potentials, skin conductance responses (SCRs)] and
brain imaging techniques [e.g., “functional magnetic resonance
imaging (f MRI)], the joint effects of emotion and cognition on
decision-making have been well documented. What is more, the
SMH, as one of the foundation stones of neuroeconomics, first
recognized that emotion, just as cognition, plays an indispensable
and positive role in the human decision process and further
showed that there is a significant interaction between emotion
and cognition (Damasio, 1994; Bechara et al., 2000).

Unlike traditional economics, neuroeconomic research does
not exclude the role of emotions in the decision-making process
(Glimcher et al., 2008). Moreover, we believe that the SMH
could be treated as a pioneering theory of neuroeconomics
since it not only established a disciplinary benchmark for
neuroeconomics from a neurobiological perspective but also
could nourish neuroeconomics with methodological inspiration
and theoretical guidance (Lo and Repin, 2002). A key assumption
underlying the SMH is that emotional signals (namely, somatic
marker, e.g., heart rate, blood pressure, etc.) could facilitate
cognitive processing during decision-making (Damasio, 1994).
According to the SMH, alternatives might be marked with a
“good” or a “bad” tag by visceral responses, which in turn
helps the decision-maker to make choices. The neural basis
behind the aforementioned decision-making process lies in
the function of the ventromedial prefrontal cortex (vmPFC).
Notably, damage to the vmPFC would cause decision deficits.
It is indicated that patients who have suffered damage to
the vmPFC fail to produce any anticipatory SCRs before
their selection of a disadvantageous option. That is to say,
decision deficits result from the anticipatory somatic responses
that fail to be produced, which further hinder the arousal
of relevant emotion (Bechara et al., 1994). Given that these
patients’ intellectual and understanding abilities are generally well
preserved, it has been hypothesized that their deficit lies in an
inability to make use of emotions to guide in their decision-
making (Damasio, 1994). This hypothesis has been supported
by existing studies based on the Iowa Gambling Task and f MRI
(Bechara and Damasio, 2005; Chiu et al., 2018). According to
a systematic review published by Reimann and Bechara (2010),
collective evidence indicated that not only vmPFC but also
other emotion-related brain regions, e.g., orbital frontal cortex
(OFC) and amygdala, are the brain localization and neural

bases underlying the effect of emotions on decision-making
(Bechara et al., 1999, 2000).

As a pioneering theory concerning the relationship between
emotion and decision-making, the SMH has extended, beyond
the conventional topics involving decision deficit and brain
lesion, into other fields, e.g., drug abuse and substance addiction
(Verdejo-García and Bechara, 2009), pathological gambling
(Brevers et al., 2013), anti-social personality and criminality
(Sobhani and Bechara, 2011), and economic and financial
decision-making (Shiv et al., 2005), and shown good adaptability.
For example, based on the SMH, the anatomy and the
functional organization of vmPFC have been used to provide
neurobiological interpretations for consumers’ decision bias,
such as delay discounting (the tendency to prefer smaller, sooner
rewards to larger, later ones), i.e., gaining $1000 tomorrow is
preferred to gaining $2000 2 years from now. According to the
SMH, this is because “near future” is processed by posterior
vmPFC, and it triggers stronger somatic responses and therefore
exerts a stronger bias on decisions relative to the “distant
future” (Bechara and Damasio, 2005). In sum, with the rise of
decision neuroscience and neuroeconomics at the beginning of
this century, the SMH has become a pioneer neurobiological
theory which describes and explains the relationship between
emotion, decision-making, and the brain.

Indeed despite the fact that early research on somatic
markers has ultimately resulted in the publication of a
vast amount of literature relating to the subject and even
spurred the subsequent generation of affective neuroscience
and neuroeconomics (Glimcher et al., 2008; Reimann and
Bechara, 2010), the SMH has also been critiqued theoretically
and empirically for overrating the influence of somatic feedback
on high-order cognitive processes (Maia and McClelland, 2004,
2005; Dunn et al., 2006). This challenge may be addressed by
the increasing evidence that supports the interactions between
bodily states and cognitive functions (Dunn et al., 2010;
Poppa and Bechara, 2018).

FUTURE DIRECTION:
CROSS-DISCIPLINARY INTEGRATION

SMH Bridges Eco-Rationality, Embodied
Emotion, and Neuroeconomics
Ecological rationality emphasizes the match between human
and environment, as well as the crucial role of emotion and
social norm in decision-making. The SMH not only provides
neurobiological support for ecological rationality but also
could be used as a bridge to apply ecological rationality to
neuroeconomics. This is because, besides the traditional focus on
emotion and decision-making, the SMH has been expanded into
other topics, such as fairness preference in the Ultimate Game
(Ohira, 2010). Moreover, existing evidence has indicated that the
SMH not only could be used to understand issues concerning
decision-making under uncertainty (van’t Wout et al., 2006) but
also demonstrated that gut feelings that are highlighted by both
ecological rationality and the SMH play a significant role in social
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decision-making (Dunn et al., 2010, 2012; Lenggenhager et al.,
2013; Sokol-Hessher et al., 2015; Verweij et al., 2015). Therefore,
future neuroeconomic research is expected to further explore the
multi-mechanisms of specific emotions and social norms (e.g.,
trust, reciprocity, altruism, etc.) in economic decision-making
and consumer choices.

As a high-ranking cognitive process, the embodiment of
decision-making has been attracting increasing attention (Oullier
and Basso, 2010; Dunn et al., 2012). For instance, Reimann
et al. (2012) explicitly stated that the SMH could work as
a theoretical forerunner for investigating the embodiment of
judgment and decision-making because the SMH is, to date,
the unique comprehensive neurobiological theory that describes
the joint effect of emotion and cognition on judgment and
decision-making. More importantly, the research advancement
of the SMH over the past two decades has constituted a solid
empirical support for the embodiment of emotion (Poppa and
Bechara, 2018). Hence, the SMH is expected to offer theoretical
and methodological implications to future researchers who are
interested in applying embodied emotion to neuroeconomics.

What is more, the most important consensus between
ecological rationality, embodied mind, and the SMH is that
human adaptability to the environment and the evolution of
the body and the brain play a crucial role in human cognition
and decision-making process. In this case, the SMH can serve
as a connection bridge between ecological rationality, embodied
emotion, and neuroeconomics for exploring the respective role
of rationality and emotion in decision-making under uncertainty
(Chiu et al., 2018).

Integrating Eco-Rationality, Embodied
Emotion, and Neuroeconomics Under
the SMH
Interestingly, both Gigerenzer and Damasio underline the
positive role of gut feelings in judgment and decision-making

from both evolutional and ecological perspectives. In their view,
the full rationality would not only be impossible to achieve but
also not be the only solution (Damasio, 1994; Gigerenzer, 2000).
The rule of thumb and intuitive judgment accumulated through
evolution and adaptation may be more efficient than logical
analysis and rational calculation to solve practical problems,
that is, “ignorant hunch” is sometimes superior to “knowing
calculations.” For instance, the “less is more” of recognition
heuristics is often more reliable than the “more is better”
of maximizing decision in the real world (Gigerenzer, 2007;
Damasio and Carvalho, 2013). In this sense, like the SMH,
ecological rationality could also be introduced to explore the
neurobiological mechanisms of economic decision-making and
consumer choice.

According to the SMH, intuition or gut feelings may be a far
more accurate predictor under uncertainty relative to market data
and fact lists (Bechara and Damasio, 2005). For this, the SMH
offers an explanation for how decision-makers make a proper
decision based on gut feelings. Especially the striatum (Str) and
the anterior cingulate (ACC) of the human brain are involved
in pattern recognition and probability calculation, and these two
brain regions could give immediate response to the repetition
of patterns. The Str and ACC would be able to make accurate
predictions when market volatility is a reliably simple repetition
and alternative model (Reimann and Bechara, 2010). Conversely,
if information is complex and pattern is ambiguous, somatic
state, which manifests as presentiment or gut feeling, could help
us to choose the most optimal alternative despite the fact that
cognitive computing and deliberation can also provide a certain
choice. Once the somatic state is activated by primary and/or
secondary inducers, an overall positive or negative somatic
state then appears. Furthermore, the development of the overall
somatic state is subject to the law of natural selection, that
is, the stronger somatic signals would vanquish the weaker
signals, until finally an overall somatic state (i.e., presentiment
and gut feelings) that achieves a dominant position occurs,

FIGURE 1 | An integrated framework for applying ecological rationality and embodied mind to neuroeconomics under the somatic marker hypothesis.
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which in turn exerts influence on subsequent decision behavior
(Bechara and Damasio, 2005; Damasio and Carvalho, 2013).
In sum, the SMH provided robustly empirical support for
the theoretical view of ecological rationality as proposed by
Gigerenzer (2000, 2007).

In addition, investigating the relationship between embodied
emotion and the neurobiological mechanism of economic
decision-making is in line with the current trend of
interdisciplinary integration, that is, embodied emotion and
neuroeconomics complement each other. On the one hand,
neuroeconomic research concerning the neural mechanism
of economic decision-making could provide neurobiological
support for the embodied mind (cognition and emotion).
More specifically, cognitive and emotional processing in the
brain are synergistic rather than separate, and vmPFC and
OFC are just the neural basis of the interaction of both
cognition and emotion. Neuroeconomic research, as well as
decision neuroscientific research, has repeatedly proved that
humans’ cognitive processing is susceptible to their emotion and
that purely disembodied cognition and independent rational
brain regions that are divorced from emotion do not exist
(Glimcher et al., 2008). Moreover, the artificial divisions that
we have made between cognition and motivation, as well as
rationality and emotion, merely result from human-phrased
knowledge. Also, existing literatures on the brain mechanisms
of cognitive neuroscience, affective and social neuroscience,
have suggested that there are no specific brain regions that
could independently perform a single mental function. In
sum, different brain regions are interconnected, synergistic,
and together functioning (Glimcher and Fehr, 2014). On the
other hand, the embodiment of mind (cognition and emotion)
could provide neuroeconomic studies on decision-making with
theoretical and methodological guidance. Not only this, the
SMH could act as a bridge between the embodiment of mind
and the brain mechanism of economic decision-making. In
this case, neuroeconomics, as a frontier cross-discipline which
combines economics, psychology, and neurosciences, is expected
to benefit from the embodied mind and to contribute to the
advancement of research on embodied emotion and ecological
rationality, which will in turn further promote emerging decision
neuroscience and consumer neuroscience that have been derived
by the SMH (Oullier and Basso, 2010; Reimann et al., 2012;
Verweij et al., 2015).

CONCLUSION: AN INTEGRATED
FRAMEWORK OF RATIONALITY,
EMOTION, AND NEUROECONOMICS

Based on the above-mentioned discussions, an integrated
framework could be presented. As shown in Figure 1,
humans have evolved a sophisticated nervous system while
interacting with the environment, and the interactive relationship
between humans and their environment is constantly being

updated at the same time, which finally sets human ecological
rationality and embodied mind. Furthermore, the SMH, as a
pioneer theory of neuroeconomics, provides comprehensive
evidences and explanation for ecological rationality and
embodied emotion. It is believed that human decision-
making involves not only cognitive processing (e.g., executive
functions and working memory) produced by dlPFC, ACC,
etc., but also emotional processing (e.g., emotions and feelings)
produced by vmPFC, amygdala, etc. Taking these into account,
future neuroeconomic research, particularly concerning risky
decision-making, intertemporal choice, or social preference,
is expected to take advantage of the insights provided by the
SMH, ecological rationality, and embodied mind to gain a
better understanding of economic decision-making and its
neurobiological mechanism.

Lastly, this prospect could be illustrated with the example
of fairness preference. As a kind of social preference, fairness
preference manifests that people are sensitive to benefit, as
well as the fairness of benefit distribution. In fact, our
preference for fairness is closely related to our value on
social norms. According to ecological rationality, preference
for fairness could be viewed as a fairness heuristic which is
established on the basis of social norms, that is, in order
to maintain social structure and interpersonal relationship,
people tend to make a decision that is desired by members
of the same social status (Gigerenzer and Selten, 2002). More
importantly, existing neuroeconomic research has repeatedly
proved that vmPFC, anterior insula, dlPFC, as well as
ACC (which is associated with conflict monitoring) jointly
constitute the neural pathways of fairness preference. This
suggests that cognition and emotion are indispensable to
fairness preference. In addition, research on fairness preference
using an electrophysiologic approach has shown that unfair
distribution (vs. fair distribution) could elicit larger feedback-
related negativity amplitudes, higher SCR, and smaller heart rate.
The neurophysiological basis of fairness preference is in line
with the tenet of the SMH (Naqvi et al., 2006; Ohira, 2010). In
this sense, applying ecological rationality and embodied emotion
into future neuroeconomic research by virtue of the SMH will
help advance our knowledge of human rationality, emotion,
and decision-making.

AUTHOR CONTRIBUTIONS

FX conceived and designed the review. LH and FX wrote the
manuscript. PX and FX revised the manuscript.

FUNDING

This study was supported by the National Natural Science
Foundation of China (Grants Nos. 71971103 and 71571083),
MOE (Ministry of Education in China) Project of Humanities
and Social Sciences (Grants No. 20YJC190006).

Frontiers in Psychology | www.frontiersin.org 6 June 2020 | Volume 11 | Article 1028194

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-11-01028 June 3, 2020 Time: 12:35 # 7

Xu et al. Ecological Rationality, Embodied Emotion, Neuroeconomics

REFERENCES
Barsalou, L. W. (2008). Grounded cognition. Annu. Rev. Psychol. 59, 617–645.
Bechara, A., and Damasio, A. R. (2005). The somatic marker hypothesis: a neural

theory of economic decision. Game Econ. Behav. 52:336. doi: 10.1016/j.geb.
2004.06.010

Bechara, A., Damasio, A. R., Damasio, H., and Anderson, S. W. (1994). Insentivity
to future consequences following damage to human prefrontal cortex. Cognition
50, 7–15.

Bechara, A., Damasio, H., and Damasio, A. R. (2000). Emotion, decision making
and the orbito frontal cortex. Cereb. Cortex 10, 295–307. doi: 10.1093/cercor/
10.3.295

Bechara, A., Damasio, H., Damasio, A. R., and Lee, G. P. (1999). Different
contributions of the human amygdala and ventromedial prefrontal cortex to
decision-making. J. Neurosci. 19, 5473–5481. doi: 10.1523/JNEUROSCI.19-13-
05473.1999

Brevers, D., Bechara, A., Cleeremans, A., and Noell, X. (2013). Iowa gambling
task (IGT): twenty years after–gambling disorder and IGT. Fron. Psyc. 4:665.
doi: 10.3389/fpsyg.2013.00665

Chiu, Y.-C., Huang, G.-T., Duann, J.-R., and Lin, C.-H. (2018). Editorial: twenty
years after the iowa gambling task: rationality, emotion, and decision-making.
Fron. Psyc. 8:2353. doi: 10.3389/fpsyg.2017.02353

Damasio, A. R. (1994). Descartes’ Error: Emotion, Reason And The Human Brain.
NewYork, NY: Avon.

Damasio, A. R. (1996). The somatic marker hypothesis and the possible functions
of the prefrontal cortex. Philos. Trans. R. Soc. Lond. B 351, 1413–1420. doi:
10.1098/rstb.1996.0125

Damasio, A. R., and Carvalho, G. B. (2013). The nature of feelings: evolutionary
and neurobiological origins. Nat. Rev. Neur. 14, 143–152. doi: 10.1038/
nrn3403

Dunn, B., Evans, D., Makarova, D., White, J., and Clark, L. (2012). Gut feelings
and the reaction to perceived inequity: the interplay between bodily responses,
regulation, and perception shapes the rejection of unfair offers on the ultimatum
game. Cogn. Affect. Behav. Neurosci. 12, 419–429. doi: 10.3758/s13415-012-
0092-z

Dunn, B., Galton, H., Morgan, R., Evans, D., Oliver, C., Meyer, M., et al.
(2010). Listening to your heart: how interoception shapes emotion experience
and intuitive decision making. Psychon. Sci. 21, 1835–1844. doi: 10.1177/
0956797610389191

Dunn, B. D., Dalgleish, T., and Lawrence, A. D. (2006). The somatic marker
hypothesis: a critical evaluation. Neur. Biob. Rev. 30, 239–271. doi: 10.1016/j.
neubiorev.2005.07.001

Gigerenzer, G. (2000). Adaptive Thinking: Rationality In The Real World.
New York, NY: Oxford University Press.

Gigerenzer, G. (2007). Gut Feelings: The Intelligence Of The Unconscious.
New York, NY: Viking.

Gigerenzer, G., and Gaissmaier, W. (2011). Heuristic decision making.
Annu. Rev. Psychol. 62, 451–482. doi: 10.1146/annurev-psych-120709-14
5346

Gigerenzer, G., and Selten, R. (2002). Bounded Rationality: The Adaptive Toolbox.
Cambridge, MA: MIT Press.

Gigerenzer, G., and Todd, M. P. (1999). Simple Heuristics That Make Us Smart.
New York, NY: Oxford University Press.

Glimcher, P. W., Camerer, C., Poldrack, L., Russell, A., and Fehr, E. (2008).
Neuroeconomics: Decision Making And The Brain. Cambridge, MA: Academic
Press.

Glimcher, P. W., and Fehr, E. (2014). Neuroeconomics: Decision Making And The
Brain. Cambridge, MA: Academic Press.

James, W. (1884). What is an emotion? Mind 9, 188–205. doi: 10.1093/mind/os-IX.
34.188

James, W. (1894). The physical basis of emotion. Psychon. Rev. 1, 516–529.
Kahneman, D. (2011). Thinking Fast And Slow. New York, NY: Farrar, Straus and

Giroux.
Kahneman, D., and Tversky, A. (1979). Prospect theory: an analysis of decision

under risk. Econometrica 47, 263–291. doi: 10.2307/1914185
Lenggenhager, B., Azevedo, R. T., Mancini, A., and Aglioti, S. M. (2013). Listening

to your heart and feeling yourself: effects of exposure to interoceptive signals
during the ultimatum game. Exp. Brain Res. 230, 233–241. doi: 10.1007/s00221-
013-3647-5

Lo, A. W., and Repin, D. V. (2002). The psychophysiology of real-time financial
risk processing. J. Neurosci. 14, 323–339. doi: 10.1162/089892902317361877

Maia, T. V., and McClelland, J. L. (2004). A reexamination of the evidence for the
somatic marker hypothesis: what participants really know in the Iowa gambling
task. PNAS 101, 16075–16080. doi: 10.1073/pnas.0406666101

Maia, T. V., and McClelland, J. L. (2005). The somatic marker hypothesis: still
many questions but no answers. Response to Bechara et al. Tren. Cogn. Sci. 9,
162–164.

Naqvi, N., Shiv, B., and Bechara, A. (2006). The role of emotion in decision making:
a cognitive neuroscience perspective. Curr. Dir. Psychon. Sci. 15, 260–264. doi:
10.1111/j.1467-8721.2006.00448-x

Niedenthal, P. M. (2007). Embodying emotion. Science 316, 1002–1005.
Niedenthal, P. M., Winkielman, P., Mondillon, L., and Vermeulen, N. (2009).

Embodiment of emotion concepts. J. Pers. Soc. Psychon. 96, 1120–1136. doi:
10.1037/a0015574

Ohira, H. (2010). The somatic marker revisited: brain and body in emotional
decision making. Emot. Rev. 3, 245–249. doi: 10.1177/1754073910362599

Oullier, O., and Basso, F. (2010). Embodied economics: how bodily information
shapes the social coordination dynamics of decision-making. Philos. Trans. R.
Soc. B 365, 291–301. doi: 10.1098/rstb.2009.0168

Poppa, T., and Bechara, A. (2018). The somatic marker hypothesis: revisiting the
role of the ‘body-loop’ in decision-making. Curr. Opin. Behav. Sci. 19, 61–66.

Reimann, M., and Bechara, A. (2010). The somatic marker framework as a
neurological theory of decision-making. J. Econ. Psychol. 31, 767–776. doi:
10.1016/j.joep.2010.03.002

Reimann, M., Feye, W., Malter, A. J., Ackerman, J. M., Castano, R., Garg, N., et al.
(2012). Embodiment in judgment and choice. J. Neur. Psychol. Econ. 2, 104–123.
doi: 10.1037/a0026855

Shiv, B., Loewenstein, G., Bechara, A., Damasio, H., and Damasio, A. R. (2005).
Investment behavior and the negative side of emotion. Psyc. Sci. 16, 435–439.
doi: 10.2307/40064245

Simon, H. A. (1955). A behavioral model of rational choice. Q. J. Econ. 69, 99–118.
doi: 10.2307/1884852

Simon, H. A. (1956). Rational choice and the structure of the environment. Psyc.
Rev. 63, 129–138. doi: 10.1037/h0042769

Simon, H. A. (1997). Models of Bounded Rationality. Cambridge, MA: MIT Press.
Sobhani, M., and Bechara, A. (2011). A somatic marker perspective of immoral

and corrupt behavior. Soc. Neurosci. 6, 640–652. doi: 10.1080/17470919.2011.
605592

Sokol-Hessher, P., Hartley, C. A., Hamilton, J. R., and Phelps, E. A. (2015).
Interoceptive ability predicts aversion to losses. Cogn. Emot. 29, 695–701. doi:
10.1080/02699931.2014.925426

Spackman, M. P., and Miller, D. (2008). Embodying emotions: what emotion
theorists can learn from simulations of emotions. Minds Mach. 18, 357–372.

Tversky, A., and Kahneman, D. (1974). Judgment under uncertainty: heuristics and
biases. Science 185, 1124–1131. doi: 10.1126/science.185.4157.1124

Tversky, A., and Kahneman, D. (1981). The framing of decisions and the rationality
of choice. Science 211, 453–458. doi: 10.1126/science.7455683

van’t Wout, M., Kahn, R., Sanfey, A. G., and Aleman, A. (2006). Affective state
and decision-making in the Ultimatum Game. Exp. Brain Res. 169, 564–568.
doi: 10.1007/s00221-006-0346-5

Verdejo-García, A., and Bechara, A. (2009). A somatic marker theory of addiction.
Neuropharmacology 56, 48–62. doi: 10.1016/j.neuropharm.2008.07.035

Verweij, M., Senior, T. J., Domínguez, D., and Turner, R. (2015). Emotion,
rationality, and decision-making: how to link affective and social neuroscience
with social theory. Front. Psyc. 9:332. doi: 10.3389/fnins.2015.00332

Wilson, M. (2002). Six views of embodied cognition. Psychon. Bull Rev. 4, 625–636.
doi: 10.3758/bf03196322

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2020 Xu, Xiang and Huang. This is an open-access article distributed
under the terms of the Creative Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is permitted, provided the original
author(s) and the copyright owner(s) are credited and that the original publication
in this journal is cited, in accordance with accepted academic practice. No use,
distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Psychology | www.frontiersin.org 7 June 2020 | Volume 11 | Article 1028195

https://doi.org/10.1016/j.geb.2004.06.010
https://doi.org/10.1016/j.geb.2004.06.010
https://doi.org/10.1093/cercor/10.3.295
https://doi.org/10.1093/cercor/10.3.295
https://doi.org/10.1523/JNEUROSCI.19-13-05473.1999
https://doi.org/10.1523/JNEUROSCI.19-13-05473.1999
https://doi.org/10.3389/fpsyg.2013.00665
https://doi.org/10.3389/fpsyg.2017.02353
https://doi.org/10.1098/rstb.1996.0125
https://doi.org/10.1098/rstb.1996.0125
https://doi.org/10.1038/nrn3403
https://doi.org/10.1038/nrn3403
https://doi.org/10.3758/s13415-012-0092-z
https://doi.org/10.3758/s13415-012-0092-z
https://doi.org/10.1177/0956797610389191
https://doi.org/10.1177/0956797610389191
https://doi.org/10.1016/j.neubiorev.2005.07.001
https://doi.org/10.1016/j.neubiorev.2005.07.001
https://doi.org/10.1146/annurev-psych-120709-145346
https://doi.org/10.1146/annurev-psych-120709-145346
https://doi.org/10.1093/mind/os-IX.34.188
https://doi.org/10.1093/mind/os-IX.34.188
https://doi.org/10.2307/1914185
https://doi.org/10.1007/s00221-013-3647-5
https://doi.org/10.1007/s00221-013-3647-5
https://doi.org/10.1162/089892902317361877
https://doi.org/10.1073/pnas.0406666101
https://doi.org/10.1111/j.1467-8721.2006.00448-x
https://doi.org/10.1111/j.1467-8721.2006.00448-x
https://doi.org/10.1037/a0015574
https://doi.org/10.1037/a0015574
https://doi.org/10.1177/1754073910362599
https://doi.org/10.1098/rstb.2009.0168
https://doi.org/10.1016/j.joep.2010.03.002
https://doi.org/10.1016/j.joep.2010.03.002
https://doi.org/10.1037/a0026855
https://doi.org/10.2307/40064245
https://doi.org/10.2307/1884852
https://doi.org/10.1037/h0042769
https://doi.org/10.1080/17470919.2011.605592
https://doi.org/10.1080/17470919.2011.605592
https://doi.org/10.1080/02699931.2014.925426
https://doi.org/10.1080/02699931.2014.925426
https://doi.org/10.1126/science.185.4157.1124
https://doi.org/10.1126/science.7455683
https://doi.org/10.1007/s00221-006-0346-5
https://doi.org/10.1016/j.neuropharm.2008.07.035
https://doi.org/10.3389/fnins.2015.00332
https://doi.org/10.3758/bf03196322
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fnins-14-00913 October 16, 2021 Time: 14:25 # 1

REVIEW
published: 02 September 2020
doi: 10.3389/fnins.2020.00913

Edited by:
Luis Lemus,

National Autonomous University
of Mexico, Mexico

Reviewed by:
Masataka Watanabe,

Tokyo Metropolitan Institute
of Medical Science, Japan

Varsha Singh,
Department of Humanities and Social

Sciences, Indian Institute
of Technology Delhi, India

*Correspondence:
Chunjie Wang

cjwang@hznu.edu.cn

Specialty section:
This article was submitted to

Decision Neuroscience,
a section of the journal

Frontiers in Neuroscience

Received: 16 March 2020
Accepted: 06 August 2020

Published: 02 September 2020

Citation:
Wang C (2020) A Review of the

Effects of Abacus Training on
Cognitive Functions and Neural

Systems in Humans.
Front. Neurosci. 14:913.

doi: 10.3389/fnins.2020.00913

A Review of the Effects of Abacus
Training on Cognitive Functions and
Neural Systems in Humans
Chunjie Wang*

Institute of Brain Science and Department of Psychology, School of Education, Hangzhou Normal University, Hangzhou,
China

Abacus, which represents numbers via a visuospatial format, is a traditional device to
facilitate arithmetic operations. Skilled abacus users, who have acquired the ability of
abacus-based mental calculation (AMC), can perform fast and accurate calculations by
manipulating an imaginary abacus in mind. Due to this extraordinary calculation ability
in AMC users, there is an expanding literature investigating the effects of AMC training
on cognition and brain systems. This review study aims to provide an updated overview
of important findings in this fast-growing research field. Here, findings from previous
behavioral and neuroimaging studies about AMC experts as well as children and adults
receiving AMC training are reviewed and discussed. Taken together, our review of the
existing literature suggests that AMC training has the potential to enhance various
cognitive skills including mathematics, working memory and numerical magnitude
processing. Besides, the training can result in functional and anatomical neural changes
that are largely located within the frontal-parietal and occipital-temporal brain regions.
Some of the neural changes can explain the training-induced cognitive enhancements.
Still, caution is needed when extend the conclusions to a more general situation.
Implications for future research are provided.

Keywords: abacus-based mental calculation, cognitive training, visuospatial processing, cognitive transfer,
neuroplasticity

INTRODUCTION

Research on the impacts of cognitive training on cognition and brain systems has long been of great
interest to cognitive neuroscientists over the last decades. Many cognitive training programs have
been shown to improve cognitive abilities (Diamond and Lee, 2011; Diamond, 2013). For instance,
working memory training has been suggested to improve performance in untrained working
memory (Holmes et al., 2009); video-game training has been reported to improve performance
in visual attention and executive control (Strobach et al., 2012; Belchior et al., 2013); musical
training and chess or go games playing that require a broad range of cognitive skills, have been
found associated with superior performance in multiple cognitive tasks including working memory,
executive control and reasoning (Kim et al., 2014; Benz et al., 2016; Burgoyne et al., 2016; Sala
et al., 2017). Moreover, all the above cognitive training programs have been reported to produce
functional and structural changes in the brain that may provide a neurophysiological basis for
the cognitive transfer (Klingberg, 2010; Gong et al., 2015; Benz et al., 2016; Sohn et al., 2017).
Although the findings are promising, it should be noticed that many existing training programs
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are constrained by the fact that they are conducted under
controlled laboratory settings, which may pose difficulties in
generalizing the obtained findings to broader contexts and real-
world situations (Klingberg, 2010). In addition, some recent
meta-analyses and reviews differ in their conclusions on the
beneficial effects of many training programs including working
memory training (Au et al., 2015; Melby-Lervåg et al., 2016),
video-game training (Wang et al., 2016; Sala and Gobet, 2019),
music learning (Benz et al., 2016; Sala and Gobet, 2017)
and chess playing (Sala and Gobet, 2016, 2017). To date,
the effectiveness of many existing training programs remains
inconclusive. Other interventions for improving cognitive
functions should be pursued.

Here, we focus on abacus-based mental calculation (AMC), a
specific skill utilized for mental calculations. Abacus, a traditional
calculation device that represents numbers by the visuospatial
locations of beads (Figure 1), has been widely used in Asian
countries to facilitate arithmetic operations including addition,
subtraction, multiplication, division, and even root calculations.
Importantly, skilled abacus players can perform fast and accurate
arithmetic operations not only with the use of a physical abacus
but also by the manipulation of an imaginary abacus in the
mind (Frank and Barner, 2012). This skill is called AMC, which
can be acquired through intensive training. During the training,
students are first instructed to memorize the verbal principles of
abacus operations; then they are trained to perform calculations
by operating beads on a physical abacus; after long-term practice,
they can get rid of the use of a physical abacus and learn to
manipulate imaginary abacus beads in their minds by moving
fingers in the air; finally, they are able to perform AMC as fast as
possible without actual finger movements. Moreover, the abacus
teachers can adjust the difficulty levels of the arithmetic practice
in a step-by-step manner to help students gradually develop a
high level of AMC capacity. For instance, AMC beginners are
instructed to solve relatively easy arithmetic problems such as
a list of 3 one-digit numbers, while experienced AMC users are
trained to solve very complicated arithmetic problems such as a
list of 10 four-digit numbers. Such an adaptive training on AMC
can continuously challenge many cognitive processes, which may
thus exert transfer effects to other cognitive abilities.

Recently, an increasing number of psychological studies have
investigated the potential cognitive benefits of AMC training,
suggesting that AMC training may be a promising tool in
promoting cognition (Stigler, 1984; Miller and Stigler, 1991;
Hanakawa et al., 2003; Chen et al., 2006; Lee et al., 2007; Ku
et al., 2012; Tanaka et al., 2012; Yao et al., 2015; Wang et al., 2015,
2019; Weng et al., 2017; Zhou et al., 2019). Moreover, similar
to other cognitive training programs, AMC training has been
also found to produce functional and structural changes in the
brain that may account for behavioral improvements in cognitive
function (Hu et al., 2011; Wang et al., 2017; Weng et al., 2017;
Zhou et al., 2019, 2020). Considering that the AMC training
can be easily applied in school setting and daily life, it may
show more advantages in promotion and application than many
cognitive training programs constrained by a laboratory setting.
Thus, findings in this field may be of great help for designing
more practical cognitive interventions. However, before a more

extended use that can be introduced into practice, we need to have
a clearer and more systematic understanding of the cognitive
and neural plasticity induced by AMC training. Additionally,
although findings in this field are promising, a number of
important issues remain uninvestigated. Therefore, this review
study aims to provide an updated overview of the published
works in this field to discuss the impacts of AMC training on
cognitive functions and neural systems in humans, and to provide
implications for future research.

COGNITIVE PLASTICITY

Mathematics
Mathematics has been considered as one of the most basic
cognitive skills in numerate societies. Of particularly,
mathematics at early period has been found to predict one’s
future developmental outcomes including academic success
(Hafer et al., 2002), career aspirations (Shapka et al., 2006) and
economic incomes (Joensen and Nielsen, 2009). As pointed out
in the introduction, AMC is an overlearned mental arithmetic
skill based on manipulating beads on an imaginary abacus.
Thus, it is reasonable to speculate that AMC training may lead
to behavioral improvements in mathematics, especially in the
arithmetic ability.

For instance, Hatano et al. (1977) reported that adult experts
in AMC could mentally solve arithmetic problems involving
numbers of more than 10 digits within seconds, which was
far better than that of average control subjects. Similarly, child
experts in AMC were reported to outperform their peers in
various arithmetic computation problems (Stigler, 1984; Stigler
et al., 1986; Amaiwa and Hatano, 1989; Chen et al., 2006).
Several studies examined the processing mechanism of AMC and
found that arithmetic performance of non-experts were highly
disrupted by verbal distractors, while arithmetic performance
of AMC experts was less affected by verbal distractors and
much more affected by visuospatial distractors (Hatano et al.,
1977; Frank and Barner, 2012). The authors concluded that the
arithmetic advantages of AMC users were likely attributed to the
implementation of a visuospatial imaginary strategy.

Notably, participants in these early studies were often
self-selecting and highly motivated learners, who might be
especially predisposed to perform arithmetic computations using
a visuospatial strategy. This raises a question about whether AMC
training is helpful for ordinary students in a standard classroom
setting, or it is just suited to highly motivated individuals
such as students with relatively high visuospatial skills. To
address this issue, Barner et al. (2016) conducted a longitudinal
training program in which 190 primary school students were
randomly assigned into two groups who had received either 3
years AMC training or similar amounts of additional standard
math curriculum. After 3 years of training, the study found
significant improvements due to AMC training on a number
of arithmetic measures, indicating that AMC training can be
effectively implemented in standard classroom settings that can
serve broad and representative groups of school-age children.
Moreover, consistent with the hypothesis that AMC might be
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FIGURE 1 | An addition example (256371 + 522613 = 778984) on the physical abacus. (A) A physical abacus that has not been operated. Dividing the upper and
lower portion of the device is a horizontal bar called a beam. The beads below the beam are called earth beads, while the beads above the beam are called heaven
beads. (B) The number 256371 is represented by the white beads on the abacus. One heaven bead represents a value of five when it is pushed down, and one
earth bead represents a value of one when it is pushed up. (C) When adding 256371 to 522000 for the first step, the gray beads are pushed up and down with both
hands simultaneously. The blue arrows mean operations with the left hand, while the red arrows mean operations with the right hand. (D) The second step of
addition is adding the intermediated result to 613. The result 778984 is represented by both the white and gray beads.

more beneficial to children with relatively high visuospatial
skills, the study found that the effects of AMC training on
arithmetic performance were significantly mediated by individual
differences in visuospatial working memory at the beginning
of AMC training.

In addition to the beneficial effects on arithmetic computation,
two recent studies have claimed that AMC training may lead to
behavioral improvements in visuospatial mathematical problems
solving, given the visuospatial feature of AMC operations (Wang
et al., 2015; Weng et al., 2017). For instance, in a previous study
of Wang et al. (2015), 70 primary school students were divided
into two groups who had received either 3 years AMC training or
similar amounts of additional standard math curriculum. They
found that AMC-trained children performed better than the
control children not only on arithmetic computation problems,
but also on visuospatial mathematical problems solving. The
authors speculated that intensive training on manipulating an
imaginary abacus might promote the construction and formation
of visuospatial mental images, through which the training might
generate a transfer effect to visuospatial mathematical problems
solving. The findings have been replicated by a recent study with
a larger sample size (Weng et al., 2017).

Working Memory
Working memory is a multi-component system that supports the
online storage and manipulation of task-relevant information.

It provides a framework to support a wide range of cognitive
activities such as language processing, problem solving and
mathematics (Kane et al., 2007; Alloway and Alloway, 2010;
Huettig and Janse, 2015). According to Baddeley’s theory,
working memory includes three key components, namely
visuospatial sketch, phonological loop, and central executive
(Baddeley, 2012). Although AMC training is not originally
designed as a working memory training program, many
researchers argue that the operational processes of AMC involve
multiple components of working memory and may thus exert a
transfer effect (Lee et al., 2007; Dong et al., 2016; Wang et al.,
2019; Zhou et al., 2020).

The visuospatial sketchpad refers to temporary storage of
visual and spatial information. Functioning of this storage system
is often assessed by simple span tests. As AMC operations involve
temporary storage of imaginary beads in different visuospatial
locations, AMC training may especially affect the visuospatial
sketch. Several studies confirmed this hypothesis. For instance,
Lee et al. (2007) and Chen et al. (2011) separately reported that
children with 1 year AMC training performed better than their
peers on different visuospatial memory span tests. Kamali et al.
(2019) found that experienced AMC children (more than 3 years
AMC training) showed an advantage over novices (less than half
year AMC training) on three different visuospatial span tests.
Bhaskaran et al. (2006) conducted a longitudinal study in which
100 primary school students received either 2 years AMC training
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or similar amounts of additional standard math learning. After
training, the study found larger improvements on visuospatial
span tests in the AMC group relative to the controls. All these
studies indicate that AMC training may exert a transfer effect to
the visuospatial sketchpad.

The phonological loop refers to temporary storage of
phonological and auditory information. Regarding effects of
AMC training on the phonological loop, several early studies have
consistently reported that AMC experts exhibited higher digit
spans than non-experts (Hatano and Osawa, 1983; Hatta et al.,
1989; Tanaka et al., 2002). For instance, Hatano and Osawa (1983)
showed that mean forward digit span of AMC experts was around
15, while for non-experts the digit span was about 7. Notably,
the study also reported that digit span of AMC experts was more
affected by concurrent visuospatial distractors while digit span of
non-experts was more affected by concurrent verbal distractors.
The authors concluded that AMC experts might have developed
a visuospatial representation of numbers to expand their digit
memory capacity. Subsequently, Hu et al. (2011) found that
children with 3 years AMC training performed better than their
peers in both digit and letter forward spans, indicating that the
AMC training effects on phonological loop may be not limited to
numerical information. Moreover, the advantage in letter forward
spans has been replicated in two recent longitudinal studies
examining the effects of 20-days AMC training on young adults
(Dong et al., 2016; Zhou et al., 2020). During AMC training,
students are usually instructed to memorize the verbal principles
of abacus operations before they learn to perform calculations
by manipulating a physical abacus. In addition, sequences of
digits are often presented orally by abacus teachers. AMC learners
need to continuously update the phonetic input of intermediate
numbers, and then translate the phonetic representations of
numbers into the visuospatial formats. Moreover, verbal retrieval
of abacus principles is often involved to aid to visuospatial
processing during AMC operations. These cognitive processes
may gradually exert a transfer effect to the phonological loop.
However, it remains unclear whether this beneficial effect could
go beyond a placebo effect due to the lack of a comparable
active control group.

The central executive control is a domain-general attentional
control system interacting with the two storage systems. It
includes three core components, namely memory updating,
inhibition and mental-set shifting (Miyake et al., 2000). Given
that AMC involves continuously updating of intermediate
imaginary beads (Frank and Barner, 2012), AMC training may
facilitate the memory updating ability. Consistent with this
conjecture, Dong et al. (2016) found that 20 days AMC training
improved visuospatial n-back performance in young adults.
However, the study utilized a passive control group that could
not rule out confounds from placebo effects. Importantly, Wang
et al. (2019) also found positive effects of AMC training on
visuospatial n-back performance when using an active control
group, indicating that the transfer effect on memory updating
can go beyond placebo effects. Moreover, previous work has
suggested that AMC training enables users to simultaneously
operate imaginary beads in different locations (Stigler, 1984).
Thus, AMC training may enhance the shifting efficiency between

different contexts and then exert a cognitive transfer to mental-
set shifting. Two recent longitudinal studies confirmed this
hypothesis by reporting that children with 3 or 5 years of
AMC training performed better than active control groups in
mental-set shifting tasks (Wang et al., 2015, 2017). Notably, both
the n-back and mental-set shifting tasks in the above studies
used visuospatial stimuli. It remains unclear whether similar
effects are present for other stimuli such as phonological stimuli.
Furthermore, there is another study reporting better response
inhibition performance in AMC-trained children than their peers
(Na et al., 2015). However, given that the central executive
components are moderately correlated with one another (Miyake
et al., 2000), the advantage in one central executive component
may be driven by an advancement in another central executive
component. Thus, a single task measure in one study is not
enough to draw a clear conclusion. Future study should conduct
a battery of cognitive tasks to address the effects of AMC training
on each central executive component more rigorously.

Numerical Magnitude Processing
The ability to efficiently process numerical magnitudes has long
been considered as a cognitive foundation for the development
of complex mathematics including arithmetic ability (Holloway
and Ansari, 2009; Bartelet et al., 2014). Deficits in numerical
magnitude processing are often observed in individuals with
mathematical learning disabilities (Rousselle and Noël, 2007).
Considering AMC users’ extraordinary gains in arithmetic
ability, a question worth exploring is whether this arithmetic
advantage is accompanied by an advancement in basic numerical
magnitude processing.

A previous study by Yao et al. (2015) found that children
with 2 years of AMC training performed better than their peers
in a numerical magnitude comparison task, while there was
no significant group difference in a physical size comparison
task. This result suggests that AMC training has the potential
to enhance efficiency in numerical magnitude processing but
not in physical size processing. Besides, Wang et al. (2013)
designed a numerical Stroop paradigm and found that compared
to the controls, children with 3 years of AMC training were
less affected by physical size information when they processed
numerical magnitude information intentionally, while they
were more affected by numerical magnitude information when
they processed physical size information intentionally. These
findings suggest that AMC-trained children are more able to
access numerical magnitudes from numerical symbols both
intentionally and automatically. According to several previous
studies (Stigler et al., 1986; Miller and Stigler, 1991; Frank and
Barner, 2012; Donlan and Wu, 2017), AMC users have been
reported to be able to incorporate two types of symbolic number
representations – visuospatial and phonological representations
of numbers, and thus gain a more abstract and flexible
understanding of numerical magnitudes. It is possible that a
deeper understanding of numerical magnitudes endows AMC
users with greater efficiency in accessing numerical magnitude
from number systems both intentionally and automatically.
Recently, Cui et al. (2020) found that AMC-trained children
performed better than the controls in both number comparison
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and arithmetic tasks. The group differences remained significant
after controlling for performance in a variety of cognitive tasks
including visual perception, visuospatial processing, processing
speed, working memory, language, attention, and general
intelligence, indicating that the group differences could not
be fully explained by differences in other cognitive abilities.
Moreover, a mediation analysis showed that individual numerical
magnitude processing partially mediated the group difference
in arithmetic performance. These findings indicate that AMC
training may directly enhance basic numerical magnitude
processing efficiency, through which the training may contribute
to arithmetic development.

Although the findings are very promising, the cross-sectional
designs and passive control groups in the above three studies
had resulted in limit meaningful conclusions. Further research
with longitudinal designs and active control groups is needed to
validate these findings.

Fluid Intelligence
Fluid intelligence, which refers to the ability to reason and solve
novel problems without the use of previously acquired skills
and knowledge (Carpenter et al., 1990), is considered as one of
the most important predictors for a wide variety of cognitive
tasks (Gray and Thompson, 2004). Given the above positive
findings of AMC on mathematics and working memory, and the
fact that these two cognitive abilities are closely related to fluid
intelligence (Unsworth and Engle, 2005; Primi et al., 2010), an
intriguing question worth exploring is whether AMC training has
the potential to improve fluid intelligence.

A previous study by Irwing et al. (2008) conducted an AMC
training program in a large sample of 3185 children between
7 and 11 years. The AMC group received 34 weeks of AMC
training while the control group received no training. After
training, the Raven intelligence performance was significantly
improved in the AMC group as compared to the control
group. It has been suggested that Raven’s Progressive Matrices
is largely a mathematical problem solving test in design format,
which requires the application of several mathematical rules
involving addition, subtraction and geometrical progression
(Carpenter et al., 1990). Hence, the authors interpreted that AMC
training gains in mathematical ability might indirectly improve
performance on the Progressive Matrices test. However, this
study did not include an active control group with alternative
cognitive activities. While the use of a passive control group
could eliminate test-retest effects, there was a possibility that
the observed positive effect was accounted for by a placebo
effect (Shipstead et al., 2012). Recently, Wang et al. (2019)
conducted a 5 years longitudinal study in a sample of 144 primary
school children. The participants were randomly divided into
two groups who either received AMC training from the 1st to
the 6th grade or received similar amounts of additional standard
math learning. Although the calculation ability of AMC-trained
children was far better than that of the control children, no
significant group difference was found on the Raven’s intelligence
scores. Thus, the effect of AMC training on fluid intelligence
appears to not go beyond a placebo effect.

To date, although many studies have shown that cognitive
training can improve performance in a variety of cognitive tasks
(Diamond and Lee, 2011; Au et al., 2015; Benz et al., 2016),
many other fail to replicate these positive effects, especially when
it comes to improving domain-general cognitive abilities (far
transfer) (Redick et al., 2013; Melby-Lervåg et al., 2016; Sala
and Gobet, 2019). Of particularly, regarding the far transfer to
fluid intelligence, existing evidence from many recent cognitive
training studies (Redick et al., 2013; Thompson et al., 2013;
Melby-Lervåg et al., 2016; Sala and Gobet, 2019), including
AMC findings in the study of Wang et al. (2019), indicate very
limited cognitive transfer. Thus, AMC training may be another
example of cognitive training that shows benefits only in tasks
tightly related to the trained tasks (near transfer). However, given
that only a Raven test was utilized in prior AMC research to
address potential far transfer (Irwing et al., 2008; Wang et al.,
2019), further study is warranted. Like the work by Redick et al.
(2013), future study should conduct a battery of cognitive tests
comprising multiple measures of fluid or crystallized intelligence,
reading comprehension, attention, verbal working memory,
multitasking, perceptual speed, and more to address far transfer
issues of AMC training more comprehensively.

NEURAL PLASTICITY

The brain is not a static structure. An increasing number of
neuroimaging studies have suggested the notion that cognitive
training can result in substantial changes in functional activity
and structure of the brain, which may contribute to cognitive
benefits in the trained and untrained tasks (Klingberg, 2010;
Gong et al., 2015; Benz et al., 2016; Sohn et al., 2017).
AMC, a specific skill learning that involves the co-activation
of multiple brain regions (Hanakawa et al., 2003; Chen et al.,
2006; Ku et al., 2012), can also produce functional and structural
changes in the brain that may account for AMC-related
cognitive enhancements.

Frontal-Parietal Regions
Frontal-parietal regions have been consistently reported to be
activated by AMC operations (Hanakawa et al., 2003; Chen et al.,
2006; Wu et al., 2009). Besides, AMC training has been found
to induce functional changes in the frontal-parietal regions that
may account for behavioral improvements in multiple cognitive
abilities (Tanaka et al., 2012; Dong et al., 2016; Wang et al., 2017,
2019; Zhou et al., 2019, 2020).

Several research groups have utilized neuroimaging methods
such as positron emission tomography and functional magnetic
resonance imaging (fMRI) to examine brain regions engaged in
AMC operations (Hanakawa et al., 2003; Chen et al., 2006; Wu
et al., 2009; Ku et al., 2012; Du et al., 2013). All these studies
indicate that AMC operations activate a bilateral frontal-parietal
network that serves as the core substrate of visuospatial working
memory, while conventional calculations rely on a language-
related brain network including the Broca’s area. These findings
are consistent with early psychological studies (Hatano and
Osawa, 1983; Stigler, 1984; Hatano et al., 1987), suggesting that
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a visuospatial imaginary strategy has been developed by AMC
training. Tanaka et al. (2002) further examined neural correlates
underlying short-term digit memory in AMC experts. Similarly,
they found that AMC experts activated the bilateral frontal-
parietal brain regions that were considered as a visuospatial
working memory network, while the non-experts recruited
a language-related brain network including the Broca’s area.
This study provides clear neurophysiological evidence that
AMC experts can use a visuospatial representation of numbers
for digit memory retention. It may be more efficient for
AMC experts to maintain and manipulate numbers using a
visuospatial representation than using a traditional phonological
representation, and the bilateral frontal-parietal network may
play a key role in these cognitive processes.

Notably, the conclusions of the above studies were made
based on a direct comparison between AMC users and their
peers. Although the activation differences could be explained by
the employment of different behavioral strategies for the two
groups, pre-training individual differences might have affected
the results. Interestingly, a longitudinal fMRI study by Tanaka
et al. (2012) addressed this issue more clear by examining
recovery-related brain activity in an AMC user with a right
hemispheric brain lesion. The participant had received 3 years
of AMC training at an abacus school. After training, she kept
using AMC in everyday activities, and became a finalist at
a domestic abacus competition. In July 2009, the participant
suffered from a right hemispheric infarct in the anterior and
middle cerebral arteries. 6 months after her stroke, she reported
that, although her knowledge of basic arithmetic facts and
related operations of a physical abacus were intact, she could
not use the visuospatial imaginary strategy for either mental
arithmetic or digit memory. The first fMRI scanning was
conducted at that time. Language-related brain activity including
the Broca’s areas were observed during both mental arithmetic
and digit memory tasks. Thirteen months after her stroke,
she reported that she was able to shift the mental arithmetic
strategy from linguistic to visuospatial representations, and
her superior capacity for digit memory recovered. Then a
second fMRI session was conducted. Interestingly, visuospatial-
related brain areas including the bilateral frontal-parietal
network were activated during both mental arithmetic and digit
memory tasks. These findings extend previous cross-sectional
studies and highlight the importance of the bilateral frontal-
parietal network in AMC users’ superior arithmetic ability
and digit memory.

It has been proposed that training of a certain neural
circuit may lead to near transfer gains to other tasks that
engage this circuit (Dahlin et al., 2008). Given the importance
of the frontal-parietal network in AMC (Tanaka et al., 2002;
Hanakawa et al., 2003; Chen et al., 2006), it is interesting to
explore whether AMC training leads to functional plasticity
in the frontal-parietal regions that may underlie near transfer
to other cognitive abilities. In a longitudinal study by Dong
et al. (2016), young adults were divided into two groups who
had received either 20 days AMC training or no training.
After training, activation of the frontal-parietal network during
a n-back task decreased significantly in the AMC group but

not in the controls. Moreover, the activation decreases were
correlated with behavioral gains in the n-back task in the AMC
group. In the literature, training-induced activation decreases
have been suggested to be accounted for by enhanced neural
efficiency in brain regions that are sensitive to cognitive training
(Dux et al., 2009). It is thus plausible to speculate that
frequent involvements of the frontal-parietal regions during
training lead to enhanced neural efficiency of these areas,
which may in turn facilitate memory updating. Similar results
have been observed in another study (Wang et al., 2017).
This study found that activation of the frontal-parietal network
during a mental-set shifting task decreased significantly in
the AMC-trained children, while activation in similar brain
regions increased in the controls. Additionally, better mental-set
shifting performance was correlated with lower frontal-parietal
activation in the AMC-trained children but was associated
with greater frontal-parietal activation in the controls. These
findings provide further evidence that neural processes in
the frontal-parietal regions may become more efficient as a
function of AMC training. Prior work has reported that memory
updating and mental-set shifting are moderately correlated with
each another, indicating some common cognitive substrates
between the two processes (Miyake et al., 2000). It is possible
that the frontal-parietal regions serve as the common neural
substrate of the two cognitive functions, and AMC training may
improve both cognitive functions by enhancing neural efficiency
of these regions.

Moreover, a recent study examined effects of AMC training
on brain activation in a n-back task in children and reported
an interesting Load-by-Group interaction (Wang et al., 2019).
While lower activation of the frontal-parietal network in the
AMC group relative to the controls was found at low memory
loads, greater activation in similar regions in the AMC group
than the controls was found at high memory loads. The authors
speculated that the decreased activation at low memory loads
might relate to more efficient neural processes during low
cognitive-demanding tasks while the increased activation at
high memory loads might be associated with an increasing
ability to perform high cognitive-demanding tasks. Additionally,
activation differences in the frontal regions were mostly seen
at high memory loads while activation differences in the
parietal regions were seen at both low and high memory
loads. Thus, AMC-induced functional changes of the frontal
region may be more pronounced when cognitive loads are
high; in contrast, the parietal region may be the region
where functional changes can be detected with tasks of low
cognitive loads. Taken together, these findings suggest that
functional changes following AMC training may be partly
load-dependent.

Brain regions simultaneously activated in a given cognitive
task are often functionally connected during resting-state
(Sala-Llonch et al., 2012). Moreover, individual differences
in task-induced brain activation can be partly predicted by
individual differences in resting-state functional connectivity
of same brain regions (Mennes et al., 2011). Given that
prior research has consistently reported that AMC training
induces activation changes in the frontal-parietal regions,
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Zhou et al. (2020) further examined whether AMC training
would affect resting-state functional connectivity within the
same brain regions. The study focused on three frontal and
parietal regions that showed AMC-induced activation changes
in a mental arithmetic task. Interestingly, after 20 days of
AMC training, the average functional connectivity strength
within the three brain regions were increased significantly in
the AMC group while it remained stable in the controls,
suggesting that AMC training may enhance the spontaneous
communication within the frontal-parietal network. Further
analysis showed that the increased functional connectivity in
the AMC group was primarily driven by increased functional
connectivity between the bilateral superior parietal lobules.
This result is consistent with the findings by Wang et al.
(2019), suggesting that the parietal regions may show functional
changes that can be easily detected with tasks of low
cognitive loads, even in the absence of task (e.g., resting-
state). Additionally, a positive correlation between forward
letter span and bilateral parietal functional connectivity was
found in the AMC group at post-training session, but not
in the controls. Given the functional role of superior parietal
lobules in information maintenance (Koch et al., 2005), the
beneficial effects on letter memory spans might be accounted
for by enhanced neural communication between the bilateral
parietal regions.

Occipital-Temporal Regions
Apart from the frontal-parietal brain regions, the occipital-
temporal regions have been also demonstrated to be involved
in AMC operations (Hanakawa et al., 2003; Chen et al., 2006;
Zhou et al., 2019). Moreover, long-term AMC training has been
reported to produce structural and functional changes in the
occipital-temporal regions that may explain training-induced
cognitive benefits (Hu et al., 2011; Li et al., 2013; Weng et al.,
2017; Zhou et al., 2019).

Hanakawa et al. (2003) reported that AMC operations in
adults were associated with enhanced involvement of neural
resources in the fusiform gyrus, which is an integral part of
the ventral occipitotemporal junction. Moreover, activity of the
fusiform gyrus was significantly correlated with the size of
numerals involved in AMC operations. Given the functional role
of the fusiform gyrus in the encoding and retrieval of figurative
properties of visuospatial representations (Mellet et al., 1996),
the authors speculated that this region might play a critical
role in the visuospatial-dependent encoding and retrieval of
imaginary abacus. Similarly, Chen et al. (2006) found that AMC
operations in children were related to enhanced activation in
the posterior temporal regions including the fusiform gyrus,
providing further evidence that this brain region may be utilized
to visually represent the imaginary abacus. The activation could
not be simply attributable to basic perception of the visual
number form, for similar activation was observed during an
auditory AMC task.

Importantly, using voxel-based morphometry (VBM), Li et al.
(2013) found that children with 3 years AMC training exhibited
significantly smaller gray matter volume in the fusiform gyrus
than the control children. This result provided further insight

into the AMC-induced neural plasticity, for changes in brain
morphology could be seen as one of the strongest evidences for
the training-induced neural plasticity. The authors interpreted
that gray volumes decrease in the fusiform gyrus were likely a
consequence of neural pruning induced by frequent engagement
of this region in encoding and retrieval of the imaginary
abacus. Moreover, using diffusion tensor imaging (DTI), Hu
et al. (2011) found that children with 3 years AMC training
showed enhanced white matter fractional anisotropy in the
occipitotemporal junction, a key pathway linking the fusiform
gyrus and various cortical and subcortical regions. Additionally,
individual differences in the white matter tracts were found
positively correlated with children’s forward digit spans. Thus,
long-term AMC training may enhance the integrity in white
matter tracts related to encoding and retrieval of visuospatial
information, which may contribute to digit memory retention
using a visuospatial format.

Several recent fMRI studies have reported that the activation
patterns in the occipital-temporal regions during untrained
visuospatial working memory tasks were changed after AMC
training (Dong et al., 2016; Wang et al., 2019; Zhou et al., 2019).
For instance, a previous study by Dong et al. (2016) found
that 20 days of AMC training on young adults not only led to
activation decreases in frontal-parietal regions but also led to
decreases in the occipitotemporal junction during a visuospatial
working memory task. Moreover, activation decreases in the
occipitotemporal junction were significantly correlated with
performance gains of the n-back task in the AMC group. It
was speculated that the frequent involvements of visuospatial
encoding of numbers during AMC training might enhance
neural processing efficiency of the occipitotemporal junction,
which might enable the participants to perceive visuospatial
information more efficiently.

Recently, accumulating evidence indicates that the human
brain is topologically organized as a complex network (Rubinov
and Sporns, 2010; Wang et al., 2020). Utilizing graph theory,
Weng et al. (2017) examined effects of AMC training on resting-
state network properties across the whole brain, and found
that children with 1 year AMC training showed higher local
efficiency or nodal degree in the right fusiform gyrus and
bilateral superior occipital gyrus that are thought to be the
primary neural substrates of visual processing. Additionally,
local efficiency of the fusiform gyrus was found positively
correlated with mathematical performance in AMC-trained
children but not in the controls. Given the functional role
of the visual cortical areas in visuospatial encoding (Engel
et al., 1994; Malach et al., 1995), Li et al. (2013) argue that
numbers may be transformed into a super-modal form of an
imaginary abacus through the visual cortical areas especially
the fusiform gyrus and then transmitted to high-order brain
regions such as the frontal-parietal network for AMC operations.
These processes may improve the capabilities of information
transmission and processing of these visual-related brain areas
in the whole functional brain network and in turn facilitate
mathematical performance.

Taken the above studies together, there may be some
coherence between functional and structural changes in the
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occipital-temporal regions that may ultimately drive AMC-
related cognitive enhancements. Further study is warranted to
verify this speculation.

CONCLUSION AND FUTURE
DIRECTIONS

In summary, our review suggests that AMC training has the
potential to improve cognitive abilities including mathematics,
working memory and numerical magnitude processing.
Considering that the operational processes of AMC require the
integration of multiple cognitive processes including retrieval
of abacus principles, math facts, number representation, and
maintenance and manipulation of intermediate results (Stigler,
1984; Hanakawa et al., 2003; Frank and Barner, 2012), the
positive effects of AMC on the above cognitive abilities may be
attributed to a near transfer effect. Despite the few studies that
investigated neural effects of AMC training, the findings indicate
that AMC training produces functional and structural changes
in the brain that are largely located in the frontal-parietal and
occipital-temporal regions. Given that the frontal-parietal and
occipital-temporal brain regions have been consistently reported
to be activated by AMC tasks (Hanakawa et al., 2003; Chen et al.,
2006; Ku et al., 2012; Zhou et al., 2019), AMC training may lead
to near transfer effects to other cognitive tasks by impacting
these brain regions. Additional evidence comes from several
studies reporting that some of the AMC-related neural changes
can be linked to training-related cognitive enhancements.
These promising findings will be of great help for designing
more effective cognitive interventions. In the following, we
concluded with some considerations and directions for future
research in this field.

First, experimental designs should be optimized in future
AMC studies. Although previous AMC findings are promising,
many AMC studies face methodological shortcomings that may
cause too many possible confounds to allow the findings to
be meaningfully interpreted. For example, many AMC studies
utilized a single task measure to examine potential transfer
effects. However, if one wishes to demonstrate the effectiveness
of cognitive training on a cognitive ability, it is not enough
to show enhancements on a single task measure. There are
many factors unrelated to the targeted cognitive ability that
may lead to behavioral improvements (Green et al., 2014). By
contrast, if the training can improve performance on multiple
task measures assessing the targeted cognitive ability and if
the training effects remain significant after controlling for
other cognitive performance, this will constitute much stronger
evidence that the training indeed improves this cognitive ability.
Besides, many AMC studies have utilized cross-sectional designs.
Although the findings may be suggestive of a possible link
between AMC training and cognitive ability, such designs cannot
rule out confounds from pre-existing differences and do not allow
causal inferences to be drawn. Moreover, other methodological
limitations such as small sample sizes and the use of passive
control groups may artificially inflate the overall effect of
cognitive training (Sala and Gobet, 2019). Thus, future research

should include a large battery of cognitive tasks, longitudinal
designs with both pre- and post-training, large sample sizes, and
at least one active control group to address the effects of AMC
training more rigorously.

Second, potential factors that may moderate AMC training
outcomes should be further scrutinized. Through the review
about previous AMC studies, we have found that AMC-related
cognitive or neural plasticity in children usually occurs after 1–
5 years of AMC training (Lee et al., 2007; Chen et al., 2011;
Weng et al., 2017; Wang et al., 2019). Notably, most past studies
(Hu et al., 2011; Li et al., 2013; Wang et al., 2015; Barner et al.,
2016; Kamali et al., 2019) have detected cognitive benefits or
neuroplasticity after 3 years of AMC training – the amount of
time when typical children can complete most existing AMC
curricula. It seems that 3 years of AMC training may be the
ideal period to produce cognitive benefits or neuroplasticity in
children. However, more evidence is warranted to verify this
speculation. Future research should compare training programs
with different AMC training lengths to address this issue more
rigorously. Moreover, two recent studies reported that training on
AMC for as few as 20 days could improve working memory and
alter the underlying neural correlates in young adults (Dong et al.,
2016; Zhou et al., 2020). It seems that young adults spend shorter
time in acquiring AMC-related cognitive and neural plasticity
as compared to children. Given that the neural substrates
supporting many cognitive functions are still developing until
late childhood and adolescence (Giedd, 2004; Fair et al., 2007),
it is possible that such cognitive or neural development during
childhood may have buffered the effect of AMC training. Further
research engaging similar AMC training in different age groups
is needed to examine whether age would moderate AMC training
outcomes. Furthermore, several other factors such as gender
(Neubauer et al., 2010; Rojiani et al., 2017) and pre-existing
individual differences (Bellander et al., 2011; Studer-Luethi et al.,
2012) have been also identified as critical mediators for behavioral
or neural effects of many cognitive interventions. Future studies
should also consider whether and how these factors would
mediate AMC training outcomes. Investigation of these factors
would bring us a more complete understanding of the cognitive
or neural plasticity induced by AMC training, and would help
researchers design specific training programs that directly target
particular cognitive abilities at an individual level.

Third, comparisons between AMC training and other
cognitive training programs should be considered for future
AMC research. Although several AMC studies have utilized
active control groups in which participants were engaged
in similar amounts of additional standard math curriculum
and found beneficial effects of AMC training in boosting
cognitive functions, we do not know whether AMC training
shows advantages when compared to other cognitive training
programs. For instance, both AMC and musical training are
promising means to improve multiple cognitive abilities, and
can be easily applied in school setting and daily life. However,
no research has compared the effects of AMC and musical
training on cognitive functions. Interestingly, we have noticed
that AMC relies on the bilateral frontal–parietal regions that
serves as the core substrate of visuospatial working memory
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(Hanakawa et al., 2003), while music recruits many brain
regions related to phonological working memory and language
processing (Koelsch et al., 2002). Hence, AMC training may
have a greater impact on visuospatial working memory than
musical training, while musical training may be more sensitive
to phonological working memory than AMC training. Further
research is needed to verify this speculation. Investigation of this
question would bring us a better understanding of the effects
of AMC training.

Fourth, the neural mechanisms by which AMC training
may improve cognition remain largely unexplored, although the
number of studies that have tried to identify these mechanisms
has increased dramatically during the past decades. For instance,
in contrast to extensive AMC studies examining the neural
correlates of mathematics and working memory, relatively few
AMC studies have examined neural underpins of numerical
magnitude processing efficiency. Besides, most previous studies
have focused on AMC-induced functional plasticity. Only two
studies have investigated AMC-induced structural plasticity
(Hu et al., 2011; Li et al., 2013) and no research has tested
possible associations between functional plasticity and structural
plasticity induced by AMC training. Moreover, most prior AMC
studies have focused on isolated brain regions. Knowledge is
still lacking regarding effects of AMC training on large-scale
brain networks that may indicate massive changes in brain
systems. Although two recent AMC studies examined resting-
state functional connectivity (Weng et al., 2017; Zhou et al.,
2020), they focused simply on task-free brain functional state
and did not examine integration and interaction among large-
scale brain networks. Investigation of large-scale brain network
architecture during specific tasks may bring us a more complete
understanding of the neural mechanisms underlying AMC-
related cognitive transfer. Furthermore, existing AMC studies
have mainly utilized unimodal approaches to investigate the
neural plasticity. Although single imaging method can detect
potentially important variations in the brain, each imaging
modality has its own technical or physiological limits. Integration
of different imaging modalities such as the integration of fMRI
and simultaneous electroencephalography can help alleviate
the limitations and yield a more complete understanding of
the spatiotemporal dynamics of brain activity that ultimately
drive cognition and behavior (Mulert et al., 2004). Therefore,
combining multimodal data should be an important aspect of
future AMC research.

Finally, effects of AMC training on special populations
should be another important trend for future AMC research.

Previous AMC studies have focused mainly on typical developing
children and healthy adults. It remains unclear whether AMC
training is helpful for special populations. For instance, children
with mathematical learning disabilities often have difficulty
in accessing numerical magnitude from numerical symbols
(Rousselle and Noël, 2007; Iuculano et al., 2008). Interestingly,
children with AMC training have been reported to be more
able to access numerical magnitudes from numbers than their
peers (Wang et al., 2013). Therefore, AMC training may be
helpful in enhancing numeral-magnitude association in children
with mathematical learning disabilities, and thus improve their
overall mathematical performance. Moreover, during the past
decades, physical abacus has been utilized as a computational
aid for arithmetic operations in blind persons (Gissoni, 1963).
AMC courses have been also introduced into the school math
curriculum for blind children in many Asian countries (Becker
and Kalina, 1975) and have been reported to be effective
for overcoming many arithmetic computational problems
encountered by the blind (Nolan and Morris, 1964). Thus, it is
also interesting to explore whether AMC training is helpful in
enhancing blind persons’ cognitive functions. Together, studies
concerning the effects of AMC training on special populations
such as children with mathematical learning disabilities and blind
children are also important and should be fruitful.

In conclusion, the current review provides a brief summary
for the existing literature about the effects of AMC training
that we believe have yielded particular insights to the field
of cognitive training. Still, a number of important issues
remain uninvestigated, and we anticipate that future studies will
solve these issues.
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Investigating cerebral hemodynamic changes during regular sleep cycles and sleep

disorders is fundamental to understanding the nature of physiological and pathological

mechanisms in the regulation of cerebral oxygenation during sleep. Although sleep

neuroimaging methods have been studied and have been well-reviewed, they have

limitations in terms of technique and experimental design. Neurologists are convinced

that Near-infrared spectroscopy (NIRS) provides essential information and can be used

to assist the assessment of cerebral hemodynamics, and numerous studies regarding

sleep have been carried out based on NIRS. Thus, a brief historical overview of the

sleep studies using NIRS will be helpful for the biomedical students, academicians,

and engineers to better understand NIRS from various perspectives. In this study, the

existing literature on sleep studies is reviewed, and an overview of the NIRS applications

is synthesized and provided. The paper first reviews the application scenarios, as

well as the patterns of fluctuation of NIRS, which includes the investigation in regular

sleep and sleep-disordered breathing. Various factors such as different sleep stages,

populations, and degrees of severity were considered. Furthermore, the experimental

design and signal processing, as well as the regulation mechanisms involved in regular

and pathological sleep, are investigated and discussed. The strengths and weaknesses

of the existing NIRS applications are addressed and presented, which can direct further

NIRS analysis and utilization.

Keywords: cerebral hemodynamics, near-infrared spectroscopy, sleep stages, sleep disorders, cerebrovascular

autonomic regulation

INTRODUCTION

The brain has a complex cerebral autoregulationmechanism which guarantees the normal function
during daily activity and nocturnal sleep. The mutual regulation of the neurons, glial cells, and
the vasculature of the brain constantly regulate the homeostasis to maintain health. Sleep, as an
essential part of physiological activity, facilitates the recovery of humans’ physical function in daily
life. Humans spend roughly one-third of their lives asleep (1). However, an increasing number of
people are undergoing sleep disorders resulting from the accelerated pace of life and the pressure
of work. Sleep disorders are associated with several morbidities as well as increased mortality (2),
affecting the functional output of the brain in terms of alertness, cognition, and mood (3), as well
as increasing the risk of cerebrovascular disease (4).
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Polysomnography (PSG), as a gold standard diagnostic test
for sleep disorders, provides multiple physiological signals
containing brain activity (electroencephalography: EEG),
eye movement (electro-oculogram: EOG), chin muscle tone
(electromyography: EMG), and oxygen saturation (peripheral
capillary oxygen saturation: SpO2). The amplitudes and/or
frequencies of these physiological signals would change with
sleep events. For instance, a specific of EEG signal rhythmicity
would be present in specific sleep stages, and the decline of SpO2

would resulted from the termination of respiration during apnea.
Even though EEG signals during sleep provided significant
information for clinical diagnosis and basic researches, the
cerebral low frequency oscillations in terms of cerebral
hemodynamics could provide supplementary information for
a better understanding of sleep neurophysiology which cannot
be detected by the EEG (5–8). Moreover, the high energy
requirements of the brain renders it more susceptible to hypoxic
conditions (9). The detection of arterial oxygen saturation may
not provide sufficient information for instantaneous detection
of apneic episodes and its effects on brain tissues. Accordingly,
investigating cerebral hemodynamic changes during sleep
contributes to the understanding of cerebrovascular regulation
mechanisms in pathological conditions associated with sleep
disorders, such as sleep apnea, and insomnia. Moreover,
understanding the similarities and differences between
physiological and pathological mechanisms can enhance
the efficiency of the treatment and reduce the complications of
these common sleep disorders.

Near-infrared spectroscopy (NIRS) as an emerging non-
invasive functional imaging technique has the capability to
detect the changes of oxygen hemoglobin (HbO2), de-oxygen
hemoglobin (HHb), and total oxygen hemoglobin (tHb)
concentrations. The low-frequency changes in HbO2, HHb, and
tHb could reflect the brain functional activity involving the
cerebral blood supply and cerebral oxygen consumption, as well
as sufficient or impaired cerebrovascular autonomic regulation.
The synchronous acquisition of EEG and NIRS provides an
opportunity to comprehensively understand brain activities in
terms of neurovascular regulation.

Based on the advantages of NIRS in detecting cerebral
oxygenation, this review focuses on the patterns of cerebral

Abbreviations: NIRS, Near-infrared spectroscopy; PSG, polysomnography; EEG,

electroencephalography; EMG, electromyography; EOG, electrooculogram; BCI,

brain-computer interface; CW, continuous-wave; FD, frequency-domain; TD,

time-domain; MBLL, modified Beer-Lambert law; fMRI, functional magnetic

resonance imaging; PET, positron emission tomography; TCD, transcranial

Doppler; HbO2, oxygen hemoglobin concentration; HHb, deoxy-hemoglobin

concentration; tHb, total hemoglobin concentration; HbD, hemoglobin difference;

StO2, brain tissue oxygen saturation; TOI, tissue oxygenation index; FTOE,

fractional tissue oxygen extraction; SaO2, arterial blood oxygen saturation; SpO2,

peripheral capillary oxygen saturation; LFO, low frequency oscillations; VLFO,

very low frequency; R&K, Rechtschaffen and Kales; AASM, American Academy

of Sleep Medicine; CBF, cerebral blood flow; CBV, cerebral blood volume; CBFV,

cerebral blood flow velocity; CMRO2, cerebral metabolic rate of oxygen; MAP,

mean arterial pressure; SDB, sleep-disordered breathing; OSA, obstructive sleep

apnea; W, wakefulness; LS, light sleep; SWS, slow wave sleep; REM, rapid eye

movement; NREM, non-rapid eye movement; CAP, cyclic alternating pattern;

CPAP, continuous positive airway pressure; NIV, non-invasive ventilation; AHI,

apnea-hypopnea index; PSD, power spectral density.

hemodynamic changes during regular sleep cycles and the
pathological conditions in patients with sleep-disordered
breathing. Even though the experimental studies in patients with
sleep-disordered are significant in further understanding of the
role of persistent or intermittent apnea in cardiovascular and
cerebrovascular injury, as well as cognitive disorders, the related
experimental design studies such as cognitive performance and
exercise tolerance for patients with sleep-disordered breathing
are beyond the scope of this article.

This review is structured as follows: the first section presents
the background of the related studies, including the physical
principles of NIRS and the potential application of NIRS in
sleep studies. The second section is dedicated to discuss the
hemodynamic signal changes during sleep state transitions
and episodic apnea/hypopnea. Then, the interpretation of
physiological and pathological mechanisms mediating sleep
transitions and apnea syndromes are introduced. Finally, the last
section is devoted to reporting the differences in the experimental
design and the signal processing methods. A future perspectives
section ends the review.

BACKGROUND

Basic Principles of NIRS
NIRS is an emerging non-invasive functional imaging technique.
It progressively gains attention owing to its relatively high
temporal resolution (ms), portability, non-invasiveness, low
cost, and relative insensitivity to subject movements. It has
been widely used in areas involving brain-computer interface
(BCI), language, motor task behaviors, psychology, cognition,
etc. Details regarding the application of NIRS have been well-
reviewed previously (10–12). The technique of NIRS is based on
the principles that human tissues are relatively transparent in the
near-infrared wavelength range (650–1,000 nm), since the main
transmission path is scattering (13). Furthermore, human tissues
have particular absorption properties that the domain absorbers,
HbO2 and HHb located in small vessels (<1mm diameter),
have varying absorption spectra (13, 14). The scattering property
in human tissues is typically 100 times larger than absorption
(15). NIRS relies on the procedure that the near-infrared light
penetrates human tissues and then the detectors obtain the
attenuated light emerging from the head. Due to the complex
scattering caused by the multi-tissue layers, the optical path-
length passing through the tissue is longer than the distance
between the source and the detector located on the surface of
the scalp. The spatial distribution of the optical path-length
exhibits banana-shaped. According to the different illuminating
types, there are three different NIRS techniques: continuous wave
(CW), frequency-domain (FD), and time-domain (TD) based
system. CW-based NIRS system is widely used due to the low cost
and portable properties. More details about the differences of the
three types of instruments were discussed in the related articles
(10, 11). The following NIRS description is mainly focused on
the CW-based system.

The attenuated light collected by detectors was converted into
the changes in HbO2 and HHb by the modified Beer-Lambert
law (MBLL). The typical changes in the cerebral hemodynamic
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response to the external stimulus or cognitive tasks underlying
neurovascular coupling mechanism is an increased HbO2

accompanied by a decreased HHb (10). The canonical pattern of
the hemodynamic response to stimulation is shown in Figure 1.
The changes in HbO2 and HHb reflect brain activity during
different physiological/pathological states or under specific brain
tasks (16). A simultaneous increase in HbO2 and a stable level
or decrease in HHb indicate that the rise of cerebral blood flow
(CBF) is larger than cerebral oxygen metabolism (17, 18). The
total hemoglobin concentration (tHb), that is, the sum of HbO2

and HHb, reflects cerebral blood volume (CBV). Thehemoglobin
difference (HbD)—the difference between HbO2 and HHb—
could reflect the intravascular oxygenation and cerebral blood
flow (19).

Excluding the straight forward assessment of cerebral
hemoglobin concentrations and derivatives, two indices of
cerebral oximetry, which are cerebral tissue oxygenation
index (TOI) and regional cerebral oxygen saturation (StO2),
could provide absolute values of the regional cerebral oxygen
saturation. The two parameters were obtained from spatially
resolved spectroscopy with multi-distance optodes (20). TOI
showed an absolute value of tissue oxygenation in percentage,
which was measured at three close distances using the diffusion
equation, reflecting cerebral oxygenation, and cerebral venous
saturation (21). StO2 can be obtained from two interoptode
distances with a short distance and a larger distance, reflecting
the amount of regional oxyhemoglobin in the unit volume of
tissue. Although the two parameters are obtained from two
distinct devices and algorithms, the values between the two
parameters are comparable and highly correlated (22, 23). The

two indices of cerebral oximetry are more concerned in the
clinical use.

Changes in cerebral hemodynamics are associated with the
autoregulatory system, spontaneous brain action, and systemic
physiological components (24). In general, the dynamic changes
in HbO2 andHHb in human cerebral tissues are contaminated by
natural oscillations of cardiac activity at frequencies of 0.6–2Hz
and respiration at frequencies of 0.15–0.6Hz (25–28). The low
frequency oscillations (LFOs)ranging between 0.06 and 0.10Hz
and very low frequency (VLFOs) ranging between 0.01 and
0.05Hz are important features of cerebral hemodynamics and
play an important role in the resting-state and activation-state
connective networks of human brain (29, 30). Additionally,
spontaneous low and very low hemodynamic oscillations (3–
150 mHz) measured with NIRS reflect the endothelial (5–20
mHz), neurogenic (20–50 mHz), and myogenic (50–150 mHz)
components of vasomotion (31).

Potential Application of NIRS in Sleep
Researches
Over the last couple of decades, functional neuroimaging has
been used to investigate neural mechanisms associated with the
generation of sleep stages and pathophysiological mechanisms
of sleep disordered (8, 32). The functional neural imaging, such
as positron emission tomography (PET), transcranial Doppler
(TCD), and functional magnetic resonance imaging (fMRI) have
provided insight into cerebral metabolism, neuronal functioning,
and vasomotor activity in terms of cerebral hemodynamics (3).
These modalities provided global and regional brain activities
during regular sleep cycles and sleep-disordered. However, they

FIGURE 1 | Simulated hemodynamics in response to stimulation. The red line and blue line represent the changes of HbO2 and HHb, respectively. The blue arrow

pointing at time 0 is the initiation of stimulation. The typical changes of cerebral hemodynamic in response to the external stimulus is an increased HbO2 accompanied

by a decreased HHb. HbO2, oxygen hemoglobin concentration; HHb, de-oxygen hemoglobin concentration.
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TABLE 1 | Comparison between neuroimaging modalities (10, 32, 34).

Technique Origin Strengths and limitations

TCD Blood circulation Strengths:

• Non-invasive;

• Low cost;

• Provide relative changes of cerebral

blood flow velocity

• Limitations:

• Only measure basal arteries;

• Low spatial resolution;

PET Biochemistry activity Strengths:

• Provide whole brain scan at high

spatial resolution;

Limitations:

• Invasive (request inject radioactive

tracer);

• Low temporal resolution;

EEG Electrophysiological

activity;

Strengths:

• Non-invasive;

• High temporal resolution;

Limitations:

• Low spatial resolution;

fMRI Blood oxygenation Strengths:

• Non-invasive;

• High spatial resolution;

• Provide whole brain scan at high spatial

resolution;

• Highly reproducible and reliable;

Limitations:

• Discomfort of scanning environment;

• Susceptible to motion artifacts;

• Moderately expensive;

• Merely reflect changes of

de-oxyhemoglobin concentrations;

(f)NIRS Blood oxygenation Strengths:

• Non-invasive;

• Compatible with other modalities;

• Safe and easy to set up;

• Provide changes in oxy- and deoxy-

hemoglobin concentrations;

Limitations:

• Merely cerebral cortex instead of deep

structure;

• Contaminated by the

extracerebral hemodynamics;

have limitations in terms of spatial and temporal resolution,
safety and cost (33). A comparison of neuronal imaging
techniques was shown in Table 1. PET has a limited temporal
resolution, which fails to assess the transient changes of brain
activities such as spindles or slow waves, and it has radiation
stemming from the injection of radioactive isotopes. The high
noise and restricted requirements of the fMRI environment
limit the utilization of bedside monitoring, and the high
cost is not suitable for routine monitoring. Regarding the
indices detected by kinds of neuroimaging modalities, the
cerebral hemodynamics underlying the regional tissues and
blood components are different due to the different detection

principles. fMRI is based on the principle of blood oxygen level-
dependent (BOLD), which derives a change in local deoxy-
hemoglobin resulting from the paramagnetic properties of
deoxy-hemoglobin. It provides the mapping of neuroimaging
of the entire brain. However, the change in HHb detected by
fMRI can only reflect the change in the relative concentration
of HHb before and after the event of interest. TCD provides
a way to measure cerebral blood flow velocity in the basal
brain arteries, which lacks the evaluation of the other parts
of the brain. PET can measure the blood flow and glucose
metabolism in the brain according to the injected radioactive
tracer isotope. Moreover, the decay time of tracers was short,
which could not realize the bedside sleep monitoring all
night. NIRS is simple to set up and compatible with other
techniques, such as EEG, and fMRI. It is not constrained by
the environmental restrictions, such as fMRI or PET suffered
from. NIRS has been validated against other neuroimaging
modalities confirming that cerebral hemodynamics derived from
NIRS correlated and were in sufficient agreement with the
results derived from TCD, fMRI, PET, etc. (35–37). Although
the deep tissue illumination depth is limited by NIRS (∼2 cm)
and is contaminated by the interferences of the extracerebral
hemodynamics, these limitations do not affect the development
and utilization of NIRS in academic studies and clinical
scenarios. Considering the advantages of the NIRS including
flexible application scenarios, suitable for specific populations
(infants), and detection signals reflecting cerebral cortex cerebral
oxygenation, cerebral blood volume, and cerebral perfusion,
NIRS is important and has potential application in monitoring
sleep activities at the bedside.

The first area for the NIRS in the sleep filed is the application
for sleep staging. Manuals of Rechtschaffen and Kales (R&K)
were used as the guideline for visually scoring sleep since 1968.
It divided sleep into seven distinct stages as follows: wake, stage
1, stage 2, stage 3, stage 4, stage REM, and movement time (38).
Based on the R&K manual, the American Academy of Sleep
Medicine (AASM) manual was proposed in 2007, as the standard
guidelines for terminology, technical specifications, and scoring
rules for sleep-related phenomena. According to the manual of
AASM which was suitable for both adults and children, five
sleep stages are defined (i.e., wakefulness (W), non-rapid eye
movement (NREM) stage 1, stage 2, stage 3, and rapid eye
movement (REM) (39). NREM stage 3 represents slow wave
sleep (SWS) or deep sleep and is equivalent to the stage 3 and
stage 4 of R&K. The scoring of each stage is based on the
scoring rules for sleep-related phenomena, which correlate with
changes in physiological signals, such as EEG, EOG, and EMG
(40). One of the most apparent features of these phenomena is
the variation in EEG waves. Previous functional neuroimaging
studies have proved that the EEG rhythms underlying phasic
events within specific sleep stages are associated with the
activation or deactivation of corresponding cerebral regions (32).
Because the increase and decrease of neural activity during sleep
are accompanied by changes in cerebral oxygen demand and
cerebral oxygen supply, this change can be reflected by the
fluctuation of the NIRS signal. Continuous NIRS measurement
contributes to a better understanding the interaction in cerebral
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blood volume (CBV), cerebral blood flow velocity (CBFV), and
cerebral metabolic rate of oxygen (CMRO2) (41).

The second important research area of NIRS is related to
sleep disorders. Sleep apnea syndromes have been associated
with medical complications such as pulmonary and arterial
hypertension, cardiovascular disease, excessive daytime sleeping,
fatigue, morning headaches, and increased risk of cerebral
infarction (42, 43). Three categories, obstructive, mixed, and
central sleep apnea, are classified based on the criteria of
respiratory events (44). Recognized as a major health concern,
obstructive sleep apnea (OSA) syndrome is a chronic disease
characterized by repeated partial or complete upper airway
obstruction that leads to chronic intermittent hypoxia and
sleep fragmentation during the night (45). OSA is associated
with neurocognitive impairment, as the report that cognitive
functions are altered in patients with OSA (46). OSA is
also an independent risk factor for stroke (47). Hence, OSA-
induced brain consequences have been of growing interest
in the past few years (48). Moreover, continuous positive
airway pressure (CPAP) therapy is used as a proper method
to reduce the occurrence of OSA, however, it is necessary to
determine its quantitative effectiveness. Therefore, it is important
to understand the changes in the cerebral autoregulation
mechanism under pathological conditions and the improvement
in cerebral autoregulation during CPAP therapy.

HEMODYNAMIC SIGNAL VARIATION IN
HUMAN SLEEP

Studies investigating the dynamic features of cerebrovascular
perfusion and neurovascular coupling with synchronized
detection of PSG and NIRS initiated in the 1990s. Hoshi and
Livera first used NIRS to assess cerebral blood flow (CBF) and
the cerebral oxygen metabolic rate (CMRO2) during nocturnal
sleep and investigate the effect of hypoxemia and bradycardia on
cerebral hemodynamics in preterm infants (49, 50). Regarding
the investigation of cerebral hemodynamics during sleep, specific
sleep events, that is, sleep stages and apneic events, annotated
by the gold standard PSG or experienced clinicians, can serve as
an instructor. Relevant cerebral hemodynamic features can then
be extracted from the synchronous NIRS signals. The cerebral
hemodynamic and oxygenation changes among different sleep
events expressed as the changes of HbO2, HHb, tHb, HbD, and
several derivatives (i.e., TOI, StO2, and FTOE), yield important
brain activation information during sleep. The diagram of the
application of NIRS is shown in Figure 2. A significant number
of studies are dedicated to investigating the characteristic
changes in cerebral hemoglobin concentration associated with
sleep stages and sleep disorders. For regular sleep, researchers
compared the cerebral hemodynamics among different sleep
stages using grand averaged values of the specific sleep stages and
investigated the transient hemodynamic patterns during stage
transitions. The investigation of the short-term performance
of NIRS signals may yield inconsistent results compared to
the grand averaged method. Additionally, NIRS acted as an
auxiliary tool to monitor the occurrence of sleep disordered

breathing and as an auxiliary method to evaluate the treatment
efficiency. According to the two main applications of NIRS in the
sleep field, the studies investigating the fluctuation of cerebral
hemodynamics are divided into the following two sections.

Cerebral Hemodynamics in Regular Sleep
Staging
In earlier studies, the limited sampling rate of NIRS provided the
opportunity to investigate the overall trend of sleep changes. The
temporal trend of hemoglobin concentration changes provided
us with basic information regarding hemodynamic changes
during a sleep procedure. With the advancement of NIRS
technology, the sampling rate has gradually increased, and
multi-channel devices can simultaneously analyze changes in
different brain regions. The increased sampling rate provided
more detailed information about the phasic event within specific
sleep stage [e.g., the transitions between light sleep (LS) and slow
wave sleep (SWS) during NREM]. An example (34) showing the
changes of cerebral hemodynamics during the transition between
different sleep stages was show in Figure 3. During the signal
pre-processing procedure, the awake state before sleep was used
as a baseline in the NIRS study, and the changes in HbO2 and
HHb detected by the CW-based system during sleep indicated
the fluctuation of cerebral hemodynamics relative to the baseline.
The specific changes in the NIRS signal in response to the distinct
sleep stages were introduced as follows.

The sleep stage transition from wakefulness to sleep is
usually accompanied by a subjective experience of self-awareness
reduction. According to the temporal trend of NIRS signals, a
decreasing trend in HbO2 and tHb, and an increasing trend in
HHb was visually detected upon transitioning from wakefulness
to sleep (50, 51). The results using grand averaged values of
wakefulness and sleep were consistent with the visual inspection
of the temporal trend during the initiation of sleep, showing
larger values in HbO2 and tHb, and smaller values in HHb
after entering sleep (34, 52–54). In the perspective of short-term
changes in cerebral hemodynamics, NIRS has the capability to
acquire transient changes in HbO2 and HHb during sleep stage
transitions. Synchronized and parallel decreases in both HbO2

and HHb at a resolution of 5 s constructed the Switch Points after
the points of Scored Sleep Onset (55).

With the progress of sleep stage, the sleep stages entered
into NREM from wakefulness. The transitions between LS and
SWSwere exhibited during NREM. The grand averaged temporal
values and power in the frequency domain presented suppression
in SWS compared with other sleep stages (i.e., W, LS, and REM)
(34, 56). An asymmetric change in terms of the short-term
performance between LS and SWS exhibited a larger increase in
HbO2, a decrease in HHb during the transitions from SWS to
LS, and relatively constant state during the transitions from LS
to SWS (34). In contrast, one study reported by Zhang using
the grand averaged method presented increases in HbO2 and
tHb during the SWS period compared to LS (54). Excluding the
comparison of the NIRS parameters between LS and SWS during
NREM sleep, significant details regarding neuronal activity were
found during the NREMperiod. Cyclic alternating pattern (CAP)
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FIGURE 2 | The diagram of the application of NIRS in human sleep studies.

is a typical neuronal activity during the NREM state (57), which
exhibits a fluctuation between phase A and phase B within
one min (58). Phase A comprised the following three subtypes:
A1, A2, and A3. The oscillations of hemodynamic signals
corresponding roughly to the repetition rate of the CAP cycles
were produced by alternating phases A and B, which exhibited
a significant increase in HbO2, HHb, and tHb during phase A,
especially in subtype A3, and thereafter decreased during the
same cycle in B (58).

When entered into REM, transitions between REM and
NREM recurrent appears. During the transition from NREM to
REM, increases in HbO2 and tHb concomitant with a gradual
decrease in HHb were observed in both studies evaluated by
grand averaged values and transient changes (34, 50, 52, 53).
Opposite and smaller changes with increased HHb and a slight
decrease in HbO2 and tHb were observed during the transition
from REM to NREM (34, 53). Significant differences in phase
differences between HbO2 and HHb existed across sleep stages
(24). The phase differences were found to progressively increase
as the sleep stages processing fromwakefulness to the deeper sleep
stages, and returned to the baseline when entered into REM.

Arousal from sleep is an important protective response to
life-threatening events. A distinct change in NIRS parameters
compared to sleep onset, namely an increase in HbO2 and tHb
was observed for the sleep offset (55, 59). People also have the
capability to wake up spontaneously at a desired time without
receiving external stimuli. The increase in HbO2 accompanied a
the decrease in delta power in the right prefrontal cortex∼30min
prior to self-wakening was shown, suggesting that the prefrontal
cortex has the ability to estimate time (60).

TOI and StO2, the indicators for cerebral oxygenated
saturation, were detected by spatially resolved spectroscopy (20).
They provided absolute values instead of relative changes as

HbO2 and HHb were detected by the CW-based NIRS system.
Gradual decreases in TOI were exhibited as the sleep stages
progressed from wakefulness to sleep, and from stage 1 to stage
2, as well as a reversed increase in TOI when entering REM from
stage 2 (52). The temporal trend of StO2 presented a positive
slope during the entire night using linear regression (59). In
the short-time perspective of sleep transitions, the direction of
changes in StO2 was the same asHbO2 which presented decreases
upon sleep onset and during transitions from REM to NREM
and an increase during transitions from NREM to REM (59). A
comparison of the changes in StO2 between young adults and
elderly subjects indicated that the StO2level was the same before
sleep in both groups (53). However, it presented an opposite
trend between the two groups after falling asleep. StO2 decreased
upon the sleep onset in the elderly group but increased in young
adults. When the subjects went into a deeper sleep, a further
decrease in StO2 was observed in older subjects, whereas reversed
changes were observed in the young adults.

Although studies regarding sleep in adolescents and adults
have been conducted, no systematic comparison of the
hemodynamic changes during sleep across different age groups
has been made. Andreas et al. demonstrated that there was
no significant difference in StO2 between adolescents and
adults (53). Additionally, preterm and term infants are special
populations, because of the immature autonomic regulation
of cerebral blood flow and rapid development of cranial
nerves in premature and term infants, the sleep structure
and sleep events are different from those of adolescents
and adults, such as the discontinuous EEG activities during
quiet sleep (61). NIRS is particularly suitable for the study
of infants because other methods cannot routinely be used
without sedation (25). In preterm infants, an initial decrease
in HbO2 with an opposite change in HHb and subsequent
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FIGURE 3 | Time course averages around sleep stage transitions. N indicates the number of transitions (vertical dotted line) averaged and is equal for the two NIRS

channels. The shading indicates the 95% confidence interval of the mean. Statistically significant baseline changes are indicated with a star of the corresponding

color; the horizontal gray lines indicate the 100-s periods the baseline comparison was based on. The results from the baseline comparisons are not directly

comparable to the confidence intervals, since paired t-tests were used for the former. For graphical purposes, LFOs were removed from the signals by low-pass

filtering (passband edge at 40 mHz). This did not affect the statistical tests or the overall behavior of the curves. Note the three different transition types (persistent

changes, transient changes, or no changes at all) and the asymmetry of opposing transitions in terms of the magnitude and speed of changes (e.g., LS→ WS vs.

SW→ RLS). 1[HbR] and PPGamp generally change in the opposite direction compared to 1[HbO2] and HR. An example showing the changes of cerebral

hemodynamics during the transition between different sleep stages adapted from Näsi et al. (34).

increased HbO2 were coupled with the burst of EEG activities
during quiet sleep (62). Additionally, based on the studies
as measured by PSG, failure to arouse may be one of the
reasons for sudden infant death syndrome (63). The NIRS
study in preterm infants found that tHb, HbD, and TOI,
as well as heart rate and respiratory frequency remained

constant during arousals (64). An investigation of the effects

of sleep stage on cerebral hemodynamics in healthy term
newborns found that cerebral FTOE, HbO2, and tHb increased
significantly from active sleep to quiet sleep accompanied

by a moderate decrease in HHb and reversed changes in

tHb and HbO2 during the transitions from quiet to active
sleep (65).

Cerebral Hemodynamics in
Sleep-Disordered Breathing
The investigation of cerebral hemodynamics in patients with
sleep-disordered breathing syndromes provided significant
clinical information regarding the effects of respiratory events
on cerebral oxygenation. Typically, a pulse oximeter is used
as the clinical method to evaluate sleep apnea in terms of
the oxygenation by considering the changes in arterial oxygen
saturation. Considering that changes in oxygenation may differ
between tissues due to the difference in sensitivity to hypoxia,
various studies have been conducted to assess the cerebral
hemodynamic changes during nocturnal and daytime napping
apneic episodes in age groups ranging from infancy to the elderly.
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Most studies have focused on infants and adults, and few have
focused on children and the elderly. We summarized the studies
into the four categories below.

Cerebral Hemodynamics Under Different
Sleep-Disordered Breathing Events
The impact of cerebral hemodynamics on different sleep
disordered breathing events has been investigated and compared
in this review. The sleep-disordered breathing events include
periodic breathing, apnea (central apnea, mixed apnea, and
obstructive apnea), restless leg movement, differing severity of
respiratory events, and breath hold test.

Due to the immature mechanism of autonomic regulation
and the rapid development in the brain, newborns have a high
risk of hypoxic cerebral injury and subsequently poor long-term
neurodevelopmental outcomes, especially in ex-preterm infants
(66). Period breathing is a unique and prevalent syndrome
in pre-term and term infants compared to children or adults.
Although the periodic breathing was benign and would disappear
accompanying the maturation of the central nervous system
with age (67), researchers concentrated on whether the periodic
breathing would trigger fluctuations in cerebral hemodynamics
and the patterns of cerebral oxygenation in response to periodic
breathing. The results indicated that cyclical oscillations in
cerebral hemodynamics were related to the occurrence of
periodic breathing (67, 68). An increase in HHb and decreases
in HbO2, HbD, StO2, or TOI were found in term and preterm
infants (68–70); however, the changes in tHb were heterogeneous
increasing in preterm infants and decreasing in term infants
during periodic breathing (67, 68). Furthermore, Jenni et al.
analyzed the causal relationship between periodic breathing and
the fluctuation of CBV (67). They speculated that both periodic
breathing and cyclical variations in CBV were mediated by
the central nervous system, disproving the driving relationships
between the two phenomena.

Previous studies have investigated changes in NIRS
parameters associated with different types of apnea. Significant
oscillations of cerebral hemodynamics with declined HbO2,
tHb, and TOI/StO2 accompanied by a synchronized increase
in HHb were observed during the initiation of apneic episodes,
and reverse changes of hemoglobin indices accompanied by
inconsistent changes in tHb were obtained after the termination
of apnea (71–79). An example of the changes of NIRS indices in
response to apnea is shown in Figure 4. The fluctuation in NIRS
was associated with the occurrence of apnea (77). However,
NIRS in patients with OSA shows minor hemodynamic changes
during apneic episodes and a subsequent significant decrease
in tHb and HbO2 at the termination of the respiratory event
(80). When comparing the effects of central, obstructive and
mixed apnea on tHb in term and pre-term infants, all three
types of apnea induced the following four distinct patterns of
tHb: no change, isolated increase, isolated decrease, and both
(81). It revealed that the OSA had the strongest impact on tHb
compared to the other two types in the case of decreased tHb.
Consistent results were found in adults and elderly subjects
showing that subjects with OSA or severe SDB have more
significant changes in NIRS (82, 83). Restless legs syndrome

(RLS) with periodic limb movement during sleep is one of the
common sleep disorders. An increased HbO2, tHb, and heart rate
accompanied by heterogeneous changes in HHb were observed
during RLS (79, 84). Owing to the distinct patterns in heart rate
and CBV induced by OSA and RLS, the authors speculated that
the occurrence of OSA and RLS were regulated by a different
nervous system.

The change in NIRS is not only related to the type of apnea
but also the severity and duration of apnea and desaturation
degree of the pulse/arterial oxygen saturation. The severity of
apnea was assessed using apnea-hypopnea index (AHI), which
would affect the changes in NIRS (82). The threshold of AHI
causing significant changes in cerebral hemodynamics was 30/h
(82). A negative correlation was observed between StO2 and
AHI (85), and the changes in the NIRS parameters significantly
correlated with the duration of apnea in adults with OSA
(75). Studies of different populations have found that various
degrees of respiratory disorders have no apparent effect on TOI,
FTOE and tHb (74, 86). However, a short duration of apnea
accompanied by significantly reduced SpO2 results in significant
changes in NIRS parameters (87), which validated that the
severity of apnea cannot be evaluated by the isolated duration of
apnea (88).

In previous studies, breath-holding in healthy subjects has
been used to simulate the process of apnea and investigate
the difference in the NIRS indices between breath-holding
and apnea. Compared with the breath-holding group, the
fluctuation magnitude of NIRS parameters during sleep was
larger and the averaged absolute values in HbO2, tHb, and
StO2 were significantly smaller in patients with OSA (77, 85).
The canonical pattern with an increased HbO2 and decreased
HHb was shown in healthy subjects during the breath-holding
experiment (89). Although two distinct patterns of cerebral
hemodynamics were observed in OSA patients, one presented
a similar pattern to healthy subjects (80, 90) and the other was
a reversed pattern when compared to healthy subjects during
breath holding (89).

Physiological Factors Affecting Cerebral
Hemodynamics During Sleep-Disordered Breathing
The consequence of changes in cerebral oxygenation during
sleep-disordered breathing may be caused by complex
physiological interactions. A few of studies discussed the
factors which would affect cerebral oxygenation, including
bradycardia, age, and sleep stages. Bradycardia, which is the
main physiological parameter, is related to cardiac output
and affects the oxygen delivery (91). Researchers have found
that bradycardia with hypoxemia induces significant decreases
in tHb and StO2 (49, 92). The changes in NIRS correlated
with age. Premature and term infants with periodic breathing
and apnea presented a decrease in TOI with increased age,
and the reduction of TOI was greater in premature infants
compared to full-term infants (69, 70, 93). Furthermore,
the active sleep and spine position increases the incidence
of periodic breathing and apnea in infants (69, 93). A
positive correlation was found in StO2 with mean arterial
pressure (MAP), arterial blood oxygen saturation (SaO2),
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FIGURE 4 | Typical fragments of cerebral hemodynamics during baseline measurements measured from Subject 1. The apnea events are marked by dash lines and

double arrows. BV, HbO2 and HHb changes are expressed in arbitrary units (A.U.), as the mean value of first 60-s measurements was set at 0. During apnea events,

the BV, HbO2 and tissue oxygen index signals show parallel decrease that are opposite to the HHb which increases after the initiation of apnea. Then an increase of

BV, HbO2 and tissue oxygen index, while a decrease of HHb appears after the termination of apnea. An example of the changes of NIRS indices in response to apnea

adapted from Zhang et al. (78).

age, and REM sleep stage in children with sleep-disordered
breathing (71). Especially, NREM would augment the decline
of TOI caused by SDB in children (73, 74), whereas the
decline in NIRS was more pronounced during REM in adults
(75, 76).

Comparison and Relations Between Cerebral
Oxygenation and Systemic Oxygenation
As an indicator of peripheral capillary oxygen saturation detected
by pulse oximeter and an indicator of cerebral oxygenation
assessed by NIRS, the relationships between SpO2 and NIRS
during apneic episodes attracted the attention of the researchers.
Both techniques are sensitive to hypoxia induced by the
pause of respiration, and the changes in SpO2 and cerebral
oxygenation were found to be weakly correlated with small
changes but strongly correlated in the case of for larger changes
and severity SDB (77, 82, 94). The changes in SpO2 were
several seconds later than NIRS (76, 77). A SpO2 threshold
was found in preterm infants during apneic episodes, where

SpO2 lowered to <85% would trigger a decrease in cerebral
blood volume (95). Researchers have also quantified the changes
in SpO2 and StO2, which reported that the desaturation of
SpO2 was twice the reduction in StO2 (92, 94). There was no
significant difference in CBV change for apnea with the same
degree of desaturation at different durations of apnea. CBV
decreased significantly when the apnea lasted for an extended
period of time and was accompanied by a significant decrease
in SpO2 (87). Notably, the values of StO2 remained above
60% for most infant subjects, despite having suffered severe
SpO2 hypoxemia (92). The synchronized change in arterial
oxygen saturation and cessation of airflow, as assessed by
the apnea/hypopnea index (AHI) was the basic information
for diagnosing apnea. The finding that AHI calculated by
the StO2 was larger than that calculated by SpO2 (91),
as well as the distinct patterns in the brain and muscles
responding to intermittent hypoxia (96) verified that brain tissues
were more sensitive to reduction in oxygen delivery induced
by apnea.
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The Evaluation of Treatment Efficacy of Positive
Airway Pressure Therapy
Continuous positive airway pressure (CPAP) is the standard
treatment for OSA. In addition to investigating the hemodynamic
changes during sleep disorders, NIRS has the capability of
evaluating the treatment effects of CPAP on obstructive sleep
apnea. The occurrence of apneic episodes was accompanied by
fluctuations in cerebral hemodynamics. The majority of studies
have investigated the changes in cerebral tissue hemoglobin
indices (HbO2, HHb, tHb) with and without CPAP or non-
invasive ventilation (NIV) treatment in patients with OSA to
evaluate the effect of treatment (72, 77, 78, 89, 97). Consistent
reductions in the fluctuations of HbO2, HHb, and TOI were
found in children and adults during CPAP. A sufficient treatment
outcome and correcting cerebral oxygenation, further indicates
that effective treatment may improve neurodevelopment. There
was a significant improvement in behavioral problems and
academic attention in patients with NIV treatment (72).
Although efficient CPAP would suppress the fluctuation of
NIRS and the occurrence of SDB, CPAP withdrawal after
2 weeks of therapy would result in the recurrence of
OSA (97).

DISCUSSION OF THE PHYSIOLOGICAL
AND PATHOLOGICAL MECHANISMS IN
SLEEP ASSOCIATED WITH NIRS

The fluctuation of hemoglobin concentrations, induced by
changes in sleep states or sleep disorders, reflects the different
functional cerebral activities related to neuronal activities and
physiological changes. A diagram of the cerebral hemodynamic
regulations during regular sleep is presented in Figure 5.
During regular sleep, the fluctuations in NIRS were coupled
with the EEG rhythm and influenced by the interaction
of the complex cerebrovascular regulatory mechanisms (98,
99). Although fluctuations in heart rate, blood pressure,
and pulse oxygen saturation were reported during the sleep
transitions (100, 101), the effect of these physiological parameters
on the changes in cerebral hemodynamics needs further
investigation (99). Based on neurovascular coupling, the changes
in cerebral hemodynamics detected by NIRS reflect the
interaction between cerebral oxygen consumption and cerebral
oxygen supply. For instance, the occurrence of REM and arousal
accompanied by the generation of dreams and the awakening
of consciousness, respectively, indicate enhancement in neural
activity, corresponding to the increases in HbO2 and tHb. With
the reduction of self-awareness, the consistent decrease in HbO2,
tHb, and TOI/StO2 during sleep onset reflect the reduction of
CBF and CBV.

In pathological conditions involving sleep-disordered
breathing, the physiological changes induced by respiratory
events will affect the cerebral hemodynamic changes and
increase the risk of cerebrovascular disease. The flowchart
of the cerebral hemodynamic regulation system in sleep
disordered breathing is shown as Figure 6. The recurrent
arousal, fluctuation of intrathoracic pressure, and intermittent

hypoxia induced by the occurrence of apneic episodes would
further influence parasympathetic/sympathetic activation. The
complex physiological and pathological mechanisms, such
as neuro-vascular coupling (80), sympathetic activity (90),
and cerebral autoregulation (82, 92, 96) are responsible for
the hemodynamic changes during the occurrence of sleep-
disordered breathing. A sufficient compensating oxygen supply
to the brain could protect the brain from hypoxia caused
by apnea or periodic breathing. However, the persistence of
SDB or severe apnea would disturb the regulation of cerebral
hemodynamics and eventually lead to cerebrovascular disease.
The cerebrovascular autonomic regulation mechanism and the
regulation mechanism between peripheral oxygenation and
cerebral oxygenation are presented below.

Discussion of Cerebrovascular Autonomic
Regulation Mechanism
The cerebrovascular autonomic regulation mechanism includes
a wide range of cerebral blood flow regulation mechanisms,
such as the neurovascular coupling. Neurovascular coupling is
fundamental in NIRS studies; it is considered as the increase in
cerebral blood flow induced by localized brain activity, and the
increased blood supply is larger than the concomitant increase in
oxygen consumption, resulting in a local increase in hemoglobin
oxygenation (102). Therefore, the typical pattern of the NIRS
signal responding to the neuronal activity presents an increased
HbO2 with a decreased HHb, as shown in Figure 1, and the
hemodynamic changes lag behind the neuronal activities (103).
The neurovascular coupling mechanism provides sufficient
explanation for the changes in blood flow and oxygenation
stemming from neuronal activity during sleep periods. The
increased HbO2 (i.e., REM and sleep offset) may be due to an
increase in oxygen supply, determined by the increased cerebral
blood flow, bringing hyper-oxygenated hemoglobin into the
brain (62). In contrast, the decreased HbO2 (i.e., sleep onset
and NREM) may be the consequence caused by the reduction
of cerebral blood supply or maybe the reason for the decline
in cerebral metabolism (54, 55). However, an inconsistent study
indicated that the decrease in HbO2 during sleep onset reflected
an unbalanced increase in cerebral metabolism and cerebral
blood flow rather than a decline in cerebral metabolism (50).
Both oxygen consumption and oxygen supply have an influence
on the HHb concentration (104, 105), resulting in inconsistent
variations with low amplitude. On the other hand, the time
lags of cerebral hemoglobin concentrations behind the EEG
rhythm fluctuations (52, 98) were consistent with the causal
relations underlying neurovascular coupling. However, the EEG-
NIRS time lag differs between sleep studies. Several studies
have determined that hemodynamic changes are present prior
to visible EEG activity (53, 54, 62). This may be due to the
fact that PSG measurements with limited spatial information
of EEG reflect global low-frequency synchronization of neural
activity (106), and that NIRS has the capability of obtaining the
local hemodynamics (11, 107), thus, the local hemodynamics
occurring before global neural activity may be a hemodynamic
marker of the measured cortex (54). Spontaneous oscillations
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FIGURE 5 | The diagram of the cerebral hemodynamics regulation in regular sleep.

FIGURE 6 | The diagram of the cerebral hemodynamics regulation in sleep disordered breathing.

of HbO2 and HHb are associated with regulated vasomotion
(25, 26, 56, 108), and the fluctuations of HbO2 and HHb induced
by SDB are partially related to cerebral vasomotor activity.
Under normal circumstances, cerebral vessels regulate regional
blood flow to accommodate changes in cerebral perfusion
and arterial oxygenation, thereby maintaining the cerebral
oxygen reserve at a fairly stable level (109). Vasomotion was
identified by rhythmic oscillation in the tone of the blood
vessels. Hemodynamic oscillations could reflect the vasomotion
indirectly by the associated hemodynamic parameters such
as blood flow, HbO2, and HHb (31, 110, 111). Cerebral
vasomotion-induced hemodynamic oscillations are related to

sleep stages, reflecting the variations in endothelial, neurogenic,
andmyogenic components of vasomotion detected by NIRS (56).
In pathological conditions, the sustained elevation of cerebral
blood flow is unique to the brain, thereby compensating for
hypoxia and protecting the brain from anoxic injury (112). The
cerebral vasodilatation induced by an increase in arterial carbon
dioxide and subsequent decrease in cerebral resistance vessels
may raise the cerebral blood volume, which reflects the increase
in tHb (77, 110). The increased cerebral blood flow induced
by hypopnea efficiently prevents the brain from severe hypoxia,
and the pattern of cerebral hemodynamic changes is analogous
to the canonical hemodynamic response to functional brain
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activities; namely, an increased HbO2 and tHb accompanied
by a decreased HHb. However, the increased blood flow may
not always be sufficient to compensate for oxygen desaturation,
especially in patients with severe obstructive apneas (75, 77, 82).
In patients with severe OSA, the failure of cerebral compensatory
mechanisms cannot prevent the brain from hypoxia. The loss
of cerebrovascular autoregulation is likely responsible for the
inability of the brain to increase HbO2 in response to apnea
events in patients with moderate to severe OSA. Additionally,
similar patterns of cognitive performance between patients
with OSA and patients with multi-infarct dementia verified
that OSA is responsible for neuropsychological dysfunction
(113). Therefore, the fluctuation of cerebral hemodynamics
caused by apnea could affect normal sleep and disrupt cerebral
autoregulation functions during sleep (78).

Sympathetic activity plays an important role in regulating
cerebral hemodynamics in pathological conditions. Intrathoracic
pressure swings and recurrent arousals induced by OSA would
lead to increased sympathetic activation, and subsequently
affect cortical cerebral vessels (114). The regulation between
the cerebral blood volume and the whole-body blood volume
was mediated by the sympathetic/parasympathetic system.
Considering the composite of all information from the changes
in cortical vascular LFO amplitude in animal and human
models (115, 116), the increased cortical LFO amplitude was
associated with increased sympathetic activation induced by
hypoxia. However, there was no significant difference in the LFO
amplitude between OSA patients and healthy controls during the
resting state, suggesting that the influence of sympathetic activity
induced by obstructive apneic episodes may bemore pronounced
during nocturnal sleep than during wakefulness. Contrary
to the increase in tHb after the initiation of apnea events,
several studies have indicated a decline in tHb during apneic
episodes, especially in severe OSA (78). The decrement would
be terminated by arousal, which was mediated by sympathetic
activity and, subsequently, restored the airflow, resulting in an
increase in cerebral CBV and HbO2 and a concomitant decrease
in HHb (90).

Discussion of the Regulation Mechanism
Between Peripheral Oxygenation and
Cerebral Oxygenation
The changes in peripheral oxygenation induced by sleep events
reflect changes in arterial blood oxygen saturation (SaO2) and
SpO2. The relationship between peripheral oxygenation and
cerebral oxygenation was well-represented during regular and
disordered sleep the regulation was associated with diverse
factors, such as different populations. Accordingly, considering
all these factors contributes to an all-around discussion on the
topic of regulation.

Normal cerebral circulation relies on an intact cerebral
autoregulation system to maintain adequate cerebral blood flow.
In general, the values of SaO2 changed with sleep stages,
specifically, it presented a decline when falling asleep (117–
119). Once the SaO2 values fell below the normal level,
regional vasodilatation would be evoked to compensate for
desaturation. However, if cerebral blood flow increases, increased

cerebral blood flow showing increased cerebral oxygenation
can compensate for desaturation in SaO2 (73). The interaction
between peripheral oxygenation and cerebral oxygenation is
more prominent in pathological conditions. A majority of
studies have found that the amount of decreased TOI is less
than the reduction in SpO2 during apnea or hypopnea (72,
96, 97), which could be sufficiently explained by the complex
mechanisms for modulating cerebral circulation. On the other
hand, changes in the NIRS signal are a mixture of arterial
(∼10%), capillary (∼20%), and venous (70%) contributions.
The changes, predominantly depending on the veins, may
result in a different response to the changes in oxygen
supply/consumption compared to pulse oximetry. In addition
to the incommensurate fluctuations in magnitude between SpO2

and cerebral hemodynamics, there is also a significant correlation
between the changes in SpO2 and hemodynamics. A significant
correlation between the changes in peripheral SpO2 and cerebral
hemoglobin indices during sleep in OSA patients indicated that
cerebral oxygenationwas dependent on systemic oxygen delivery.

Moreover, the balance between peripheral and cerebral
oxygenation was disrupted in several populations, for example
preterm infants and the elderly (120, 121). The lower baseline
SaO2 levels in the elderly would more likely suffer from mild-to-
moderate hypoxemia and further influence the levels of cerebral
oxygenation. It can also lead to more serious conditions such as
cognitive impairment in the elderly (122). In preterm infants,
the degree of cerebral oxygen desaturation was associated with
a reduction in SpO2 induced by apneic episodes. The decline
in cerebral oxygenation would affect the immature brain, which
may cause irreversible brain damage. Apart from considering
the significant reduction in SpO2 during apnea or hypopnea,
researchers have suggested that a larger decline in TOI in
response to central and obstructive events and periodic breath
holding in children and infants compared to SpO2 indicated
a better sensitivity of NIRS in evaluating cerebral hypoxia
compared to peripheral oxygenation (74). Therefore, the use
of NIRS as an adjunct to PSG would improve the ability to
diagnose sleep apnea and better detect the effects of sleep apnea
(72, 96, 97).

DISCUSSION OF THE EXPERIMENTAL
DESIGN AND SIGNAL PROCESSING

The studies in section Hemodynamic Signal Variation in Human
Sleep summarized the cerebral hemodynamic changes during
sleep under different sleep events. There have been inconsistent
results that would obfuscate the real cerebral oxygen supply in
the course of sleep, resulting from the differences in experimental
design, individual variation, and signal processing methods.
The techniques that were used in the investigation of cerebral
hemodynamics during sleep and the potential reasons for the
discrepancy of the results are presented below.

Discussion of Experimental Design
Commercial NIRS devices are mainly based on the following
three techniques: continuous wave (CW), time domain (TD), and
frequency domain (FD) system. Among the three techniques,
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the FD and TD methods require assessment of the path-
length, thus obtaining the absolute changes in hemoglobin
concentrations (123). The CW-based method cannot fully
determine the optical properties of tissue, and therefore only
relative changes of hemoglobin concentrations can be detected
(11). Furthermore, the spatially resolved spectroscopy could
obtain the absolute values, i.e., TOI and StO2. The structure
of instruments differs between studies, resulting in cerebral
hemodynamic activation variance.

Most sleep studies used NIRS to detect cerebral
hemodynamic changes over the forehead. Neuroimaging and
electrophysiological studies have indicated that the mediation
of sleep and dreaming requires the participation of various
cerebral regions, including the brainstem, thalamus, basal
forebrain, and so on (124). The prefrontal cortex is implicated
in executive control, personal expression, and planning complex
cognitive behavior (125). In particular, the function of the
prefrontal cortex is sensitive during sleep, which indicates early
changes in the transition from wakefulness to sleep and exhibits a
deactivation during NREM compared with waking (32, 126, 127).
Additionally, the prefrontal cortex contributes to controlling
the timer rate, attention allocation, and temporal memory
processing (128). Therefore, the investigation of the prefrontal
hemodynamics may provide more information regarding slow
specific temporal activation patterns during sleep. Furthermore,
the hair on the scalp significantly attenuates light and reduces the
signal-to-noise ratio. In neonates, the temporal areas are rather
flat and most sensitive to hypoxia during growth. Premature
infants, particularly, are susceptible to brain impairment on the
left side of the temporal areas. Although it is convenient for
the long-term monitoring of cerebral hemodynamic changes
in the prefrontal region during sleep, the different patterns
and activation in different cerebral regions (51, 52, 98) indicate
that it is necessary to monitor different cerebral regions using
multiple channels.

Studies investigating cerebral hemodynamics during normal
sleep were conducted in both nocturnal sleep and daytime
napping. To shorten sleep latency, subjects were restricted to
sleep deprivation for several hours from their regular sleep time,
especially in daytime experiments (55). Subjects experienced
1–2 sleep cycles due to the limited duration of experiment.
Additionally, the guidelines for sleep stage scoring are different,
and the rules of R&K and the manual of AASM were commonly
used. Comparing the two guidelines for sleep stage scoring, the
major differences involve the definition of sleep–wake transition,
sleep state terms, and the recording method (40). The different
sleep structures for the sleep stages may lead to discrepant
results. Furthermore, the syndrome or severity of sleep disorders
including snoring, periodic breathing, sleep apnea (obstructive
sleep apnea, central apnea, and mixed sleep apnea), and the
inclusion criteria of subjects (i.e., AHI value and the reduction of
SpO2), differ between studies. Heterogeneous patients with sleep
disordered accompanied by abnormal cardiac function or blood
pressure may further influence cerebral hemodynamics (71, 96).

NIRS, as a potential bedside monitoring tool, shows an
advantage in assessing the hemodynamic changes of the cerebral
cortex. However, one major disadvantage of NIRS is that the

changes in cerebral hemodynamics are significantly affected
by the extracerebral tissue contaminants (such as the scalp).
The prevalent method used to reduce scalp hemodynamics is
performed using a multi-detector at varying distances from
the source. The short distance primarily scalp hemodynamics,
and the other distance measures both the scalp and cerebral
hemodynamics. NIRS signals obtained from a short distance
subtracted from the larger one receive a corrected NIRS (129).
Although the predominant changes in the NIRS signal are the
result of changes in cerebral hemodynamics, the extracerebral
hemodynamic changes affect the outcome to some extent (130).

Discussion of Signal Processing Method
The standard procedure for signal processing during sleep is
shown in Figure 7. Motion artifacts are often a significant
component of the measured NIRS signals. The magnitude of
the motion artifacts is typically significantly larger than that of
the NIRS signals. To properly interpret the changes in cerebral
hemodynamics, motion artifacts should be detected and removed
(131). In general, the following two distinct methods are used to
eliminate or reduce motion artifacts: a method with an additional
input (e.g., inertial measurement unit) and a method that does
not require additional sensors (e.g., Wiener filter and wavelet-
based filtering). Details regarding the motion artifact correction
techniques can be found in previous studies (132). In sleep
studies using NIRS, motion artifacts are usually removed directly
with visual inspection, and subsequently, low-pass or band-pass
filters are used to extract the signals of interest.

One of the disadvantages of NIRS is that, the detected
NIRS signals mixed with the scalp blood flow signals could
interfere with cortical hemodynamic signals of interest. A
common method eliminates the interference of superficial tissue
by using the multi-distance approach (56). Different patterns
in HHb were found between the two distances of NIRS signals
(58). Moreover, the non-correlation between NIRS changes and
MAP changes represent the intact cerebrovascular autoregulation
(133). One proposed method is partial correlation analysis
(98). The relationships between EEG and NIRS could be better
reflected after eliminating the interference of MAP on cerebral
hemodynamics. Most studies have focused on the changes in
HbO2 mainly due to the apparent variation in response to brain
activities. Additionally, the investigation of the changes in tHb,
StO2, and TOI was prevalent in clinical situations, as the robust
property for motion artifacts and visualized the absolute values
(23). The parameters commonly used and the proportion of the
NIRS parameters in the sleep studies are summarized in Table 2.

In data preprocessing, the standard of data segmentation is
different. Sleep time included sleep procedures during the entire
night, daytime napping, or only included the first sleep cycle
(52, 54). In the time series analysis techniques, the NIRS signal
was first normalized to obtain the relative changes according to
the principle of CW-based NIRS. Then, the baseline corrected
data were divided into multiple segments of interest with
the time windows. The window length ranged from several
seconds to several minutes. The data were analyzed by averaging
segmentations of NIRS or the transient activation time-locked to
the shift of EEG burst. To compare the significant changes in the
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FIGURE 7 | The flowchart of signal processing in sleep using NIRS.

TABLE 2 | List of the most reported parameters in sleep studies using NIRS (12) and the proportion of their utilization.

Abb. Parameter Interpretation for physiology Proportion

HbO2 Oxygen hemoglobin concentration Changes in cerebral hemodynamics and

blood oxygenation

++

HHb De-oxygen hemoglobin concentration Changes in cerebral hemodynamics and

blood oxygenation

++

tHb Total hemoglobin concentration Marker for cerebral blood volume ++

HbD Hemoglobin oxygenation index

(HbO2-HHb)

Changes of cerebral oxygenation –

TOI Cerebral tissue oxygenation index Absolute value to assess oxygenation +

StO2 Regional cerebral oxyhemoglobin

saturation

Absolute value to assess oxygenation +

FTOE Fractional tissue oxygen extraction Ratio of cerebral oxygen consumption to

delivery

–

++: prevalent used. +: commonly used. –: less used.

difference of cerebral hemodynamics in response to sleep events,
t-tests and analysis of variance were used. Thus, the selection
criteria of the time windows cause inconsistent results, such as
the synchronized and reciprocal changes of HbO2 and HHb at
sleep onset using short-term analysis and themean values of sleep
stages, respectively (54, 55). The insufficient signal-to-noise ratio
(SNR) stemming from the limited sleep segmentations or subjects
may not be able to extract a representative pattern for specific
sleep events. Furthermore, the sleep stages are labeled based on
the PSG results, which require an analysis using an epoch of 30 s.
The inconsistent result may be due to the limited time resolution
caused by the annotation (55).

There was no standardized method for extracting the cerebral
hemodynamic parameters. The integral method which calculates
the integrals of changing curve in NIRS, proposed by Pizza
(82), is a useful tool for analyzing the NIRS signals, which
considers the duration of the event and suppresses any artifact

interferences (79). In addition to the temporal trends in cerebral
hemodynamics, studies using the power spectral density (PSD),
analytic signal method and phasor analysis provide a better
way to interpret the intrinsic hemodynamic oscillations during
sleep (24, 56). The phasor representation, which decomposed
the changes in hemoglobin concentrations into CBV and CBFV,
provided a new way to investigate the physiological origin of the
oscillations in HbO2 and HHb (24).

FUTURE PERSPECTIVES

The benefit of combining EEG with fNIRS during sleep in
neuroscientific research and clinical applications provided a
comprehensive understanding of the interaction between the
nervous system and cerebral vasculature. The investigation of
spontaneous cerebral hemodynamic oscillations with NIRS
provides novel information regarding the neurophysiological
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features of sleep. In this paper, we reviewed previous sleep
studies that utilized NIRS in both regular sleep cycles and
pathological conditions with sleep disorders. However, the
relationship between oxygen supply, oxygen consumption,
and oxygen perfusion in a specific sleep state is still unknown.
Regarding the complex interactions between CBF, CBV, CBFV,
and cerebral perfusion pressure, conflicting conclusions on the
causality between oxygen metabolic rate, oxygen consumption,
neuronal activity, and hemodynamic changes should be
further investigated.

During regular sleep cycles, the fluctuation of cerebral
hemodynamics was correlated with the transitions of sleep
stages (fluctuation in specific EEG-wave). NIRS utilization in
sleep studies provides insight into functional neuroanatomy
by comparing the changes between different sleep stages and
transient fluctuations during sleep transitions benefiting from
the relatively higher temporal resolution compared with other
neuroimaging techniques. The significant fluctuation of cerebral
hemodynamics during the awakening period increased the
risk of cerebrovascular disease due to the immature brain
autoregulation ability in premature infants and the decline of
autonomic regulation ability in the elderly. Therefore, bedside
monitoring is particularly important for these illumination
depth of populations. The disruption of normal nocturnal
sleep induced by apnea leads to fluctuations of cerebral
hemodynamics, which jeopardizes the cerebral autoregulation
mechanisms and ultimately increases the risk of cerebrovascular
disease. Fortunately, CPAP treatment can reduce or eliminate
airway obstruction, thereby suppressing cerebral hemodynamic
fluctuations. Therefore, NIRS has potential application prospects

in the monitoring and treatment evaluation of sleep disorders.
Additionally, studies investigating impaired cerebral blood flow
and cerebrovascular reactivity associated with sleep disorders
should be noted and used for developing a personalized effective
CPAP treatment utilizing NIRS.

Although NIRS is a promising tool for investigating cerebral
hemodynamics during sleep, there are also limitations that need
to be further explored. The experimental design is essential for
acquiring robust signals, but it differs among existing studies.
Neuroscientific research and clinical trials were conducted

during daytime napping or nocturnal sleep, and the population
studied ranged from premature to elderly, and the sleep disorders
ranged frommild to severe. In future experiments, the unification
of the age of the populations and the severity of the disease, as
well as the inclusion of an adequate number of subjects, should
be considered.

Furthermore, the development of the brain during childhood
is sequential (134) and the discrepancy results across cerebral
regions, suggesting the significance of monitoring in multi-
channels. The standardized method for signal processing
is not well-established. Notably, the interference of the
extracerebral hemodynamics on the NIRS signal needs to be
considered when extracting cerebral hemodynamic responses.
The traditional signal processing method for NIRS sleep is
the study of the trend in NIRS signal changes. It is necessary
to find effective methods for signal analysis and to extract
efficient features. Additionally, the insufficient sampling
rate of the existing instruments limits the potential role of
low frequency oscillations of NIRS in investigating cerebral
vasomotions, which play an essential role in regulating cerebral
blood perfusion. Inspired by the multimodal neuroimaging
utilized in studying and diagnosing pathologies (135) and
the simultaneous EEG-NIRS measurements used in the
context of BCI (136), the fusion of NIRS-EEG bimodal
signals has potential applications in automatic sleep staging,
automatic diagnosis of sleep disorders, and evaluation of
therapeutic effects.
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Over the last two decades, the explosion of experimental, computational, and
high-throughput technologies has led to critical insights into how the brain functions
in health and disease. It has become increasingly clear that the vast majority of brain
activities result from the complex entanglement of genetic factors, epigenetic changes,
and environmental stimuli, which, when altered, can lead to neurodegenerative and
neuropsychiatric disorders. Nevertheless, a complete understanding of the molecular
mechanisms underlying neuronal activities and higher-order cognitive processes
continues to elude neuroscientists. Here, we provide a concise overview of how the
interaction between the environment and genetic as well as epigenetic mechanisms
shapes complex neuronal processes such as learning, memory, and synaptic
plasticity. We then consider how this interaction contributes to the development of
neurodegenerative and psychiatric disorders, and how it can be modeled to predict
phenotypic variability and disease risk. Finally, we outline new frontiers in neurogenetic
and neuroepigenetic research and highlight the challenges these fields will face in their
quest to decipher the molecular mechanisms governing brain functioning.

Keywords: neuroepigenetics, neurogenetics, omics, gene regulatory networks, epigenetics, histone code

INTRODUCTION: A SYMBIOTIC LIAISON BETWEEN GENES AND
THE ENVIRONMENT

There are few areas of science more fiercely contested than the issue of what makes us who
we are. How much of our identity is inherited, and how much acquired by interacting with
the environment? Or, in other words, is nature the governing force shaping our personality,
or is it nurture? While the eukaryotic genome is the same throughout all somatic cells in an
organism, each expresses a unique set of genes that defines its specific identity. To describe
the layer of mechanisms that resides above (epi) the level of the genes and that channels their
outputs towards specific fates, the biologist Conrad Hal Waddington (1905–1975) conceived
the term epigenetics in the early 1940s, defining it as ‘‘the study of the causal interactions
between genes and their products which bring the phenotype into being’’ (Waddington, 1942).
Since then, this field has continued to shed light on the entanglement of nature and nurture,
genes and the environment, as during embryonic development, throughout the adult life,
and in several diseases, cell-type-specific gene expression patterns are continuously established
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GRAPHICAL ABSTRACT

and maintained under the constant influx of intrinsic
and extrinsic environmental cues by means of epigenetic
modifications (Lee and Young, 2013; Cavalli and Heard, 2019).

In the last two decades, multiple lines of research have
revealed that epigenetic mechanisms are also at play in the
nervous system. These modifications stably alter gene activity in
the context of the same genetic sequence, can self-sustain in the
absence of the originating stimulus, and can be passed through
cellular generations during neuronal lineage development (Gräff
et al., 2011). At the same time, they are under environmental
influence and can be modulated by internal and external stimuli,
thus providing the cells with a system to rapidly encode and
update information (Allis and Jenuwein, 2016). By having this
Janus-faced property of being at once stable and malleable,
epigenetic signatures emerged as an important mechanistic
interface between life experiences and genome regulation in
the brain (Jaenisch and Bird, 2003; Levenson and Sweatt, 2005;
Hackman et al., 2010).

In addition to epigenetic mechanisms, we have been
recently discovering the extent to which somatic mutations
occurring during development and throughout the lifetime of
an individual can affect human brain activities in physiological
and pathological states. These non-inhered genetic changes
are de novo mutations of the DNA sequence likely resulting
from environmental insults such as inflammation and oxidative
stress, as well as stochastic events (Nishioka et al., 2019).
Ultimately, somatic mutations bring about a genetically

heterogeneous population of neurons, whose identity is
likely to be constantly shaped by the crosstalk of genetic and
epigenetic mechanisms.

In this short review, we provide an overview of the
multifaceted genetic and epigenetic regulation in the
nervous system, discuss the state-of-the-art of neurogenetic
and neuroepigenetic research and highlight its promises
for a deeper understanding of brain functioning in health
and disease.

ESTABLISHED PRINCIPLES: GENETIC
AND EPIGENETIC REGULATION OF GENE
EXPRESSION IN THE BRAIN

Genetic regulation occurs first at the level of the genetic
code, which was deciphered shortly after the discovery of the
DNA structure in 1953 (Watson and Crick, 1953). This code
(Nirenberg and Leder, 1964; Marshall et al., 1967)—the set
of rules by which information encoded in DNA sequences
as nucleotide triplets are translated into proteins—came to
its full appreciation upon the publication of the Human
Genome Project in 2001, raising new hopes in the quest for
understanding the basic principles across all physiological and
pathological processes (Baltimore, 2001). Yet, despite this initial
excitement, it soon became evident that the DNA alone was
not able to generate the full range of information necessary
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to recapitulate the entire complexity of the human being and
its diseases.

Around the same time, the histone code hypothesis
gained widespread acceptance as a possible answer to this
question. According to this hypothesis, the post-translational
modifications of histone proteins, alone or in combination,
would direct specific DNA-templated programs by (I) regulating
the access of the transcriptional machinery to the underlying
DNA sequences and (II) providing binding sites for effector
proteins that selectively interact with distinct covalent histone
marks (Jenuwein and Allis, 2001). For example, the acetylation
of lysine residues on histone H3 and H4 by enzymes
known as histone acetyltransferases (HATs) diminishes the
electrostatic affinity between histone proteins and the DNA,
promoting a chromatin structure that is more permissive
to gene transcription, whereas the removal of the acetyl
groups by enzymes known as histone deacetylases (HDACs) is
associated with transcriptionally inactive chromatin (Kouzarides,
2007). Complicating matters further, chemical modifications
of the DNA itself also play a role in the regulation of
gene expression, with DNA methylation being the most
studied example. Since such modifications of the DNA act
in concert with histone modifications and do not occur
independently of each other, it is paramount to extend the
notion of a ‘‘histone code’’ to an ‘‘epigenetic code,’’ whereby
specific patterns of epigenetic modifications regulate distinct
gene expression networks within defined cell populations
(Gräff and Mansuy, 2008).

In the field of neuroscience, the interaction between
the genetic and epigenetic code has been best studied in
the context of learning and memory. It was Francis Crick
(1916–2004) in 1984 who first hypothesized that epigenetic
modifications in terms of DNA methylation could store the
memory of previously experienced stimuli, an idea that was
later followed up by the molecular biologist Robin Holliday
(1932–2014; Crick, 1984; Holliday, 1999). Accordingly, the
repeated activation of neurotransmitter receptors during
learning would trigger synapse-to-nucleus signaling which
causes robust changes in gene expression, via epigenetic
modifications. The downstream transcriptional responses
result in the synthesis of new proteins, which in turn are
used at the synaptic level to produce persistent changes in
synaptic strength (Kandel, 2001). The first experimental
evidence that epigenetic mechanisms could function as a
signal-integration platform in the crosstalk between synapse
and nucleus came from pioneering work in Aplysia californica.
In this simple marine mollusk, synaptic plasticity—one of
the neuronal mechanisms underpinning learning—requires
the phosphorylation-mediated activation of the transcription
factor (TF) cAMP-responsive element-binding protein 1
(CREB1). Once phosphorylated, CREB1 was found to recruit
the HAT CREB-binding protein (CBP) to the promoter of
the transcriptional co-activator CCAAT/enhancer-binding
protein (CEBP), leading to enhanced histone acetylation and
the expression of synaptic plasticity and memory-associated
genes (Guan et al., 2002). Since these first observations,
many studies have confirmed the crucial involvement of

histone acetylation, methylation, phosphorylation, and DNA
methylation and their respective enzymes, as well as histone
exchange processes to be implicated in learning, memory, and
synaptic plasticity (Levenson et al., 2004; Miller and Sweatt, 2007;
Koshibu et al., 2009; Gupta et al., 2010; Gräff and Tsai, 2013;
Campbell and Wood, 2019), with new posttranslational histone
modifications continuously being discovered (Farrelly et al.,
2019; Zhang et al., 2019; Lepack et al., 2020). Besides learning
and memory, a broad range of experiences ranging from
psychological stress to nutrition and lifestyle were also found to
induce epigenetic modifications in the central nervous system
(CNS), and epigenetic mechanisms have been implicated
in neurodevelopmental and neuropsychiatric disorders,
neurodegeneration, and aging (see Figure 1 and the reviews,
Krishnan and Nestler, 2008; Champagne and Curley, 2009; Gräff
et al., 2011; Lyst and Bird, 2015; Hamilton and Nestler, 2019).
Based on these findings, several drugs targeting the epigenome
are currently in clinical trials with the hope to reverse genetically
and/or environmentally induced aberrant epigenetic changes
in the CNS. Examples of such epigenetically targeted drugs
include the following: (a) HDAC inhibitors to treat Alzheimer’s
disease (AD; NCT03056495 and NCT03533257), Parkinson’s
disease (PD; NCT02046434), schizophrenia [NCT00194025,
but note that the same drug—Valproate—has been previously
tested for the treatment of AD (NCT00071721) with negative
results] and cognitive decline (NCT02457507); (b) natural
compounds which target DNA methyltransferase (Dnmt)
activity to treat AD (NCT01716637 and NCT00951834). Despite
these on-going efforts, the use of epidrugs for the treatments
of neurodegenerative and neuropsychiatric disorders is still
not suitable for routine clinical practice, and HDAC and
DNMT inhibitors are currently FDA approved only for cancer
therapy. The main factors that are preventing these drugs from
achieving the same clinical success observed in the treatment of
hematological malignancies and solid tumors can be ascribed to
the CNS susceptibility to their genotoxicity, low stability, multi-
targeted and multi-cellular effects, coupled with the fact that the
epigenetic regulation of brain programs is highly heterogeneous
and our understanding of the underlying principles currently
limited (Szyf, 2015).

STATE OF THE ART: INTEGRATED
“OMICS” APPROACHES TO STUDY
GENETIC AND EPIGENETIC VARIABILITY
AND DISEASE RISK

Nowadays, genetic and epigenetic variability underlying a
given phenotype is being studied by omics-based approaches.
By sampling variations in the genome and epigenome in
a large population of individuals and employing principles
of statistical associations, risk factors, and likelihoods for
neurodegenerative and neuropsychiatric disorders can be
calculated (Diaz-Ortiz and Chen-Plotkin, 2020). The most
widespread example of such approaches are GWAS, which
aim at detecting associations between genetic variants,
most often single-nucleotide polymorphisms (SNPs) across
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FIGURE 1 | A multilevel model for understanding brain phenotypes. Brain states in both physiological and pathological conditions are the result of a complex array
of interacting factors. Genetic, epigenetic, and environmental perturbations change the molecular states of regulatory networks controlling neuronal activities and
functions. As a consequence, neuronal connections can be altered and existing synapses are strengthened or weakened. In turn, the structure and
electrophysiological properties of the neuronal networks controlling higher-order brain functions are affected, leading to phenotypic changes towards health or
disease. SNP, single nucleotide polymorphism; INDEL, insertion, and deletion. See the text for more details.

the entire genome and a phenotype of interest (Visscher
et al., 2012). So far, large-scale GWAS have identified over
100 loci associated with frontotemporal lobar degeneration
(FTLD), amyotrophic lateral sclerosis (ALS), AD, and PD for
neurodegenerative diseases, as well as depression, addiction,
schizophrenia, post-traumatic stress disorder (PTSD) and
obsessive-compulsive disorders (OCD) for neuropsychiatric
ones (Diaz-Ortiz and Chen-Plotkin, 2020). The major success
to emerge from these studies was perhaps the identification
of SNP markers linked to the ApoE-ε4 allele as a risk factor
for AD, hence replicating the association of the ApoE-ε4
allele with AD originally proposed long before the advent
of the genomic era (Corder et al., 1993; Coon et al., 2007;
Bertram and Tanzi, 2009). ApoE is a major cholesterol
carrier that supports lipid transport and injury repair in
the brain, and different isoforms of ApoE have been shown
to differentially regulate aggregation and clearance of amyloid
β proteins (Aβ), crucial events for the development of AD
(Kanekiyo et al., 2014). Despite the success of these studies in
identifying genetic risk factors for neurodegenerative diseases
and psychiatric disorders, these studies have not been without
controversy. Prominent criticisms include the concerns that
SNPs identified in GWAS explain only a small fraction of
the heritability of complex traits, may represent spurious
associations and have limited clinical predictive value (Tam
et al., 2019). Furthermore, in the majority of cases it still
remains unclear how the genetic variants identified by GWAS
mechanistically and causally affect pathogenetic processes
(Gandhi and Wood, 2010).

Indeed, the majority of such variants was found to occur
in non-coding regions of the genome, making apparent how
GWAS results need to be integrated with other layers of
information to be correctly interpreted. Studies associating
markers of genetic variation with gene expression data
from hundreds of individuals have already identified loci
at which genetic variation is statistically associated with the
transcriptional levels of mRNAs of interest in disease-relevant

tissues (Nica and Dermitzakis, 2013; Diaz-Ortiz and Chen-
Plotkin, 2020). A notable example of so-called expression
quantitative trait loci (eQTLs) comes from investigating the
genetic variants linked to the TMEM106B gene in FTLD.
Risk variants identified by GWAS associated with higher
expression of TMEM106B through preferential recruitment
of the chromatin-regulating protein CCCTC-binding factor
(CTCF) and increased CTCF-mediated long-range interactions
(Gallagher et al., 2017). In turn, increased TMEM106B
expression resulted in lysosomal dysfunction in multiple
cell types, including neurons, increasing the risk of developing
cellular malfunctions and downstream neurodegeneration
(Busch et al., 2016).

Another genome-wide means of identifying molecular events
associated with human phenotypes recently emerged with
EWAS. So far, EWAS have shown that complex diseases, in
addition to genetic predispositions, also result from non-genetic
risk factors likely mediated by epigenetic mechanisms (Birney
et al., 2016). Indeed, a distinct pattern of DNA methylation
at CpG dinucleotides enables us to discriminate between
affected cases and control individuals in different pathological
contexts (Rakyan et al., 2011). Such differentially methylated
CpG sites that are dependent on genetic variants have
been termed methylation quantitative trait loci (mQTLs), and
have now been reported to occur in several neurological
and neuropsychiatric disorders (Lord and Cruchaga, 2014;
Roubroeks et al., 2017). Moreover, the integration of GWAS
and EWAS with transcriptional profiling has revealed how
loci harboring genetic variants can influence the methylation
state of other loci in cis or in trans, which in turn correlates
with different levels of gene expression (Do et al., 2017).
For instance, in patients with AD, SNPs at an enhancer
of the gene peptidase M20 domain-containing protein 1
(PM20D1) significantly correlated with levels of PM20D1 DNA
methylation and gene expression through a CTCF-mediated
chromatin conformation change. People at risk for AD showed
higher PM20D1 promoter methylation and reduced expression,
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while SNP carriers with reduced risk for AD displayed
higher levels of PM20D1, which bestowed neuroprotection
(Sanchez-Mut et al., 2018).

Overall, if we consider the entire collection of such large-
scale omics-type studies performed so far, it is becoming
clear that most common diseases are not the consequence
of single genetic changes with a single outcome, but rather
the result of perturbations of GRNs which are affected by
complex genetic and environmental interactions (Figure 1).
In their simplest representation, GRNs can be visualized as
graphical models with two components: the nodes, which depict
the molecular entities (DNA, transcripts, proteins, metabolites)
observed to vary in the population under study, and the edges
between nodes, which represent the physical and regulatory
relationships between the molecular entities (Schadt, 2009). For
example, a DNA node in a network can represent a SNP that
modulates the expression of a gene in its proximity on the
genome (node A and B in Figure 1); in turn, the resulting
gene products (RNA and protein) control the activity of a
second, long-distant gene (node C, D, and E in Figure 1).
Essentially, as a consequence of multiple feedforward and
feedback interactions between different biological substrates, the
initial cis-regulatory event—a SNP affecting the expression of a
neighboring gene—can also transmit its signal in trans, leading
to changes in the activity of a gene located further apart on the
genome (Nica and Dermitzakis, 2013). Once the components
of a GRN have been identified, different approaches can be
employed to model GRN dynamics and to predict its response
to various environmental changes, both external and internal
(Schlitt and Brazma, 2007). Under these premises, it is possible
to imagine a nearby future in which the computation of such
comprehensive networks of interacting molecular entities will
greatly enhance our understanding of phenotypic variability and
disease risk.

CURRENT RESEARCH GAPS AND
FUTURE DIRECTIONS

As a result of such research efforts, an extraordinary wealth
of data is nowadays available to neuroscientists in the fields
of neurogenetics and neuroepigenetics. Nevertheless, a
unified framework in which these multi-modal and multi-
scale data can be related, interpreted, and explored is
still missing. To achieve a comprehensive and exhaustive
understanding of brain functioning, we identify three
major challenges that need to be surmounted: (1) refined
measurement; (2) functional validation; (3) integrated
computational modeling.

We refer to refined measurement as the need to complement
fundamental observations coming from large populations of
individuals or multiple brain regions with tissue-specific and
cell-type-specific analyses. A promising approach to achieve
this resolution is the use of single-cell sequencing-based
technologies, which enable us to capture multiple features of
individual cells with high-throughput methods (for details,
see Table 1). Indeed, single-cell whole-genome amplification

(scWGA) and single-cell RNA-sequencing (scRNA-seq) have
already provided precious insights into the genomic and
transcriptional variability of brain cells in different physiological
and pathological contexts (Lodato et al., 2015; Ofengeim
et al., 2017). At the same time, it is reasonable to expect
that recently developed techniques allowing to profile the
epigenomic state of single cells will also become of widespread
use in neuroscience. Amongst these, the most informative
approaches appear to be single-cell assay for transposase
accessible chromatin (scATAC-seq), single-cell chromatin
immunoprecipitation followed by sequencing (scChIP-
seq) and single-cell bisulfite sequencing (scBS-seq), which
measure—respectively—variations in chromatin accessibility,
histone mark dynamics and DNA methylation in individual
cells (Smallwood et al., 2014; Buenrostro et al., 2015; Grosselin
et al., 2019). Also, proteomics and metabolomics tools able to
assay different types of functional proteins and metabolites
in individual cells have now started to be developed (Su
et al., 2017). As a result of all these technological advances, it
should become possible to leverage integrated analyses based
on high-throughput sequencing to simultaneously capture
the genomic, transcriptomic, epigenomic, and proteomic
complexity of single cells. Generating this type of data will
pave the way towards a more precise understanding of the
molecular mechanisms underlying neuronal functions in both
physiological and pathological contexts. For example, we now
know that distinct changes in DNA methylation can function
as an ‘‘epigenetic clock’’ to predict the biological age of an
organism, and large DNA methylation datasets have already
enabled accurate age estimates from different tissue across the
life cycle including the brain (Horvath and Raj, 2018).With other
types of epigenetic modifications as biomarkers of aging under
investigation and their combined use with other omics-based
approaches, we anticipate that it will become increasingly
possible to identify molecular targets for interventions capable
of slowing, halting, or even reversing brain aging processes, and
even neuropsychiatric diseases.

With the exceptional level of detail in the measurement
of genetic and epigenetic changes on the horizon, it begs the
question to what extent these variations causally contribute
to the phenotypes under study. Such functional validation of
(epi)genetic variation has recently moved within experimental
reach thanks to a technique that allows to edit—directly
in vivo in the brain as well as in vitro in cellular models—the
genetic or epigenetic material at specific sites of interest in
the genome, namely clustered regularly interspaced palindromic
repeat (CRISPR)-Cas9 (Heidenreich and Zhang, 2016). With
this technology, by using short fragments of RNA as ‘‘guides’’
for the Cas9 enzymatic machinery, nucleotide sequences at
desired target sites in the genome can be removed, added,
or altered with hitherto unachieved precision (Doudna and
Charpentier, 2014). Excitingly, by using deactivated versions
of the Cas9 enzyme (dCas9), epigenetic modifications at
specific chromatin loci can also be altered. For example,
fusing dCas9 to HAT or HDAC proteins like p300, CBP or
HDAC3 enables site-specific control of histone acetylation levels;
similarly, versions of dCas9 fused to the enzymes Tet1 and
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TABLE 1 | Summary of major genetic, epigenetic and transcriptional profiling techniques.

Technique Type of assay Single-cell
profiling

Used in
population
studies

High-
throughput

References

Whole-genome amplification Detect single nucleotide
polymorphisms (SNP) and copy
number variants (CNV) across
the genome

Yes Yes Yes Lodato et al. (2015)

Chromatin immunoprecipitation
using sequencing (ChIP-seq)

Capture protein-DNA binding
events and posttranslational
histone modifications
genome-widely

Yes No Yes Grosselin et al. (2019)

Assay for transposase
accessible chromatin using
sequencing (ATAC-seq)

Determine Chromatin
accessibility across the genome

Yes No Yes Buenrostro et al. (2015)

Whole-genome bisulfite
sequencing (WGBS)

Determine the DNA methylation
status of single cytosines
across the genome

Yes Yes Yes Karemaker and
Vermeulen (2018)

Compartment analysis of
temporal activity by
fluorescence in situ
hybridization (catFISH)

Visualize the subcellular
localization of the mRNA of
interest to infer neuronal activity

Yes No No Guzowski et al. (2001)

Global run-on and sequencing
(GRO-seq)

Measure nascent RNA
production

No No Yes Stark et al. (2019)

RNA sequencing (RNA- seq) Measure steady-state mRNA
levels

Yes Yes Yes Stark et al. (2019)

Hi-C Map chromatin contacts and
interactions genome-wide

Yes No Yes Hakim and Misteli
(2012)

Chromatin interaction analysis
by paired-end tag sequencing
(ChIA-PET)

Identify genome-wide
long-range chromatin
interactions bound by protein
factors

Yes No No Hakim and Misteli
(2012)

Dnmt3a allow for targeted DNA methylation editing events
(Brocken et al., 2018; Xu and Qi, 2019). As their efficiency
and scalability increases, we envision CRISPR-Cas9-based
methodologies to become essential tools to validate the relevance
of the genetic and epigenetic variances identified in GWAS
and EWAS studies. At the same time, dCas9 systems—used
individually or in combination—could be employed to shed
light on the importance of the histone and epigenetic code
for cognition and behavior in both health and disease. Indeed,
while it is well established that distinct patterns of epigenetic
modifications regulate specific gene expression networks during
learning and memory, the underlying mechanisms remain to
be elucidated (Campbell and Wood, 2019). Furthermore, as
novel histone modifications—such as histone serotonylation,
lactylation, and dopaminylation—keep being discovered, we
anticipate that dCas9 versions fused to the enzymes mediating
these modifications could be highly informative to characterize
their roles in different brain functions (Farrelly et al., 2019; Zhang
et al., 2019; Lepack et al., 2020).

Last, advances in the field of computational neuroscience
are already allowing to build incredibly detailed models
of neuronal connections and functioning within and across
different brain areas, and such programs are currently already

underway on different continents. By gathering information
on the anatomical structure, electrophysiological properties,
spatial positions, and connections of neurons, several large-
scale brain simulators have been developed and keep being
refined. So far, these brain models can be employed to
successfully mimic synaptically connected networks of hundreds,
thousands, or even more neurons, but are still unable to
predict sensory stimulations or human behaviors (Einevoll et al.,
2019). At the same time, these projects have predominantly
focused on linking the neuronal to the network level, but the
contribution of epigenetic/transcriptional dynamics to synaptic
plasticity and neuronal function has yet to be taken into
account. As a consequence, at present, a universal framework
for brain activities able to directly connect—and thereby
model—cognitive functions over synaptic networks down to
genetic and epigenetic mechanisms are still missing (Einevoll
et al., 2019). In this regard, it is worth noting that the concept
of GRN has recently been expanded to encompass not only
relationships among genes, epigenetic modifications, transcripts,
proteins, and metabolites, but also intra- and intercellular
communication, electrophysiological properties, and higher-
order phenotypes such as learning and memory, and as such
might provide a fundament for further integrating computational
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models (Baran et al., 2017). We are convinced that including
nuclear dynamics in future modeling efforts would allow
for a major step forward towards a better understanding of
neuronal functioning.

Taken together, the future of neurogenetic and
neuroepigenetics research lies, in our opinion, both in ever
more refined (i.e., cell-type-specific) levels of analysis and in
integrative, holistic approaches reaching beyond the nucleus.
Within an individual, the combination thereof is poised to
lead to apprehension for the full complexity of the multi-
leveled structure of brain functioning, or malfunctioning.
Within a population, such a research approach will be able to
single out individuals at risk or bay for neurodegenerative
and neuropsychiatric conditions and thereby pave the
way for more personalized treatment approaches. Most

importantly, this research endeavor will not only foster our
understanding of how our brain functions but ultimately also of
who we are.
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GLOSSARY

Epigenetics: originally defined by Conrad Waddington as
‘‘the study of the processes by which the genotype brings
the phenotype into being,’’ it is now circumscribed as ‘‘the
study of molecules and mechanisms that can perpetuate
alternative gene activity states in the context of the same
DNA sequence.’’

Gene Regulatory Networks (GRNs): models used to describe
and predict dependencies between molecular entities. A GRN
identifies the set of genes that interact with each other through
their RNAs and protein expression products to control a specific
cell function.

Genome-wide association studies (GWAS)/Epigenome-wide
association studies (EWAS): genome-wide approaches analyzing
the statistical association between a molecular trait or disease

and genetic variants (GWAS) or epigenetic marks (EWAS). The
majority of GWAS examine single nucleotide polymorphisms
(SNPs) across a large population of individuals, whilst EWAS
measure their DNA methylation levels.

Histone code: the hypothesis according to which
post-translational modifications of histones, alone or in
combination, function to direct DNA-templated programs
of gene expression by regulating binding site accessibility for
specific effector proteins.

Omics: the comprehensive study of a group of distinct
molecules using high-throughput technologies. Omics-
based approaches are aimed at the detection of genes
(genomics), epigenetic modifications (epigenomics), transcripts
(transcriptomics), proteins (proteomics), and metabolites
(metabolomics) in a specific biological sample in a non-targeted
and non-biased manner.
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Cytochrome oxidase (CO) histochemistry has been used to reveal the cytoarchitecture

of the primate brain, including blobs/puffs/patches in the striate cortex (V1), and thick,

thin and pale stripes in the middle layer of the secondary visual cortex (V2). It has been

suggested that CO activity is coupled with the spiking activity of neurons, implying

that neurons in these CO-rich subcompartments are more active than surrounding

regions. However, we have discussed possibility that CO histochemistry represents the

distribution of thalamo-cortical afferent terminals that generally use vesicular glutamate

transporter 2 (VGLUT2) as their main glutamate transporter, and not the activity

of cortical neurons. In this study, we systematically compared the labeling patterns

observed between CO histochemistry and immunohistochemistry (IHC) for VGLUT2

from the system to microarchitecture levels in the visual cortex of squirrel monkeys.

The two staining patterns bore striking similarities at all levels of the visual cortex,

including the honeycomb structure of V1 layer 3Bβ (Brodmann’s layer 4A), the patchy

architecture in the deep layers of V1, the superficial blobs of V1, and the V2 stripes.

The microarchitecture was more evident in VGLUT2 IHC, as expected. VGLUT2 protein

expression that produced specific IHC labeling is thought to originate from the thalamus

since the lateral geniculate nucleus (LGN) and the pulvinar complex both show high

expression levels of VGLUT2 mRNA, but cortical neurons do not. These observations

support our theory that the subcompartments revealed by CO histochemistry represent

the distribution of thalamo-cortical afferent terminals in the primate visual cortex.

Keywords: Slc17a6, Saimiri sciureus, MAB5504, CO blob/puff/patch, parallel visual pathways, NewWorldmonkeys

INTRODUCTION

The primate visual system is subdivided into multiple parallel pathways, and this segregation
appears as laminar and columnar domains in the visual cortex (Sincich and Horton, 2005). Some
of these domains have been revealed using cytochrome oxidase (CO) histochemistry, such as
blobs/puffs/patches in superficial layers of V1 as well as thick, thin, and pale stripes in the middle
layer of V2 (Horton and Hubel, 1981; Horton and Hocking, 1996). CO is the most common
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metabolic enzyme found in mitochondria, and its enzymatic
activity is coupled with neuronal activity, which is indicated
by decreased CO expression in ocular dominance columns
(ODCs) that occurs after monocular inactivation (Horton
and Hedley-Whyte, 1984; Wong-Riley, 1989). Biochemical
assays also demonstrated that mitochondrial transcription of
metabolic genes is dependent on neuronal activity (Wong-Riley,
2012). Therefore, previous researchers thought that neurons
in CO-rich domains are more active than those outside
the domains.

However, we questioned this paradigm (Takahata, 2016),
since neurons in the V1 blobs and V2 stripes do not show
higher expression of immediate-early genes (IEGs), which is
more directly coupled with neuronal spiking activity (Kim
et al., 2010), compared to neurons outside V1 blobs or
V2 dark stripes. Instead, the CO labeling pattern resembles
the staining pattern observed for immunoreactivity (ir) of
vesicular glutamate transporter 2 (VGLUT2). VGLUT2 mRNA
is abundantly expressed in sensory thalamic nuclei, and the
protein product of VGLUT2 is transported into axon terminals
to support glutamate transmission at synapses, and its mRNA
is not strongly expressed in cortical neurons (Nakamura
et al., 2007; Balaram et al., 2013). VGLUT2-ir corresponded
to anterogradely labeled thalamo-cortical axons, but not to
cortico-cortical axons, in the ferret visual cortex (Nahmani
and Erisir, 2005). Therefore, immunohistochemistry (IHC) for
VGLUT2 is thought to reveal the distribution of thalamo-
cortical afferent terminals in the cortex (Hackett and de la
Mothe, 2009). Not only are the two laminar patterns similar,
a corresponding pattern between CO blobs and VGLUT2-ir
expression has been suggested in galagos, macaques, and humans
(Garcia-Marin et al., 2013; Rockoff et al., 2014). In addition,
the honeycomb structure of layer 3Bβ (Brodmann’s layer 4A) is
comparable between CO and VGLUT2 IHC (Garcia-Marin et al.,
2013). No published report describes a V2 stripe-like staining
pattern for VGLUT2-ir, however, traditional tracer studies
have revealed that afferents from the pulvinar preferentially
terminate into the thick and thin stripes of V2, but not the
interstripe regions (Livingstone and Hubel, 1982). We consider
that the thalamo-cortical afferent terminals may possess higher
metabolic activity than the soma or axons of cortical neurons
in general, and CO histochemistry reflects the distribution of
thalamo-cortical axons and afferent terminals, rather than the
spiking activity of cortical neurons when the cortex is stained
(Takahata, 2016).

In this study, we compared the staining patterns between
CO histochemistry and VGLUT2 IHC in tangential sections
of the visual cortices of squirrel monkeys, including the blobs
and honeycomb structures in V1 and stripes in V2. The
squirrel monkey has not been used to study correspondence
between CO subcompartments and VGLUT2-ir, but proved
to be an excellent animal model because they have distinct
V1 blobs and V2 stripes that are easily discernible in
the tangential plane (Horton and Hocking, 1996). We
demonstrate striking similar staining patterns between CO
histochemistry and VGLUT2-ir from the system to the
microstructure levels.

MATERIALS AND METHODS

The brains of three male and three female adult squirrel monkeys
(Saimiri sciureus, body weight range of 900 to 1,100 g for
males and 500 to 800 g for females) were used in this study.
Among them, four hemispheres from three monkeys were used
for cortical tangential staining: The right cortex of ID 18–
20, male, 1,100 g, that was subjected to intravitreous injection
of tetrodotoxin (TTX, 1 mM−8 µL) into the right eye 1
day before perfusion, the right and left cortices of ID 18–27,
female, 500 g, that was subjected to intravitreous injection of
TTX (1 mM−5 µL) into the left eye 2 days before perfusion,
and the right cortex of ID 18–30, male, 1,000 g, that was
subjected to left eye enucleation 14 days before perfusion. All
procedures were approved by the Institutional Animal Care and
Use Committee of Zhejiang University, and were in accordance
with the guidelines of the National Institutes of Health (NIH),
United States of America.

Tissue Preparation
All animals were subjected to monocular inactivation treatment
by either eye enucleation or TTX injection for 1 day to 3
weeks for a separate study. This treatment may have altered
expression patterns of proteins, but at least, plastic changes of
visual system organization were not expected since none of
them received monocular inactivation when they were juvenile.
Besides, the staining patterns for CO histochemistry were nearly
identical to those described in previous reports for visually
intact squirrel monkeys (Carroll and Wong-Riley, 1984; Wong-
Riley and Carroll, 1984b). Patchy or stripe-like domains related
to ocular dominance were not clearly observed in V1 in our
staining, most likely because our subjects did not possess ocular
dominance-segregation for the geniculo-cortical inputs (Adams
and Horton, 2003).

The animals were given an overdose of sodium pentobarbital
(>50 mg/kg body weight) and were perfused with a sucrose
solution [8.5% sucrose, 5mMMgCl2 in 20mM phosphate buffer
(PB)], followed by 0.5–4.0% paraformaldehyde (PFA) in 0.1M
PB. The brain was removed from the skull, and the visual
cortex was separated from the rest of the brain and flattened
immediately. The flattened visual cortices were immersed in
a post-fixative (30% sucrose/4% PFA in PB) at 4◦C overnight
and cut tangentially at 40µm using a freezing microtome. The
remaining brain tissue was immersed in 30% sucrose in PB at
4◦C for ∼1 week until the tissue sank to the bottom of the
container. Then, the brain tissue was cut coronally at 40µm
using a freezing microtome. Sections were stored at −20◦C in a
cryoprotectant solution [30% ethylene glycol, 30% glycerol, and
40% phosphate-buffered saline (PBS)] until used.

CO Histochemistry
CO histochemistry was conducted as described previously
(Wong-Riley, 1979) with slight modifications. The free-floating
sections were washed twice in 5% sucrose in PBS for 5–
10min. The sections were incubated in the CO reaction
solution [200µg/mL cytochrome C (Sigma-Aldrich, St. Louis,
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MO), 150µg/mL catalase (Sigma-Aldrich), and 100µg/mL 3,3′-
diaminobenzidine (DAB; Sigma-Aldrich) in 5% sucrose and PBS]
at 37◦C, 30 rotation per minute (rpm) for 8–24 h. Subsequently,
the sections were washed three times with PBS, mounted on
glass microscope slides and air-dried. The sections on slide were
dehydrated through a series of increasing ethanol concentrations
followed by xylene, and permanently coverslipped with xylene-
based glue. The dehydration/coverslipping procedure was the
same in following other staining as well.

Immunohistochemistry (IHC)
Commercially available antibodies were used in this study
(summarized in Table 1). Mouse monoclonal anti-VGLUT2 was
generated against a recombinant antigen. In Western blots of the
primate neocortex, the antibody recognized a band at 56-kDa,
the known molecular weight of VGLUT2 (Balaram et al., 2013;
Baldwin et al., 2013). This monoclonal antibody has been used
previously to label VGLUT2 in rodents (Wong and Kaas, 2008;
Dondzillo et al., 2010), tree shrews (Balaram et al., 2015), sea lions
(Sawyer et al., 2016), as well as primates (Balaram et al., 2013;
Takahata et al., 2018).

Free-floating sections were washed three times in 0.3% Triton
X-100/PBS (PBST). Endogenous peroxide activity was quenched
with 0.3% H2O2 in PBST for 15min. Then, the sections were
transferred into citrate buffer (0.3% Triton X-100 in 10mM
sodium citrate, pH 6.0), washed several times and incubated
in citrate buffer at 80◦C for 30min for antigen retrieval. The
sections were allowed to cool to room temperature (RT) and
placed in blocking buffer (Roche Diagnostics, Indianapolis,
IN) for 1 h, followed by incubating the sections overnight in
primary antibody, anti-VGLUT2 or anti-calbindin D-28K (CB)
(Table 1), at 4◦C. After washing in PBST, the sections were
incubated in secondary antibody (Table 1) for 2 h at RT. Then
the sections were washed in PBST and transferred into a solution
from VECTASTAIN R© Elite ABC Kit (Vector Laboratories,
Burlingame, CA) for 1 h according to the manufacturer’s
instructions. The sections were washed three times in PBST and
placed in the reaction buffer (200µg/mL DAB, 0.02% nickel
chloride, 0.03% H2O2 in PBST) to visualize the signals. The
sections were then washed with PBST three times, mounted on
glass microscope slides and air-dried.

In situ Hybridization (ISH)
To prepare the squirrel monkey VGLUT2-specific probe,
a part of the VGLUT2 gene was cloned using RT-PCR
with cDNA prepared from an enucleated eye from
one of the squirrel monkeys. The primer sequences
were GGCAAGGTCATCAAGGAGAA (forward) and
GCACAAGAATGCCAGCTAAAG (reverse) that targeted
the 322–713 region of NM_020346 (human VGLUT2/SLC17A6).
The PCR amplicon was purified and inserted into a plasmid
vector, pCRTMII-TOPO R© vector, Dual Promoter (Invitrogen,
Waltham, MA) using conventional TA cloning, and amplified
in competent cells. The plasmids were harvested and purified
with QIAGEN R© Plasmid Midi Kit (Qiagen, Hilden, Germany)
according to the manufacturer’s instructions. For colorimetric
ISH, digoxigenin (DIG)-labeled antisense and sense riboprobes

were prepared from the plasmids using a DIG-dUTP labeling kit
(Roche Diagnostics).

Our ISH protocol was based on previous works (Takahata
et al., 2014) with slight modifications. Briefly, free-floating brain
sections were immersed in 4% PFA in 0.1M PB (pH 7.4)
overnight at 4◦C, then treated with 1–10µg/mL proteinase K for
30min at 37◦C. After acetylation, the sections were incubated in
the hybridization buffer [5x standard saline citrate (SSC: 150mM
NaCl, 15mM sodium citrate, pH 7.0), 50% formamide, 2%
blocking reagent (Roche Diagnostics), 0.1% N-lauroylsarcosine
(NLS), 0.1% sodium dodecyl sulfate (SDS), 20mM maleic acid
buffer; pH 7.5] containing 1.0µg/mL DIG-labeled riboprobe
overnight at 60◦C. Hybridized sections were washed twice,
20min each in wash buffer (2x SSC, 50% formamide, 0.1% NLS)
at 60◦C. Subsequently, the sections were successively immersed
in RNase A buffer [10mM Tris-HCl, 10mM ethylenediamine-N,
N, N′, N′-tetraacetic acid (EDTA), 500mM NaCl, pH 8.0] that
contained 20µg/mL RNase A for 30min at 37◦C, 2x SSC/0.1%
NLS for 20min at 37◦C, and 0.2x SSC/0.1% NLS for 15min
at 37◦C. Hybridization signals were visualized using alkaline
phosphatase (AP) immunohistochemical staining and a DIG
detection kit (Roche Diagnostics) that used an overnight reaction
to nitro blue tetrazolium chloride/5-bromo-4-chloro-3-indolyl
phosphate, toluidine salt (NBT/BCIP) (Roche Diagnostics). The
sections were then washed with deionized water, mounted on
glass microscope slides and air-dried.

Nissl Staining
Free-floating sections were post-fixed in 4% PFA for a minimum
of 12 h at 4◦C. The sections were mounted on glass microscope
slides after washing in 0.1M PB and air-dried for several
days. The slides with sections were then rinsed successively in
deionized water, then 90 and 75% ethanol. The sections were
stained with 0.1% cresyl violet solution for 5 to 10min. Then, the
sections were washed with 0.8% acetic anhydrate in 90% ethanol
for 5 to 10min to remove excess cresyl violet.

Data Analysis
The slides were scanned with a VS-120 automated brightfield
microscope (Olympus, Tokyo, Japan). Then, image editing
software of Adobe Photoshop (cc 2018, Adobe, San Jose, CA)
and ImageJ (1.48v/Java 1.6.0_20) was used to edit figures. We
did not digitally add any staining pattern in the figures besides
enhancing brightness/contrast and putting some annotations
and nomenclature. Some of the figures were too light for the
microscope to focus on the signals easily, we used USM tool in
photoshop (cc 2018, Adobe, San Jose, CA) to enhance resolution.
Those parameters were modified carefully to avoid distortion. In
addition, the contour of blobs and stripes was revealed roughly
by photoshop (cc 2018, Adobe, San Jose, CA) automatically first,
then revising the contour closely and manually with the guidance
of the rough lines.

To count the coincidence area ratio, we chose 43 blobs and
29 different kind of stripes randomly in four hemispheres of
three cases, which had been shown in Figures 1G,H, 4C,F,I,L.
The area of CO blobs and VGLUT2-ir patches were calculated
on Photoshop, the data was processed by Excel (Microsoft) and

Frontiers in Neuroanatomy | www.frontiersin.org 3 February 2021 | Volume 15 | Article 629473238

https://www.frontiersin.org/journals/neuroanatomy
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroanatomy#articles


Yao et al. Correspondence Between CO and VGLUT2-ir

TABLE 1 | Information about antibodies used in this study.

Antibody name Host animal Producing

company

Catalog number RRID Supplied

concentration

Dilution ratio to

be used

Anti-VGLUT2

monoclonal antibody

Mouse Millipore, Bedford,

MA

MAB5504 AB_2187552 1.0 mg/mL 1:30,000 for visual

cortex

1:10,000 for LGN

and pulvinar

Anti-calbindin D-28K

monoclonal antibody

Mouse Sigma-Aldrich, St.

Louis, MO

C9848 AB_476894 15–55 mg/mL 1:1,000

Anti-mouse IgG

polyclonal antibody,

biotinylated

Horse Vector

Laboratories,

Burlingame, CA

BA-2000 AB_2687893 1.5 mg/mL 1:1,000

IBM SPASS Statistics (version 20) and the bar chart was drawn on
Excel. CO/VGLUT2 was calculated by using the coincidence area
between one single CO blob and VGLUT2-ir patch divided by
the VGLUT2-ir patch area. VGLUT2/CO was calculated by using
the coincidence area between one single CO blob and VGLUT2-
ir patch divided by the CO blob area. The results represent
the proportion of coincidence area (Figure 1K). To objectively
evaluate overlap proportion between CO blobs and VGLUT2-
ir patches in V1, and between CO dark stripes and VGLUT2-
ir stripes in V2, the contours of staining patterns were drawn
using MATLAB (R2020a 9.8.0.1323502). After normalization of
the original figures, a series of functions were applied to optimize
pictures, such as Gaussian blur, followed by the function of
contour to show the outline of different patterns automatically,
then overlap proportion was calculated (Figure 5).

As for counting the number of CO-rich cortical neurons,
gridlines that both the length and width were 1mm were used
on all sample areas which size were around 5mm by 5mm, to
help us select samples of blobs in V1 randomly, totally 78 blobs
in all four hemispheres were chosen. In each blob, counting the
number of CO-rich cortical neurons within a 0.2× 0.2µmsquare
box. While in interblob, we chose 2–4 sample areas in the same
square box area and calculated the average values. In V2, we chose
∼20 stripes each of CO dark and pale stripes, and in each stripe,
we selected several different samples in different area, in total,
there were about 170 samples of those stripes (Figure 2P). We
used unpaired Student t-test to evaluate statistics, and considered
that it is significant difference when p-value < 0.05.

RESULTS

Some inconsistency exists in the literature concerning the
numbering of V1 layers (Balaram et al., 2014). In previous and
current studies in NewWorldmonkeys, we usedHässler’s scheme
of the V1 layering (Hässler, 1967; Takahata et al., 2012), where
only layer 4C of Brodmann is considered to be layer 4, and
provided Brodmann’s layers in parenthesis.

Coincidence Between CO Histochemistry
and VGLUT2-ir in V1
We examined the CO reactivity and immunoreactivity (ir) for
VGLUT2 on the flattened visual cortex from squirrel monkeys.
In the superficial layers (within 500µm of the pial surface)

of V1, a regular patchy pattern of CO-rich compartments was
revealed with an interval of 0.3 to 0.5mm and diameters that
ranged from 0.1 to 0.3mm (Figure 1A). This observation was
consistent with the previously reported pattern of CO blobs
(Carroll and Wong-Riley, 1984; Horton, 1984). VGLUT2-ir in
adjacent sections exhibited a very similar pattern to the pattern of
CO staining (Figure 1B). Using higher magnification, the centers
of each blob were plotted for CO staining and VGLUT2-ir to
examine their correspondence (Figures 1E,F). These adjacent
images were digitally arranged according to the corresponding
blood vessels in each section to compare the shape, size, and
locations of the CO blobs and VGLUT2-ir patches (Figure 1G).
We observed that the majority of the CO blobs and VGLUT2-
ir patches were coincident to a considerable extent. To quantify
our observation, we demarcated CO blobs and VGLUT2-ir
patches, and calculated overlapping areas (Figure 1K). As a
result, 72.5 ± 1.8% (mean ± S.E.M., n = 3, Does as follows)
of CO blob area was coincided with VGLUT2-ir patches, and
64.8 ± 0.1% of VGLUT2-ir patch area was coincided with
CO blob area (calculated for 43 CO blobs/VGLUT2-ir patches
from four hemispheres of three monkeys), indicating that a
majority of each area overlaps with each other.We then examined
mRNA expression of the VGLUT2 gene in the visual cortex to
address whether cortical neurons were the origin of VGLUT2
protein. Overall, the mRNA signal was sparse, and blob-like
pattern was not observed in V1 (Figure 1I). Some faint signal
was visible at higher magnification, which indicated that the
ISH staining worked properly (Figures 1I1,1I2). The mRNA
expression pattern suggested that the VGLUT2 protein that
composed the V1 blob pattern originated from brain regions
other than the visual cortex.

To further study the microstructure in and surrounding the
CO blobs, we obtained images of layers 2/3 of V1 with high-
power magnification (Figures 2A–D). Somas of cortical neurons
that were rich in CO activity were scarce (black and white arrows
in Figures 2C,K), and there was no apparent difference in their
distribution or population when the insides of the blobs were
compared to the areas surrounding the blobs. To quantify this
observation, we demarcated CO blob boundaries, and separately
counted the number of CO-rich cells in and surrounding the CO
blobs (Figure 2P). The number of CO-rich cells in CO blobs was
207 ± 29.5 per mm2 [counted for 253 regions of interest (ROIs)
of 0.2 × 0.2mm square from 78 CO blobs in 4 hemispheres
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FIGURE 1 | Tangential sections of V1 and V2 stained for CO activity (A,C) or VGLUT2-immunoreactivity (ir) (B,D) in the squirrel monkey (Case ID 18–27, right

hemisphere). (A,B) are adjacent with each other in superficial layers, and (C,D) are adjacent with each other in middle layers. (E,F) Higher magnification of regions of

interest (rectangle area) in (A,B), respectively. Black circles in (A–E) indicate corresponding blood vessels of adjacent sections for alignment. White dots in (E,F)

indicate centers of patchy patterns for each staining. (G,H) Comparison of V1 blob (G) or V2 stripe (H) patterns obtained from each staining. “TN” is for thin stripe,

and “TK” is for thick stripe. Other annotations are as indicated in the inset. (I,J) A tangential section of V1 and V2 stained for mRNA of VGLUT2 gene, respectively.

(I1–J2) Higher magnifications of regions of interest in V1 (I1,I2) and V2 (J1,J2) (rectangle area in I,J). Only a few VGLUT2 mRNA signals are seen. (K) Bar chart of the

proportion of coincidence area in both V1 and V2. Dashed lines indicate borders between V1 and V2. Depth from the pial surface of each section is indicated at the

upper-right corner in (A–D,I,J). Scale bars are 1mm for (A–D,G,H), 500µm for (E,F), 500µm for (I,J), and 50µm for (I1–J2).

of 3 monkeys], whereas that outside CO blob was 189.25 ±

22.3 per mm2 (counted for 318 ROIs of 0.2 × 0.2mm square
from 78 interblobs in 4 hemispheres of 3 monkeys), and there
was no statistical significance between them (p = 0.64, n =

3). This result suggested that CO-rich cortical neurons did not
constitute a major component of the CO blobs. CO intensity was
higher overall in the blobs compared to the areas surrounding
the blobs, but the detailed structure was unclear in the CO

histochemistry (Figures 2C,K). The more precise microstructure
of the blobs was apparent in VGLUT2 IHC compared to the CO
histochemistry (Figures 2D,L). In VGLUT2 IHC, intermingled
neuropil and puncta were visible in the blobs (black arrows in
Figure 2D), which appeared to be axon terminals and boutons,
respectively (Figure 2L). A collection of principal arbors and
smaller secondary arbors formed a net-like structure. Few cortical
cell somas were observed with VGLUT2 IHC. Taken together,
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FIGURE 2 | Higher magnifications of CO histochemistry (A,E,G,I) and VGLUT2 IHC (B,F,H,J,M) in tangential sections of V1 (Case ID 18–27, right hemisphere).

(A,B,E–J) are adjacent to each other, and corresponding blood vessels are circled. Approximate layers and depth from the pial surface are indicated in each panel.

(C,D) Even higher magnifications of the blob area that is boxed in (A,B), respectively. CO-rich neurons are pointed by black or white arrows within blob or outside

blob, respectively, in (C). VGLUT2-ir positive neuropils and puncta in blob are pointed by black arrows in (D). Corresponding vessel patterns in different layers were

plotted between (E,F) [layer 3Bβ (4A)], (G,H) [layer 4 (4C)], and (I,J) (layer 5/6). In (E,F), the location of the honeycomb structure appears mismatched between CO

and VGLUT2-ir in the regard of vasculature patterns. That is because the flattening was not complete in this part of the large tangential section, and layer 3Bβ (4A)

was thin, therefore, honeycomb structure was slightly displaced even when the distance of the two sections was only 80µm apart. (K,L) Even higher magnification of

a single CO-rich neuron and boutons in (C,D), (boxed area). (N) Even higher magnification of the honeycomb area that is boxed in (M). (O) Even higher magnification

of layer 4β (4Cβ) that is boxed in (H). (Q,R) Even higher magnifications of infragranular blob area that is boxed in (I,J), respectively. (P) Box-plot about the number of

CO-rich cortical neurons in both V1 and V2 per mm2. NS indicates not significant. Depth from the pial surface is indicated at the right bottom in (A,B,E–J,M). The

scale bars are 200µm for (A,B,E,F,M), 50µm for (C,D), 20µm for (O), 10µm for (K,L,N), 500µm for (G,H,Q,R), and 1mm for (I,J).
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these results suggested that the V1 CO blobs contain mainly
VGLUT2 protein-containing axonal terminals and boutons that
maintained higher metabolic activity than cortical neurons.

The presence of the characteristic honeycomb-like lattice
structure revealed using CO histochemistry in layer 3Bβ (4A)
has been confirmed in several previous studies (Carroll and
Wong-Riley, 1984; Boyd et al., 2000). VGLUT2 IHC reportedly
can reveal a honeycomb structure in macaques (Garcia-Marin
et al., 2014). As expected, we observed a prominent honeycomb
structure using both CO histochemistry and VGLUT2 IHC
in squirrel monkeys (Figures 2E,F). Interestingly, VGLUT2
IHC demonstrated the pattern even more clearly than CO
histochemistry (Figure 2M). Higher magnification illustrated
that the honeycomb structure was produced by accumulations
of dense neuropil and bouton-like puncta (Figure 2N). In both
CO histochemistry and VGLUT2 IHC, the signals were most
intense in layer 4 (4C) (Figures 2G,H). It was difficult to observe
the microstructure due to high intensity, but similar to blobs,
cell somas were rarely observed in VGLUT2 IHC. The signal
was primarily located in neuropil and puncta in VGLUT2 IHC
(Figure 2O). The CO labeling was nearly uniform throughout
layer 4 (4C). CO blobs were mainly seen in the more superficial
layers, but it has been reported that they have been observed in
the infragranular layers in corresponding columns as superficial
layers in squirrel monkeys (Carroll and Wong-Riley, 1984).
The patchy CO expression was faint, but the similar pattern to
the superficial blobs was observed in the infragranular layers
of V1 in our samples (Figure 2I). VGLUT2-ir was also faintly
patchy in the infragranular layers (Figure 2J). Their patterns
and spacing appeared similar, although it was challenging to
analyze the exact correspondence because the patterns were
obscure (Figures 2Q,R). Similar results were obtained in the
other hemisphere of the same animal and in the other squirrel
monkeys (Figure 4).

Coincidence Between CO Histochemistry
and VGLUT2-ir in V2
Dark stripes (thick and thin stripes) and intercalated pale
stripes were discernable throughout V2 in tangential CO stained
sections (Figure 1C), as reported previously (Wong-Riley and
Carroll, 1984b). Some dark stripes were slightly darker and
thinner than others, which facilitated the ability to discriminate
between thin and thick stripes (Figure 1H). The width of
one thick-pale and thin-pale unit was ∼2mm. We observed
that VGLUT2-ir revealed strikingly similar patterns as CO
histochemistry (Figure 1D). To address whether the two staining
methods were localized in the same V2 compartments, we
used blood vessel patterns in each section to digitally align
the stained images from adjacent sections, and observed the
degree of overlap for the striped patterns (Figure 1H). A
significant overlap was present between the stripes produced by
CO histochemistry and VGLUT2 IHC, revealing that VGLUT2
IHC exhibited the same stripes that were revealed with CO
histochemistry. To quantify our observation, we demarcated CO
dark stripes and VGLUT2-ir stripes, and calculated overlapping
areas (Figure 1K). 80.8 ± 1.4% of CO dark stripe area coincided

with VGLUT2-ir stripes, and 75.1 ± 1.5% of VGLUT2-ir stripe
area coincided with CO dark stripe area (calculated for 29
CO dark stripes/VGLUT2-ir stripes from four hemispheres of
three monkeys), indicating that a majority of CO dark stripe
overlaps with VGLUT2-ir rich stripe area. ISH for VGLUT2
mRNA showed weak sparse signal, but it did not exhibit a stripe-
like pattern (Figure 1J). This result indicated that the VGLUT2
protein that reveals the V2 stripe pattern had a different origin
outside of V2.

CO-rich cortical cells were observed in V2 at higher
magnification (black arrows in Figures 3A1–A3). The CO-
stained cortical cells were present in both CO dark (thick
and thin) stripes and pale stripes. However, independent of
the presence or absence of CO-rich cells, the CO dark stripes
were darker overall than the CO pale stripes, and no particular
microstructure was present. To quantify this observation, we
demarcated CO stripe boundaries, and separately counted the
number of CO-rich cells in and surrounding the CO dark stripes
(Figure 2P). The number of CO-rich cells in CO dark stripes
was 261.5 ± 25.5 per mm2 (counted for 92 ROIs of 0.2 ×

0.2mm square from 20 CO dark stripes in 4 hemispheres of 3
monkeys), whereas that outside CO dark stripes was 249 ± 9.0
per mm2 (counted for 82 ROIs of 0.2 × 0.2mm square from
18 CO pale stripes in 4 hemispheres of 3 monkeys), and there
was no statistical significance between them (p = 0.66, n = 3).
This result implied that the presence of CO-rich cortical cells
did not cause the pattern of thick and thin stripes. On the other
hand, the VGLUT2-ir neuropil and puncta were abundantly
observed in the thick and thin stripes but not in the pale stripes
(Figures 3B1–B3) and VGLUT2-ir cortical cells were rare. These
observations suggested that the thick and thin stripes in V2
contain mainly VGLUT2 protein-containing axonal terminals
and boutons that were more metabolically active than cortical
neurons. Similar results were obtained in the other hemisphere
of the same animal and in the other squirrel monkeys (Figure 4).

The quantification of overlap in V1 blobs and V2 stripes was
done with manual drawing of contours. To confirm that the
results were not biased by subjectivity of investigators, we used
an automated program to quantify the proportion of overlap
in selected small regions (Figure 5), whereas this analysis was
difficult to be applied to large tangential sections due to the
contamination of different layers, uneven staining intensity and
distraction of staining patterns by vessels. In the right V1 of
ID 18–20, the CO blobs/VGLUT2-ir patches was 0.83 and the
VGLUT2-ir patches/CO blobs was 0.42. Average proportion of
the CO blobs/VGLUT2-ir patches in the right and left V1 of ID
18–27 was 0.72 and that of the VGLUT2-ir patches/CO blobs
was 0.59. In the right V1 of ID 18–30, the CO blobs/VGLUT2-
ir patches was 0.71 and the VGLUT2-ir patches/CO blobs was
0.42. Altogether, the ratio of CO blobs/VGLUT2-ir patches was
75.5 ± 5.5% and that of VGLUT2-ir patches/CO blobs was 47.4
± 8.2% (n = 3 each). In the right V2 of ID 18–20, the CO dark
stripes/VGLUT2-ir rich stripes was 0.59 and the VGLUT2-ir rich
stripes/CO dark stripes was 0.62. Average proportion of the CO
dark stripes/VGLUT2 in the right and left V2 of ID 18–27 was
0.69 and the VGLUT2-ir rich stripes/CO dark stripes was 0.66. In
the right V2 of ID 18–30, the CO dark stripes/VGLUT2-ir rich
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FIGURE 3 | Higher magnifications of CO histochemistry (A) and VGLUT2 IHC (B) in tangential sections of V2 (Case ID 18–27, right hemisphere). (A,B) are adjacent to

each other, and corresponding blood vessels are circled. Depth from the pial surface is indicated in each panel. Shapes of V2 stripes are delineated by black dotted

lines. Three regions of each panel were chosen to enlarge as indicated (A1–A3,B1–B3). CO-rich cortical cells are pointed by black arrows in (A1–A3) to illustrate that

they are present in both CO dark (A1,A3) and pale (A2) zones. VGLUT2-ir positive neuropils and puncta are pointed by black arrows in (B1–B3) to illustrate that they

are abundant in CO dark zones (B1,B3), but scarce in CO pale zones (B2). Scale bars are 500µm for (A,B), and 20µm for (A1–A3,B1–B3).

stripes was 0.77 and the VGLUT2-ir rich stripes/CO dark stripes
was 0.77. Altogether, the ratio of CO dark stripes/VGLUT2-ir rich
stripes was 68.3 ± 7.4% and that of VGLUT2-ir rich stripes/CO
dark stripes was 68.4 ± 6.5% (n = 3 each). Overall, significant
overlap was observed in this analysis as well.

Thalamic Origin of VGLUT2 Protein
To address the possibility that the VGLUT2 protein observed
in V1 and V2 was derived from the thalamus, we used ISH for
VGLUT2 mRNA to study the lateral geniculate nucleus (LGN)
and the pulvinar complex. Even though we attempted monocular
inactivation using TTX injection (1 mM−3 µL) into the left
eye in this specific animal (ID 19-04) 2 days before perfusion,
no apparent difference in gene expression or CO staining
pattern was observed between the different layers or hemispheres.
Therefore, we considered that the histochemical patterns in this
subject were similar to those of visually intact animals.

The squirrel monkey LGN consists of magnocellular (M)
layers, parvocellular (P) layers, and koniocellular (K) layers, as

seen in other primates (Hess and Edwards, 1987; Usrey and
Reid, 2000) (Figure 6). However, unlike other primate species,
in the squirrel monkey, the P layers do not exhibit clear
septa or intercalated layers, which causes the entire P layer to
appear uniform. On the other hand, the cell morphology and
organization of the M layers are similar to those observed in
macaques (Schiller and Malpeli, 1978). The ventral M layer (ME)
predominantly receives inputs from the contralateral eye, and
the dorsal M layer (MI) predominantly receives inputs from the
ipsilateral eye (Horton andHocking, 1996; Usrey and Reid, 2000).
A previous study reported that the K layers were seen ventral
to M layers (K1), between two M layers (K2), and between P
and M layers (K3) (Ding and Casagrande, 1997). Among them,
the cells were quite sparse in K2 and K3, whereas more cells
were observed in K1 (Figures 6A,D). CO was active in all the
LGN layers (Figures 6B,E) Robust VGLUT2 mRNA signal was
observed in all LGN layers (Figures 6C,F). Based on the cell
morphology observed at high magnification, it was determined
that the mRNA signals mainly resided in dense, large excitatory
relay neurons of the LGN (Figures 6G,H).
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FIGURE 4 | Similar results were obtained in other animals (Case ID 18–20, right hemisphere, A–F, and Case ID 18–30, right hemisphere, M–R), and in the other

hemisphere of the same animal above (Case ID 18–27, left hemisphere, G–L). (A,B,D,E,G,H,J,K,M,N,P,Q) are adjacent to each other, and corresponding blood

vessels are circled. Depth from the pial surface is indicated in each panel. White dotted lines indicate V1/V2 borders. Comparisons of V1 blob pattern between CO

histochemistry and VGLUT2 IHC for ID 18–20 right, ID 18–27 left, and ID 18–30 right are shown in (C,I,O), respectively, and comparisons of V2 stripe pattern between

CO histochemistry and VGLUT2 IHC for ID 18–20 right, ID 18–27 left, and ID 18–30 right are shown in (F,L,R), respectively. Annotations are as indicated in the inset.

Scale bars are 500µm for (M–O), and 1mm for others.

Similar results were observed in the pulvinar. In Figure 6,
the results in ID 18–31 (female, 800 g), which was subjected
to monocular inactivation treatment by left eye enucleation
for 20 days before perfusion, are presented. The pulvinar
nuclei, medial pulvinar (PM), lateral pulvinar (PL), and inferior
pulvinar (PI) were identified using IHC for calbindin D-28K
(CB) and VGLUT2 as well as Nissl staining (Figures 7C–F),
as described previously (Baldwin et al., 2017). The VGLUT2
mRNA signals were abundantly and uniformly observed in all
pulvinar nuclei (Figure 7A). Neuronal expression was confirmed
using high magnification (Figure 7G). In general, VGLUT2-ir
was relatively low, except in the posterior PI (PIp) and caudal
medial PI (PIcm), which receive direct projections from the
superior colliculus (SC) (Baldwin et al., 2013) (Figure 7C). The
VGLUT2 sense probe did not reveal any signal above background
(Figure 7B).

DISCUSSION

The purpose of this study is to demonstrate how the expression
patterns of CO and VGLUT2-ir correspond with each other.

The close correspondence between labeling patterns of the
two staining methods supported the possibility that CO-rich
domains such as V1 blobs and V2 thick and thin stripes in the
primate visual cortex are distinct because they contain abundant
afferent terminals from the thalamus. VGLUT2 is an excellent
endogenous molecule to study thalamo-cortical connectivity
patterns because it is strongly expressed in primary neurons
of all sensory thalamic nuclei, but not in the cortex. Also, a
majority of the VGLUT2 protein is transported and stored in
axon terminals (Nahmani and Erisir, 2005; Nakamura et al.,
2007; Balaram et al., 2013; Garcia-Marin et al., 2013; Hackett
et al., 2016). Parvalbumin has also been used to study thalamo-
cortical afferent distribution (Spatz et al., 1994; Melchitzky
et al., 1999; Wong and Kaas, 2010), but it is not the best
molecule to use because it is also strongly expressed in cortical
GABAergic interneurons (DeFelipe et al., 1999). There is a
concern about influence of monocular inactivation treatment
undergone in our subjects on the expression of CO andVGLUT2-
ir. There are studies that show a dramatic decrease of their
expressions following monocular inactivation in the primate
visual system (Wong-Riley and Carroll, 1984a; Horton and
Hocking, 1998a; Takahata et al., 2018), and some structural
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FIGURE 5 | The automated evaluation of overlap proportion between CO blobs and VGLUT2-ir patches in V1, and between CO dark stripes and VGLUT2-ir rice

stripes in V2 in all three hemispheres examined. The original images are on the left, and their contours drawn by the program are on the right. (A,D,G,J,M,P,S,V) are

CO-stained sections, and (B,E,H,K,N,Q,T,W) are sections stained for VGLUT2-ir, which are adjacent to the sections of CO histochemistry on their left. They are

closely aligned with each other to match vasculature patterns. The estimated CO or VGLUT2-ir dark areas are lightly colored. (C,F,I,L,O,R,U,X) Merged contours

between the two staining on their left. The CO dark areas are colored with light gray for the ease of comparison. The bars on the right show proportions of the overlap

between the two staining methods. “Both positive” indicates the proportion of areas that are rich in both CO and VGLUT2-ir, “VGLUT2 only positive” indicates the

proportion of areas that are rich in VGLUT2-ir but not in CO, “CO only positive” indicates the proportion of areas that are rich in CO but not in VGLUT2-ir, and “Both

negative” indicates the proportion of areas that are not rich in CO or VGLUT2-ir.
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FIGURE 6 | Coronal sections of the LGN (Case ID 19–04) stained for Nissl substance (A,D), CO (B,E), VGLUT2 mRNA (C,F). (A–C) is in the left hemisphere and left

is lateral, and (D–F) is in the right hemisphere and left is medial. The sublayers of the LGN were identified according to Nissl staining and CO histochemistry, including

K1, K2, K3, MI, ME, and P, which are illustrated by black lines. (G,H) High magnification of the rectangle areas in (C,F), respectively. Even higher magnification in (G,H)

are shown as (G1–G6,H1–H6) below. Scale bars are 1mm in (A–F), 50µm for (G,H) and 20µm for (G1–G6,H1–H6).

changes also occur in CO blobs and ocular dominance columns
even in adult cases (Trusk et al., 1990; Rosa et al., 1991; Farias
et al., 2019). Thus, their expression patterns may be slightly
different from those in naïve animals, however, a remarkable
correspondence between CO histochemistry and VGLUT2-ir
in the visual cortex was shown, and we consider that our
original purpose has been achieved whatever the condition of the
animal was.

Parallel Visual Pathways of the
Geniculo-Striate Projection
Visual information of different modalities is processed separately
in parallel pathways of the LGN and visual cortex (Lund, 1988;
Hendry and Reid, 2000; Callaway, 2005; Sincich and Horton,
2005; Lu and Roe, 2008), as described in the introduction. Details
of object shapes with high spatial frequency are mainly processed
in the parvocellular layers of the LGN and relayed into layers
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FIGURE 7 | (A–E) Coronal sections of the pulvinar (Case ID 18–31, right hemisphere) stained for VGLUT2 mRNA (A), VGLUT2 sense probe (B), VGLUT2-ir (C),

calbindin D-28K (CB)-ir (D), or Nissl substance (E). Left is medial and upper is dorsal. (F) Nuclei of the pulvinar complex were identified according to Nissl staining,

VGLUT2 IHC and CB IHC, following Baldwin et al. (2017). (G) High magnification of the rectangle area in (A). Scale bars are 1mm in (A–F) and 100µm for (G). PM,

medial pulvinar; PL, lateral pulvinar; PIp, posterior inferior pulvinar; PIm, middle inferior pulvinar; PIcm, central medial inferior pulvinar; PIcl, central lateral inferior

pulvinar; Rt, thalamic reticular nucleus; LGN, lateral geniculate nucleus.
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3Bβ (4A) and 4b (4Cβ) of V1, while object movements with high
temporal frequency are mainly processed in the magnocellular
layers of the LGN and relayed into layer 4α (4Cα) of V1.
Color information, especially from the S cones of the retina, is
processed in the koniocellular layers of the LGN and relayed
into blobs of V1 (Hendry and Reid, 2000). Previous studies
have shown that the distinct honeycomb structure observed as
a repetition of circular neuropil and cell-sparse centers in layer
3Bβ (4A) of V1 corresponds with axonal terminals derived from
koniocellular and parvocellular layers of the LGN (Hendrickson
et al., 1978; Ding and Casagrande, 1998). VGLUT2 mRNA is
robustly expressed in all LGN layers, and VGLUT2-ir is distinctly
observed in all V1 layers and domains described above. Although
previous studies suggested that there is some projection from
the pulvinar to layer 1 of V1 (Moore et al., 2018), V1 does
not receive other major subcortical inputs, except minor inputs
from the amygdala, claustrum, and nucleus basalis of Meynert
(Hendrickson et al., 1978; Kennedy and Bullier, 1985). On
the other hand, the LGN does not send major afferents to
regions other than V1, whereas it has been shown that the
koniocellular layers send minor projections into extrastriate
visual cortices and MT (Lyon et al., 2010; Baldwin et al.,
2012). Thus, we considered that the intense VGLUT2-ir and CO
activity observed in V1 mainly represented major inputs from
the LGN.

Pulvino-Cortical Projection and
Extrastriate Visual Cortices
Traditional tracer studies have revealed that feedforward
projections from the pulvinar complex terminate in the middle
layers of CO-rich thick and thin stripes in V2 (Livingstone and
Hubel, 1982; Levitt et al., 1995). A similarity between CO and
VGLUT2-ir patterns in V2 has also been described previously in
the regard of possible pulvino-extrastriate terminals into layer
4 (Balaram et al., 2013, 2014). Thick stripes are considered
to be a part of the M pathway and receive inputs from the
interblob of V1, whereas thin stripes are considered to be a
part of the P pathway and receive inputs from the blobs of V1
(Sincich and Horton, 2005). On the other hand, it has also been
suggested that interstripes receive their major afferent inputs
from V1, whereas thick and thin stripes receive their major
afferent inputs from the pulvinar (Sincich and Horton, 2002b).
Some studies have revealed that V2 receives some inputs arising
from the LGN koniocellular layers (Hendrickson et al., 1978).
V2 does not receive any other major subcortical afferent inputs,
except minor inputs from the amygdala, claustrum, and nucleus
basalis of Meynert as V1 (Kennedy and Bullier, 1985; Ungerleider
et al., 2014). The VGLUT2-immunoreactive microarchitecture
observed in this study resembled the appearance of pulvino-
cortical terminals that were shown in a previous study where
they carefully tracked and illustrated branches and terminals
of a single axon arising from the PL (Rockland et al., 1999).
Thus, we concluded that the CO staining density and VGLUT2-
ir in V2 thick and thin stripes were mainly derived from
the pulvinar.

Furthermore, we consider that this principle could be applied
to more extrastriate visual cortices beyond V2. The pulvinar
complex of primates consists of multiple nuclei, and the PL
primarily sends axons into V2 (Ungerleider et al., 2014; Baldwin
et al., 2017). The PL also sends afferent axons in other extrastriate
visual cortices (Lyon et al., 2010; Gattass et al., 2014). The
MT is the main target for the PI, and the PM is thought
to innervate, more broadly, the posterior parietal cortex and
other sensory cortices (Baldwin et al., 2017; Mundinano et al.,
2018). Therefore, V2 is not the sole target for the pulvinar. All
extrastriate visual cortices including the posterior parietal and
temporal cortex show a slightly higher CO density in deeper
layer 3 and layer 4 compared to other layers, and the CO density
gradually decreases along the ventral visual pathway (Tootell
et al., 1985; Paxinos et al., 2009). The MT is reported to possess a
slightly higher CO staining intensity, especially in deeper layer
3 and layer 4 (Tootell et al., 1985; Kaskan and Kaas, 2007).
Although we did not include these areas in the present study,
it is likely that the higher CO density in the middle layers of
these cortical areas resides in afferent terminals that arise from
the pulvinar.

Finally, the staining patterns were quite different between
ISH and IHC for VGLUT2 in the pulvinar (Figures 7A,C).
The localization of the protein is different from that of
mRNA likely because the VGLUT2 protein that is produced
in the pulvinar neurons is transported from the pulvinar
into axon terminals in the cortex, while the VGLUT2 protein
that is produced in the SC neurons is transported into axon
terminals in the PIp and PIcm. Moreover, CO histochemistry
and VGLUT2 IHC produces complimentary results in the
pulvinar: PIm is stained strongly for CO, distinguishing it
from PIp and PIcm, both of which are stained relatively
weakly for CO (Balaram et al., 2013), whereas VGLUT2-ir is
robust in PIp and PIcm (Figure 7C) (Baldwin et al., 2017),
which appears discrepancy to our current theory. This is
reasonable, however, because the correspondence of staining
patterns between CO and VGLUT2 IHC is only observed in the
cortex due to the presumable imbalance of metabolism between
the thalamus and the cortex as discussed below. Therefore, CO
and VGLUT2-ir patterns do not correspond with each other in
subcortical nuclei.

Interpretation of CO Histochemistry
We consider that thalamic neurons generally possess higher
metabolic activity than cortical neurons. Therefore, when the
cortex is stained using CO histochemistry, clusters of the
thalamo-cortical projection terminals may stand out compared
to other regions (Takahata, 2016). Nonetheless, we do not deny
the previous understanding that CO activity is coupled with
neuronal spiking activity (Wong-Riley, 1989). CO activity and
neuronal spiking activity are coupled, and CO histochemistry
is an excellent method to study neuronal activity change,
such as revealing ocular dominance columns after monocular
loss (Deyoe et al., 1995; Horton and Hocking, 1998b).
Notwithstanding, we consider that CO histochemistry reveals
decreased activity in thalamo-cortical axons, or decreased
activity in dendrites that receive direct projection from
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the LGN, after monocular inactivation, but not decreased
activity in cortical neurons. CO activity might also change
depending on the neuronal activity of cortical neurons, but any
change is probably smaller than the difference in CO activity
between thalamic and cortical neurons, and, therefore, is not
clearly visible in the CO histochemistry. In other words, CO
histochemistry reflects the activity of thalamo-cortical axons,
but not the activity of cortico-cortical projection or local
circuit activity.

Several electron microscopic studies suggested that CO-
reactive mitochondria mainly reside in dendrites rather than
axons in squirrel monkeys and macaques (Carroll and Wong-
Riley, 1984; Wong-Riley and Carroll, 1984b; Wong-Riley et al.,
1989), which argues against our theory. However, these studies
were limited to layer 2/3 blobs of V1 or puffs (stripes) in V2,
and did not examine the most CO-dense compartment of layer
4 (4C) of V1. The honeycomb structure in layer 3Bβ (4A)
of V1 is prominently revealed using CO histochemistry, and
the staining is likely due to geniculo-cortical axon terminals
as described above. Besides, they did not distinguish thalamo-
cortical synapses from cortico-cortical synapses, nor did they
address the possibility that CO histochemistry might or might
not represent major thalamo-cortical inputs. Another possible
interpretation is that CO activity might reside in dendrites
throughout the visual cortex as they suggested, but the CO
histochemistry might represent CO activity in dendrites that
receive direct inputs from the thalamo-cortical afferents, and
this activity does not propagate into the soma. If that were
the case, then the staining pattern would be the same as
the distribution of thalamo-cortical afferent terminals. We
have already discussed this possibility in our previous article
(Takahata, 2016).

The similarity between CO staining pattern and thalamo-
cortical afferent distribution has been pointed out in some
previous studies as well (Livingstone and Hubel, 1982; Levitt
et al., 1995; Sincich and Horton, 2002a). They discussed that
thalamo-cortical afferents may activate cortical neurons strongly,
contributing to higher expression of CO in cortical neurons.
However, we slightly shift this idea to consider that dense CO
activity resides in the thalamo-cortical afferents themselves, or
in the cortical neuron dendrites that directly receive thalamic
projection. This shift of interpretation is not trivial. For example,
it suggests that neurons in V1 blobs and V2 thick and thin
stripes are not necessarily more active than those in interblob
or interstripe. Based on the idea that neurons in V1 blobs
are more active than those in interblob, researchers previously

presumed that neurons in V1 blobs lack orientation selectivity
and respond to any orientation (Livingstone and Hubel, 1984;
Edwards et al., 1995). However, our theory suggests that this
is not true, which is consistent with many of the more recent
studies (Lu and Roe, 2008; Economides et al., 2011; Garg
et al., 2019). As another example of the importance of our
theory, CO histochemistry only shows ODCs in layer 4 (4C)
and shrinkage of layer 2/3 CO blobs after monocular blockade
(Wong-Riley and Carroll, 1984a; Horton and Hocking, 1998b),
suggesting that ocular dominance segregation is restricted
to these regions. However, ocular dominance domains exist
more broadly in other layers and even in extrastriate visual
cortex in some species, as we have previously shown using
activity-dependent gene expression (Takahata et al., 2009, 2014).
As seen above, if one considers that CO histochemistry reveals
spiking activity of cortical neurons, it can mislead conclusion
of data, nonetheless, CO histochemistry is convenient staining
to reveal distribution of thalamo-cortical afferent terminals and
its activity.
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Gregory Weiland2, John J. Whalen III2, Artin Petrossians2 and Dong Song1,3*

1 Department of Biomedical Engineering, Center for Neural Engineering, University of Southern California, Los Angeles, CA,
United States, 2 Epic Medical, Inc., Pasadena, CA, United States, 3 Neuroscience Graduate Program, University of Southern
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Same-electrode stimulation and recording with high spatial resolution, signal quality,
and power efficiency is highly desirable in neuroscience and neural engineering. High
spatial resolution and signal-to-noise ratio is necessary for obtaining unitary activities and
delivering focal stimulations. Power efficiency is critical for battery-operated implantable
neural interfaces. This study demonstrates the capability of recording single units as well
as evoked potentials in response to a wide range of electrochemically safe stimulation
pulses through high-resolution microelectrodes coated with co-deposition of Pt-Ir. It
also compares signal-to-noise ratio, single unit activity, and power efficiencies between
Pt-Ir coated and uncoated microelectrodes. To enable stimulation and recording with
the same microelectrodes, microelectrode arrays were treated with electrodeposited
platinum-iridium coating (EPIC) and tested in the CA1 cell body layer of rat hippocampi.
The electrodes’ ability to (1) inject a large range of electrochemically reversable
stimulation pulses to the tissue, and (2) record evoked potentials and single unit
activities were quantitively assessed over an acute time period. Compared to uncoated
electrodes, EPIC electrodes recorded signals with higher signal-to-noise ratios (coated:
9.77 ± 1.95 dB; uncoated: 1.95 ± 0.40 dB) and generated lower voltages (coated:
100 mV; uncoated: 650 mV) for a given stimulus (5 µA). The improved performance
corresponded to lower energy consumptions and electrochemically safe stimulation
above 5 µA (>0.38 mC/cm2), which enabled elicitation of field excitatory post synaptic
potentials and population spikes. Spontaneous single unit activities were also modulated
by varying stimulation intensities and monitored through the same electrodes. This work
represents an example of stimulation and recording single unit activities from the same
microelectrode, which provides a powerful tool for monitoring and manipulating neural
circuits at the single neuron level.

Keywords: Pt-Ir electrodeposition, intracortical stimulation, intracortical recording, electrochemistry,
electrophysiology

INTRODUCTION

Recording from single neurons and stimulation to same microelectrodes near simultaneously
is highly desirable for both basic neuroscience research and neural engineering applications. In
electrophysiological studies, same electrode recording and stimulation would enable stimulus-
response experiments at single neuron or small neuronal population level (Shepherd et al., 2001;
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Houweling and Brecht, 2008; Krause et al., 2019). In deep
brain stimulation (DBS), which provides therapy to various
neurological diseases such as movement disorder (Ackermans
et al., 2006; Voges et al., 2007), depression (Schlaepfer et al.,
2014), and epilepsy (Halpern et al., 2008), such technique would
allow delicate micro-manipulation of complex neural circuits and
monitoring feedback neural signals with high spatial resolution
(Vesper et al., 2002; Little et al., 2013; Priori et al., 2013; Salam
et al., 2016; Swan et al., 2018). In cortical prostheses such
as the hippocampal memory prosthesis, which aims to restore
cognitive functions by replacing damaged brain regions (Song
et al., 2007, 2009; Berger et al., 2011; Hampson et al., 2018),
stimulating and recording from the same single neurons becomes
vital for successful implementation of the single neuron-level,
multi-input, and multi-output model-based microstimulation
(Deadwyler et al., 2018; Song et al., 2018).

All of these require high spatial resolution, high signal-
to-noise ratio, feedback signals recorded from the stimulated
tissue, power efficiency, and electrode stability. For recording,
high spatial resolution and signal-to-noise ratio are necessary
for differentiating single neuron activities from background
noise. For stimulation, high spatial resolution is essential for
focal delivery of electrical charge to the target neural tissue.
Feedback control based on recording from the stimulated tissue
enables proper adjustment of stimulation parameters over time.
This is especially crucial in chronic implants where glial cell
encapsulation can weaken the electrode-tissue interaction and
cause reduction in the stimulation effect over time (Polikov
et al., 2005). In addition, neural plasticity may alter response
to stimulation, and make it necessary to use recorded feedback
signals to optimize stimulation parameters (Kerr et al., 2011;
Månsson et al., 2016). Lastly, free-roaming animal experiments
and implantable neuromodulation devices both require low
energy consumption and electrode stability for long-term
use of the device.

These needs may be addressed with low-impedance
microelectrodes that allow both stimulation and recording.
The main challenge of such electrodes is that the geometric area
(not accounting for surface roughness) of a recording electrode
should be comparable to the size of a single neuron to record
unitary activities, but at the same time, stimulation electrodes
require relatively large surface area to obtain low electrochemical
impedance that allows safe charge injection to evoke desired
neural responses. In other words, reducing electrode size for
high spatial resolution stimulation and recording generally
results in an increase of the electrochemical impedance
of the electrode-tissue interface (Cogan, 2008) and higher
thermal noise (Suner et al., 2005). For stimulation electrodes,
where the same amount of charge must be delivered across a
smaller interface, the increased impedance results in increased
electrode polarization, increased energy consumption, and
limits maximum electrochemically reversible stimulation pulses
(Merrill et al., 2005). It is therefore highly desirable to minimize
electrochemical impedance of the electrode while keeping the
electrode area small enough for single neuron recording.

The impedance of electrode/electrolyte interfaces is generally
modeled as a combination of resistors and capacitance in parallel

(Merrill et al., 2005). The simplest being the simplified Randles
model, which consists of a resistor (representing the solution
resistance) in series with a resistor (representing the charge
transfer resistance) and a capacitor (representing the double layer
capacitance) in parallel. Because impedance is proportional to
resistance and inversely proportional to capacitance, efforts to
decrease interface impedance are based on decreasing resistance
and increasing capacitance.

Surface roughening is the most common method to increase
the capacitance. By roughening the surface, electrochemical
surface area is increased while the geometric (or macroscopic)
surface area remains the same (Cogan, 2008). Platinum-black, a
very friable coating, was originally used for surface roughening,
which provoked severe foreign body response displacing neurons
and disabling recording single neuron activities (Loeb et al.,
1977). Other coatings that increase real surface area include
Titanium Nitride (TiN) (Weiland et al., 2002), graphene oxide
(Apollo et al., 2015), PEDOT (Boehler et al., 2019), and Carbon
Nanotubes (CNT) (Wang et al., 2006; Baranauskas et al., 2011;
Kozai et al., 2016).

To reduce resistance, either the electrolyte must be more
conductive, or the charge transfer resistance must decrease.
In vivo, the electrolyte is the tissue resistance. Strategies
to decrease tissue resistance generally focus on reducing
immune responses that can lead to fibrous encapsulation of
the electrode (Polikov et al., 2005). These include reducing
the size of the electrodes (Kozai et al., 2012), decreasing the
mechanical mismatch between the electrode and the tissue
(Kim et al., 2013; Luan et al., 2017; Xu et al., 2018; Wang
et al., 2020), and incorporating bioactive molecules onto the
surface of the electrode to attenuate the immune response
(Zhong and Bellamkonda, 2007).

To reduce the charge transfer resistance, a valence-shifting
layer that can absorb and desorb electrons and ions in a reversable
manner can be incorporated into the electrode. Iridium oxide
(IrOx), due to its multiple oxide states (Robblee et al., 1983),
is the most common material with this property used in neural
electrodes. Currently there are three approaches used to make
IrOx coated microelectrodes: activated iridium oxide film where
a bulk iridium electrode is oxidized by cycling it through
positive and negative voltages in an aqueous solution (Beebe and
Rose, 1988), sputtered iridium oxide films, where an iridium
target is used in the presence of oxygen (Cogan et al., 2004b,
2009), and electrodeposited iridium oxide (Lu et al., 2009).
These techniques also roughen the surface, thus increasing the
capacitance as well. Among those approaches, electrodeposition
has the unique advantage of being cost efficient as it does not
require a cleanroom and can be selectively applied to any subset
of biomedical electrodes within an array made from almost any
electrically conductive material. Perhaps the biggest drawback
to activated IrOx, however, is that it is a brittle material, which
can cause it to fail when stimulating with high charge densities
(Cogan et al., 2004a).

Electrodeposited Pt-Ir Coating (EPIC) is an electrodeposition
process in which Pt and Ir are co-deposited onto a conductive
surface. EPIC maintains the advantages of electrodeposited
iridium oxide (increases surface area and lower charge transfer
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resistance), with the added benefit of containing Pt, a less brittle
metal than Ir, which likely contributes to a more robust and
less prone to delaminate coating compared to IrOx or PEDOT
(Petrossians et al., 2011; Dalrymple et al., 2019; Welle, 2020).
Pt-Ir has the added advantage of having been used (in one
form or another) in FDA approved neuroelectronic devices for
decades (Cogan, 2008), unlike TiN and PEDOT, which have
only been used for pacemaker and cardiac mapping applications,
respectively (Schaldach et al., 1989; Boehler et al., 2019), and
graphene oxide and CNTs, which have not been used in FDA
approved devices.

Electrodeposited platinum-iridium coating has demonstrated
its ability to record single units through microelectrodes (Cassar
et al., 2019), as well as deliver charge through relatively large
cochlear electrodes both in vitro (Lee et al., 2018; Dalrymple
et al., 2019) and in vivo (Dalrymple et al., 2020). Darymple et al.
(Dalrymple et al., 2019) compared EPIC electrode to PEDOT
and Graphene Oxide in an accelerated aging electrochemistry
experiment in saline. The study concluded that PEDOT and
Graphene Oxide coated electrodes exhibited an increase in
impedance and reduction in charge storage capacity compared
to EPIC coating after aging. In this study, EPIC was evaluated
for its ability to enable stimulation through electrodes small
enough to record single units. EPIC evaluation involved in vitro
and acute in vivo electrochemical characterization including
electrochemical impedance spectroscopy, cyclic voltammetry,
and polarization waveform analysis.

In addition to in vivo electrochemical characterization, we
acutely evaluated and compared the ability of EPIC coated
and uncoated microelectrodes to bidirectionally stimulate to
and record single units through the same microelectrode
using an 8-channel microelectrode array implanted in the
hippocampus with approximately every other electrode coated
and the other half uncoated. Performance of coated electrodes
was quantitatively compared with uncoated electrodes within the
same device and across different animals. The electrodes were
tested for signal-to-noise ratio, electrode polarization, energy
efficiency, charge storage capacity, and capability to stimulate and
record short latency and prolonged neural responses to various
electrochemically reversable stimulation parameters.

Our results demonstrated that EPIC coating enabled
electrochemically safe stimulation above 5 µA (>0.38 mC/cm2),
which enabled recordings of spontaneous spikes, field excitatory
post synaptic potentials (fEPSPs), and population spikes (PSs)
from both the stimulation electrode and neighboring recording
electrodes. Results further showed that, compared to uncoated
electrodes, EPIC electrodes recorded neural signals with higher
signal-to-noise ratios, and generated lower voltages for given
stimuli. Thus, EPIC provides a powerful tool for monitoring and
manipulating neural circuits at the single neuron level.

MATERIALS AND METHODS

Electrode Arrays
A commercially available, hand-made 8-channel microelectrode
array (MEA) (Microprobes for Life Science, Gaitherbsurg MD;

platinum-iridium, 6mm length, 75 µm diameter, 150 µm
interelectrode spacing, ∼500 k� impedance) was used for
this study. The device contained a 2 × 4 arrangement of
Pt-Ir microelectrodes, expanding into an area that covers
300 µm × 750 µm. The entire length of each electrode
was insulated with a layer of chemical vapor deposition of
Parylene-C followed by another layer of polyimide tubing
around the base of the electrodes for additional stiffness. The
tip of each microelectrode was exposed by electropolishing
Parylene-C to of approximately 10 µm in length for this study
(Figure 1B). The final step of the electropolishing process
is performed by passing current through each electrode to
remove additional insulation until a specific impedance is met.
Impedance measurements are noisy in microelectrodes, as is
the case here. Therefore, this step introduces the main source
of inter-electrode variability. By using the same device across
animals, we have removed this major source of variability for
better comparison between pre-implantation, in vivo, and post-
implantation conditions.

The geometric surface area of the electrodes was approximated
by the SEM image in Figure 1 using the formula for the
surface area of a cone (height ∼ 20 µm; radius ∼ 3.5 µm)
to be 2.6e-6 cm2. At the base, the microelectrodes were
mated to a 10 channel Omnetics connector. The leads from
the Omnetics connector were soldered onto a printed circuit
board with a surface mounted header which split the leads
out for easy connection using hook wires. The array was
then electrochemically deposited with Pt-Ir (Epic Medical,
Inc., Pasadena, CA) using a process described previously
(Petrossians et al., 2011) resulting in 5 coated and 3 uncoated
microelectrodes (Figure 1A).

Next the device was imaged with a scanning electron
microscope (SEM). Imaging was performed using a field emission
SEM (Joel JSM-7001) at 15 kV. SEM images of a coated
and an uncoated electrode’s surface morphologies shown in
Figures 1C,D, respectively, provided visual confirmation that
the coating increased the effective area while maintaining
the geometric area.

Prior and post every implantation, each microelectrode
underwent electrochemical characterization in Phosphate
Buffer Solution (PBS) including electrochemical impedance
spectroscopy (EIS) (±10 mV vs. Ag| AgCl, 100 kHz – 0.5 Hz)
and cyclic voltammetry (CV) (0.8 V to −0.6 V vs Ag| AgCl). It
is standard practice to deoxygenate the solution for evaluating
the electrochemical properties of materials. However, the
focus of this particular study was to characterize the potential
performance of the material for in vivo studies. Since in vivo
conditions contain dissolved oxygen, running electrochemical
tests in saline that has not been deoxygenated more closely
matches the in vivo conditions. In addition, the electrochemical
performance of iridium (in the Pt-Ir) rely on its reduction and
oxidation and the presence of the O2 in the solution are part of
those reactions.

Furthermore, voltage transient in response to single biphasic
cathodic first current pulses were recorded across each
microelectrode in 1/6 diluted PBS mimicking impedance of
brain tissue of approximately 0.25 S/m (Kandadai et al., 2012)
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FIGURE 1 | (A) Schematic showing relative locations of coated and uncoated contacts. This arrangement allowed a side-by-side comparison of contacts with and
without Pt-Ir coating. (B) Optical micrograph of Microprobes microelectrode array. SEM micrograph of (C) Pt-Ir coated and, (D) uncoated microelectrode tips.
(C) The highly porous nodular structure on the coated electrode dramatically increase the electrochemical surface area while the geometric surface area remains
similar to (D) the uncoated electrode.

to determine the maximum electrochemically safe stimulation
amplitudes given a fixed pulse duration of 200 µs. A polarization
voltage of >−700 mV was considered safe for the cathodic phase
and within water window (Cogan, 2008).

Surgical Procedure
Electrochemistry and electrophysiology experiments were
conducted in dorsal hippocampi of male Sprague-Dawley rats
(n = 3, 350–450 g, 3–4 months). All procedures were performed
in accordance with protocols approved by the Institutional
Animal Care and use Committee of the University of Southern
California. The rats were pre-anesthetized by an intraperitoneal
injection of Ketamine and Xylazine cocktail. During the surgery,
anesthesia was maintained with an inhalation of isoflurane
(1∼2% in pure oxygen) administered through a nose cone
from isoflurane machine. The status of anesthesia was checked
frequently by pinching the toe or footpad, and a heating pad was
used to maintain and monitor the animal temperature.

The animals were mounted onto the stereotaxic frame through
ear bars. Craniotomy of 2 mm × 4 mm was performed over the
right dorsal hippocampus. Dura and pia were removed before
the implantation. The electrodes were inserted at ∼2.60 mm
posterior to the bregma and ∼2.45 mm lateral to the midline,
and it was angled ∼30 degrees from the midline to match the
septal-temporal axis of the hippocampus. A micro-manipulator
was employed to support and advance the electrode 2.5–3.8 mm
from the surface of the cortex. A reference electrode was

inserted far away from the electrode array in the hindbrain in
each experiment.

Neural signals were monitored as the electrodes were
advanced into the brain for the presence of complex spikes (a
burst of 2–6 single spikes of decreasing amplitudes with < 5 ms
interspike intervals (Ranck, 1973). Complex spikes serve as an
electronic signature for pyramidal neurons of the hippocampus,
which help confirm placement of the electrodes in the CA1 region
of hippocampus. After the microelectrodes had reached the target
location, data acquisition began.

Five sets of experiments were performed in vivo: (1)
spontaneous activity recording, (2) in vivo EIS measurement,
(3) recording of voltage transient response to stimulation, (4)
stimulation and recording from the same and neighboring
channels, (5) recordings from euthanized rat to separate
neural responses from artifact and noise. Following each
implantation, the electrodes were explanted and cleaned using
cyclic voltammetry. Also, EIS measurements were taken to ensure
that the impedance was not altered.

Data Acquisition
All neural activities were digitized and recorded by a recording
system (Digidata 1322A, Molecular Devices) and saved by
pClamp9 (Molecular devices) software using 100 kHz sampling
frequency. The recording amplifier was first set to a gain of 80 dB
and a filter of 300 Hz–10 kHz to capture single unit activities.
The output of the recording system was connected to a speaker
to allow for auditory discrimination between single and complex
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spikes activity. The recording amplifier filter was then changed to
a wideband filter of 1 Hz–10 kHz to capture single-unit as well as
multi-unit activities.

Spontaneous Activity Recording
Activities from two microelectrodes (one coated and one
uncoated electrode) were simultaneously saved in one-minute
long recordings for signal to noise ratio (SNR) analysis. The
SNR was defined as the power spectral density (PSD) (averaged
from 1 Hz to 5 kHz to include frequencies with associated
power from multi and single units (Harrison, 2007) of the signal
recorded from anesthetized rat (PSDanesthetized) divided by the
PSD of recordings made from the same region after the rat
was euthanized (PSDeuthanized) (Suarez-Perez et al., 2018). Using
PSD to calculate SNR eliminated the need for any assumptions
about the amplitude of action potentials, as is necessary when
SNR is calculated using a chosen threshold to separate noise
from neural signal. PSD also allowed for a comparison of signal
power from alive versus euthanized rats. The signal recorded
from the euthanized rat is purely noise from the electrode and
the recording system.

A mixed linear model was used to determine the statistical
significance of coating on SNR. Independent t-test was applied
to find out whether there is a significant difference between
uncoated and coated microelectrodes within and across animals.
All results are presented as mean± standard error (SE).

Electrochemical Characterization
Once spontaneous activity was recorded from all channels,
the recording amplifiers were disconnected from the
microelectrodes. Each contact was then connected one at a
time to Gamry Reference 600 potentiostat (Gamry instruments,
Warminster, PA, United States) to measure EIS. The faraday
cage surrounding the surgery table was used as ground, and
the Pt-Ir wire implanted in the hind brain as return electrode.
The impedances as a function of frequency were plotted and
compared between coated and uncoated electrodes.

Stimulation Parameters
Next, the electrodes were connected to a custom-built stimulator,
design of which was described elsewhere (Elyahoodayan et al.,
2019). Charge-balanced, cathodic first, biphasic single pulses
were delivered to the electrodes with each subsequent pulse
having a larger total charge. A fixed pulse duration of 200 µs
with no interface interval was used. Table 1 organizes the pulse
parameters by duration, amplitude and total charge for coated
and uncoated electrodes.

Voltage Transient Response
The output of a previously designed stimulator PCB
(Elyahoodayan et al., 2019) was connected to each electrode
one at a time using a coaxial cable ending with hook cables.
The voltage across the electrode in response to each stimulation
pulse was digitized at 1 MHz sampling frequency and recorded.
A duration of ∼1-s ground phase was used between each pulse
to allow for complete discharge of the electrode before pulsing it
with higher amplitude.

TABLE 1 | List of stimulation test pulse parameters (pulse amplitude and total
charge delivered).

Test # Current (µA) Charge (nC) Charge density (mC/cm2)

1 1 0.2 0.077

2 2 0.4 0.153

3 3 0.6 0.230

4 4 0.8 0.308

5 5 1 0.385

6 10 2 0.770

7 20 4 1.54

8 30 6 2.31

9 40 8 3.08

10 50 10 3.85

The same pulse duration (200 µs per phase) was used for all tests. Test numbers
1–5 were applied to both electrode types (coated and uncoated). Test numbers 6–
10 (in gray) were only tested on the coated electrodes because the parameters
exceeded safety limits when used on the uncoated electrodes. The uncoated
electrode reached safety limits at 5 µA (CIC = 0.38 mC/cm2), whereas the coated
electrode allowed a stimulation current of 50 µA (CIC = 3.85 mC/cm2) before
reaching this limit.

The maximum polarization in the cathodic phase across the
electrode-tissue interface was calculated. There are two factors
in the transient voltage response: the ohmic voltage drop (Va)
arising from the ionic conductivity of the tissue (Rs) and the
polarization across the electrode-electrolyte interface (1Ep). Va
and 1Ep have some overlap due to small double layer capacitance
of the uncoated microelectrodes, which introduces uncertainty
into 1Ep calculation. Another factor that contributes to this
uncertainty arises from limitation of current sources when loaded
with high impedance such is the case with microelectrodes.
This limitation arises from an increased time constant at the
output of the constant current stimulator. The resultant voltage
response to the applied squared current pulses is a biphasic pulse
with round corners, which makes clear 1Ep measurements with
microelectrodes more difficult.

To mitigate these challenges, we calculated 1Ep by (1)
estimating Rs from EIS at >50 kHz, (2) recording voltage
transient across an Rs equivalent, (3) subtracting the waveform
obtained from an Rs equivalent from the electrode transient
voltage waveform (Figure 2). All data are reported for the
cathodic phase of the pulse as stimulation pulses are cathodic first
and negative 1Ep would be larger than positive 1Ep.

Next, energy consumption associated with driving current
pulses through stimulation electrodes was computed using the
equation below:

Power =
T
∫
0
IV (t) dt

(Fink and Beaty, 1978), where V(t) is the transient voltage
across the electrode; dt is the step size in time; T is the
pulse duration; and I is the applied current to the electrode
tissue interface. Energy consumption associated with driving the
coated electrodes was compared to energy consumption used by
uncoated electrodes to determine if any significant savings were
gained by application of the coating.
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FIGURE 2 | Quantification of electrode change in polarization from current pulsing. (A) Simplified electrical equivalent circuit model of the electrode-electrolyte
interface. Electrode/electrolyte interface is modeled by a capacitor (Cdl) and a resistor in parallel (Rp). The resistance of the electrolyte is modeled using a simple
resistor (Rs). (B) Voltage response of constant biphasic pulse (with current I) sent through a single small (5 k�) resistor. There is a linear response that maintains the
square wave of the biphasic pulse. (C) Voltage response to constant biphasic pulse sent through a single 50 k� resistor meant to approximate the Rs of tissue.
Because of the size of the resistor, the voltage response is no longer linear likely due to the large time constant at the output of the stimulator. (D) The voltage
response to the 50 k� resistor superimposed onto the voltage response of the coated (blue) and uncoated (red) electrodes. The polarization voltage for the
uncoated electrode (Ep1) and coated electrode (Ep2) is the subtraction between Va estimated in (C) and the voltage responses of the uncoated (red) and coated
electrode (blue), respectively.

An independent t-test was used to determine statistical
significance of electrode polarization and energy consumption
between coated and uncoated microelectrodes. All results
presented as mean± standard error (SE).

Neural Response to Stimulation
Recording when used in conjunction with stimulation may
cause prolong saturation of the recording amplifier, which would
mask short latency neural response. Previously, we reported a
stimulus artifact suppression technique that reduced the artifact
down to ∼2 ms after the termination of the stimulation pulse
from the stimulated electrode. The designed stimulus artifact
suppression technique (Elyahoodayan et al., 2019) was used
here to record short latency neural response to stimulation. In
short, the design uses a set of CMOS switches to disconnect the
electrodes from the recording amplifiers during stimulation. The
∼2 ms lag in recording after stimulation is because the artifact
suppression technique is merely a suppression technique and
does not completely remove the artifact to allow simultaneous
recording and stimulation. It does, however, reduce the duration
of the artifact.

The two-channel recording system was connected to the
stimulating electrode and a neighboring electrode in the
electrode array. With this arrangement, we could monitor the
effect of stimulation on the targeted tissue and neighboring
channels. Stimulation and recording were conducted twice
using stimulation parameters summarized in Table 1 before
switching the second channel of the recording system to another
neighboring electrode. Thus, the stimulation electrode was pulsed
14 times using the same stimulation parameters. This experiment
was repeated using an uncoated electrode as the stimulation
electrode. A duration of ∼5-s recovery period was used to

allow the tissue to return to base line before pulsing it with
the next amplitude.

Directly evoked action potentials were recorded, and
corresponding changes were observed in the multi-unit and
single unit band, including an increase in magnitude of short
latency evoked response and changes in spike rate associated
with increasing stimulus amplitudes. Responses were recovered
within 2.5 ms from the stimulating and neighboring electrode
after the initiation of the stimulation pulses.

Spike Sorting Analysis
Data from microelectrode recordings from the stimulation
electrode before and after each stimulus were analyzed and
activity of different neurons per microelectrode were identified
by using Plexon off-line sorter. Since neuronal firing rates show
temporal variability following stimulation, the time course of
action potentials was shown as peri-event raster and peri-event
histogram for each stimulation. Peri-event raster and histograms
were initially visually inspected to identify firing patterns
associated with stimulation. Successive trials were synchronized
with the stimulation artifact for fEPSP responses.

RESULTS

Electrochemical Measurements
Electrochemical impedance spectroscopy data for 3 uncoated
and 5 coated microelectrodes in room temperature PBS one
time pre-implantation to assess baseline performance, as well
as, in the CA1 region of hippocampus (n = 3), and in room
temperature PBS after each implantation (n = 3) are shown in
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Figure 3 for comparison. The data is demonstrated in bode-
plot format (phase angle not shown) in which the logarithm
of the impedance is plotted as a function of the logarithm of
frequency. Impedance from uncoated electrodes are noisy due
to their high impedance. Furthermore, impedance in vivo is
noisier due to high impedance of tissues in addition to high
impedance of electrodes. At 1 kHz (center frequency of spike
activity), the impedance for the electroplated microelectrode
was reduced by approximately 8.4 × pre-implantation, and
7.4 × in vivo, and 7.8x post-implantation compared to that
of the uncoated electrodes. The variabilities observed from 3
trials across all frequencies is very similar to each other because
the change of electrolyte impedance causes a constant shift
upward or downward in the overall impedance of the electrode-
electrolyte interface.

At high frequencies (greater than approximately 500 kHz),
impedance magnitudes showed resistive behavior representing
Rs. Rs is approximately 50 ± 9 k� in vivo, which is the value
used to estimate Va This is on average a 10 × difference in Rs,
causing an upward shift of the traces by a decade in the in vivo
plots compared to the in vitro plots. Furthermore, Rs is inversely
proportional to the exposed surface area of the electrode and
the solution conductivity constant (Newman, 1965). Thus, the
variability observed between electrode impedances both in vitro
and in vivo is due to the variability in the electropolishing process
to expose the electrodes’ tips by the manufacturer. Another
source of variability in vivo is inhomogeneity in tissue resistivity
causing larger spread across traces in comparison to the in vitro
traces. Our results demonstrate that there is small variability
across the coated electrodes as seen in Figure 3, where the
distribution of the coated electrodes is similar to the uncoated
electrodes. This is consistent with previous report on the same
coating technology (Cassar et al., 2019).

The EIS plots in Figure 3 do not show significant changes
in impedance from pre and post implantation, which indicates
insignificant changes in electrode morphology pre and post
implantation. This is consistent with previous reports on the
same coating technology, where the EPIC coated electrodes
were analyzed by SEM before and after chronic implantation

with chronic stimulation (Dalrymple et al., 2020). Furthermore,
Figure 3 middle and bottom plot insets demonstrate that there
is no consistent change in impedance, which means that the
variations do not arise from changes in Pt-Ir coating from
repeated use, but are rather associated with other variables such
as tissue impedance.

Figure 4 displays a representative voltammogram of a coated
and uncoated electrode in room temperature PBS. The zoomed
inset signal in Figure 4 (right side) is noisy because of the high
impedance of the electrodes and the small scale used compared
to the uncoated electrodes. The cathodic capacity of the coated
and uncoated electrodes was calculated from anodic to cathodic
sweeps (100 mV/s) of the cyclic voltammetry (Merrill et al.,
2005; Cogan, 2008). The coated electrodes drew 50 ± 3 nC
(n = 10) and the uncoated electrodes drew 1.2 ± 0.1 nC
(n = 6). Dividing the geometric surface area of the electrodes
approximated from the SEM image by the measured capacity
provides the cathodic charge storage capacitance (CSCc), which
is defined as the total amount of charge available per geometric
surface area for an electrode (Cogan, 2008). The calculated CSCc
was 12.5+0.75 mC/cm2 and 0.3 ± 0.025 mC/cm2 for the coated
and uncoated electrodes, respectively. Thus, the coated electrodes
generated a significantly higher current than uncoated electrodes
(two-sample t-test p < 0.001), likely due to lower impedance of
the coated electrodes.

The artifact corresponding to peaks on the CV plot of
the coated electrode in Figure 4 at 0.175 V (during anodic
sweep) and -0.05 V (during cathodic sweep) is likely from silver
nanoparticle contamination during the coating process. This
contamination may occur when some silver nanoparticles from
the reference electrode leaks into the plating solution and bond
to the electrodes surface. A detailed discussion regarding silver
peaks in CV plots is discussed in (Van der Horst et al., 2015).

Electrode Response to Stimulation
Pulses
Figure 5A shows representative voltage transient response curves
at the stimulation electrode surface in response to cathodic first

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-150

-100

-50

0

50

100

C
ur

re
nt

 (n
A

)

Potential (Vw vs V Ag|AgCl)

Uncoated
Coated

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
-15

-10

-5

0

5

Potential (Vw vs V Ag|AgCl)

0

5

10

15

Uncoated Coated

C
S

C
 (m

C
/c

m
2 )

FIGURE 4 | Representative cyclic voltammograms from rat 2 for coated (black) and uncoated (red) electrodes in room temperature PBS. Artifacts from silver leakage
caused during the coating process are grayed out. The calculated CSCC is an average of 0.3 ± 0.025 mC/cm2 for uncoated (n = 9 measurements from 3 electrodes
in 3 rats) and 12.5+0.75 mC/cm2 for the coated (n = 15 measurements from 5 electrodes in 3 rats) electrodes.
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FIGURE 5 | In vivo voltage transient of coated vs. uncoated electrodes, in response to biphasic current pulsing in rat hippocampus with respect to a PtIr reference
electrode. (A) Representative voltage response traces from rat 2 recorded from coated (black) and uncoated (red) electrodes, in response to biphasic current pulses
(pulse duration of 200 µs, amplitudes of 1 µA to 5 µA). (B) Average electrode’s change in polarization as a function of stimulus current pulses across the coated
(black) and uncoated (red) electrodes. The uncoated electrode surface potential crosses the cathodic potential safety limit (U = –700 mV) at ∼5 µA, whereas the
coated electrodes reached the same polarization in response to a 10 × larger current pulse (I = ∼50 µA). On average there is an 83% reduction in electrode
polarization for all stimuli. (C) Calculated average energy consumption associated with driving the electrodes with biphasic stimulation pulses, plotted as a function of
stimulus current magnitudes. Data comparing energy consumption in coated (gray) and uncoated (red) electrodes are shown on the left. Higher stimulation pulses
applied to the coated electrodes are shown on the right. Error bars indicate standard error calculated for coated (n = 15 measurements from 3 electrodes in 3 rats)
and uncoated (n = 9 measurements from 3 electrodes in 3 rats) electrodes. There is a statistically significant improvement in energy consumption using the coated
electrodes (p < 0.001). On average there is 64% reduction in energy consumption across all stimuli.

current pulses of 1 µA to 5 µA. After 200 µs the applied current
was reversed by an equal but opposite anodic pulse, resulting in
voltage transient in the positive direction. The voltage transient
across the uncoated electrode resulted in polarization curves with
masked Va (Rs and Ep segments were merged). Generally, the
voltage transient of the coated electrode showed smaller increase
in voltage over the pulse interval, and the shape of Ep was more
linear and less parabolic.

Figures 5B,C show the calculated Ep and energy consumption,
respectively, plotted as a function of pulse current amplitude.
Data from 1 µA to 5 µA are shown as comparison between the
coated and uncoated electrodes. Data from 10 µA to 50 µA are
shown for the coated electrodes only.

For Ep, a conservative water window of −700 mV was
chosen to avoid electrode potential exertion which is reached
at the charge injection capacity (CIC) of the electrode (Cogan,
2008). The uncoated electrode reached this window at 5 µA
(CIC = 0.38 mC/cm2), whereas the coated electrode allowed

a stimulation current of 50 µA (CIC = 3.85 mC/cm2) before
reaching this limit.

Consistently, for all five test pulses used, the coated
electrodes showed a significantly lower Ep, and energy
consumption, as compared to the uncoated electrodes
(p < 0.001 for all test cases). In all scenarios tested, the
coated electrodes resulted an average 83% improvement in
Ep and 64% improvement in energy consumption versus the
uncoated electrodes. In chronic stimulation applications, this
could lead to having stable electrodes and significant energy
consumption savings.

Recording of Spontaneous Neural
Activity
A total of 1-min representative sample plots of the signal
recorded from an anesthetized rat overlaid with the signal
recorded from a euthanized rat (considered to be the baseline
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FIGURE 6 | Comparison of spontaneous recordings made from uncoated (top 3) and coated (bottom 5) electrodes in the CA1 region of the hippocampus (all
recordings are plotted on the same scale). Superimposed gray traces are recordings made from the same electrodes after the animal has been confirmed
euthanized. Zoomed insets (right) are representative examples of complex spikes indicating proper placement of electrodes in the rat 3 CA1 region of hippocampus
(euthanized recordings are omitted). The scale bar is for both coated and uncoated electrodes.

FIGURE 7 | Representative example of acute single unit recordings in rat 3 from each electrode. Red, blue, and green traces represent different single units. White
and gray background indicate coated and uncoated electrodes, respectively.
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noise of the system) are shown in Figure 6. The plot
shows visual comparison of the signal and noise level of
the coated and uncoated electrodes. It is apparent that the
uncoated electrodes manifested higher noise level than the
coated electrodes. A sample of complex spikes recorded from a
coated and an uncoated microelectrode is shown in Figure 6 to
demonstrate proper placement of the electrode array in the CA1
region of hippocampus.

From the recording, single units were isolated at each time
point and the number of discernable units per electrode was
quantified for each electrode within the array (Figure 7). Figure 7
shows there is no significant amplitude difference between
the coated and uncoated electrodes. Many factors contribute
to the spike amplitude recorded from the electrode. Different
neurons generate spikes with different amplitudes. Even for
the same neuron, recording from soma and dendrites will
produce large differences in spike shape and amplitude. In
addition, the spike amplitude decays with distance. Electrodes
with lower impedance will reduce thermal noise, but it is of
marginal importance, since the 40-70 µV fluctuation caused
by signaling units is several-fold higher for neurons close to
the electrode (Boehler et al., 2020). Cassar et al. (2019) also
reported amplitude differences between the coated and uncoated
electrodes are likely unrelated to the impedance reduction from
the coating. Hence in this study, spike amplitude is not used
to compare the recording performance between the coated and
uncoated electrodes.

The difference in noise is illustrated when comparing the
traces from the euthanized animal (Figure 6, gray traces). The
uncoated electrodes illustrate a nosier signal level in the absent of

any neural activity, so this noise is presumably there even when it
is measuring from living tissue. A linear mixed model was used
to determine the statistical significance of the coating and the
filter on PSD’s calculated from PSDanesthetized and, PSDeuthanized.
Because the same electrodes were used with different rats, the
animal was included as a random effect. The linear model had 3
significant effects (Figure 8A). (1) As expected, PSDeuthanized was
significantly lower than PSDanesthetized [χ2(1) = 67.95, p = 2.2e-
16], which validated our decision to use these recordings as
our baseline noise for SNR calculations. (2) For all frequencies,
PSDanesthetized was significantly higher in the coated electrodes
compared to uncoated electrodes (χ2(1) = 3.87, p = 0.049). (3)
PSDeuthanized was significantly lower in the uncoated electrodes
compared to coated electrodes [χ2(1) = 14.35, p = 0.00015] (in
contrast to the opposite relationship for spontaneous activity
described in effect number 2). This can be seen in Figure 8A in
the PSD values especially near -40 dB for PSDeuthanized made from
coated electrodes. When comparing the PSDeuthanized versus the
PSDanesthetized traces for coated electrodes, there is a difference in
magnitude greater than the standard error across all frequencies
(Figure 8A). In contrast, the difference between PSDeuthanized
and PSDanesthetized for the uncoated electrodes is smaller and
approaches zero with increasing frequency.

It is worth noting that the uncoated electrodes exhibit an
increase in their baseline noise compared to the coated electrodes
which is visually observed in the gray traces of Figure 6. However,
the increase in the amplitude of neural activity in the coated
electrodes compared to the uncoated electrodes is less obvious
in Figure 6. This is because the recorded neural signal amplitude
is dependent on which neuron the electrode is recording from,
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as well as, the distance of the electrode to the firing neurons.
However, the linear model found a significant difference between
the coated and uncoated population of PSDs.

Signal to noise ratio was defined as PSDanesthetized –
PSDeuthanized. A linear model with the coating and filter as fixed
variables and animal as a random variable was fit to the SNR data
(Figure 8B). The results of the linear model showed a significant
effect of the coating [χ2(1) = 14.2, p < 0.00016], with coated
microelectrodes having higher SNR (coated = 9.09 ± 1.53 dB,
uncoated = 1.90 ± 0.50 dB, Figure 8C). The filter used
(1 Hz or 300 Hz) did not have a significant effect on PSD
[χ2(1) = 1.57, p = 0.21]. Thus, Figure 8 shows that the PSD for
the coated electrodes is higher than the uncoated electrodes at
all frequencies, and the difference between the PSDanesthetized and
PSDeuthanized is larger at higher frequencies for the coated arrays.

Short Latency Neural Response to
Stimulation
Short latency extracellular evoked responses were obtained from
the CA1 cell body layers following stimulation. Here, stimulation
is through one electrode and recording is from all electrodes
(stimulating electrode plus the other electrodes). A total of 80
response curves were generated to monitor changes 2.5 ms
following the initiation of 10 separate stimulation pulses across
a coated stimulation electrode and recordings across all 8
electrodes. The results in Figure 9 can be separated into two
categories depending on whether only PSs were potentiated
or PSs plus fEPSP were potentiated. At low amplitudes (1–
5 µA), PSs are potentiated in the absence of fEPSP. At
amplitudes above 10 µA, potentiation of PSs was accompanied
by potentiation of fEPSP.

The amplitude of PS was measured as the difference in
voltage between the nadir of the PS trough and the mean
in voltage between the fEPSP peaks on either side of the
negative deflection (Figure 10 inset) (Gholmieh et al., 2004).
The input-output response curves were generated using 1–50 µA
stimulation amplitudes. Statistics were performed on raw values
of PS amplitude determined from average waveforms (4 trials
from the same animal are included in the analysis). When
only PS was potentiated there was almost no change in the
recorded amplitude with increasing stimulation amplitude. In
contrast, when fEPSP plus PS were potentiated the calculated
amplitude increased with the stimulus amplitude and saturated
at 40 µA (Figure 10).

It is important to note that neural response to stimulation
is dependent on factors such as distance from the stimulating
electrode, tissue anatomy, and distance of firing neuron to
recording electrode. As the focus of this paper is in vivo
evaluation of electrodeposited microelectrodes, further
neuroscientific analysis of the neural response will be discussed
in future studies.

Prolong Effect of Stimulation
Figure 11 shows characteristics of neurons recorded from the
stimulation electrode (coated and uncoated) presenting each
firing pattern 14 times before and after selected stimulation pulses

as a peri-event raster. From the raster plot corresponding to the
coated electrode, we found two type of responses to stimulation:
excitation only and inhibition-excitation. Excitation only activity
demonstrates an increase in firing rate proceeding stimulation
at amplitudes below 5 µA. Inhibition-excitation happens at and
above 10 µA, which triggers activation of interneurons followed
by excitation. A surprising finding is the long wave of inhibition
in some trials (not all) of up to 1.5 s, followed by excitation,
which may have clinical and pathophysiological implications
not yet understood. From the uncoated electrode, excitation-
only activity was observed as the electrode was limited to low
amplitude stimulation pulses for safety. In both cases, there are
some similarities and variabilities across different trials apparent
within a stimulus in the raster plot which may be resulting from
stimulating a dynamic neurophysiological mechanism.

The neuronal responses to electrical stimulation were also
classified based on peri-stimulus time histogram (PSTH). The
response patterns were clustered using 50 ms bin intervals and
averaged across 14 trials. Initial inhibition observed in some trials
in the raster plot is masked in the PSTH as there seems to be an
increase in spike rate in other trials. However, it is clear from the
PSTH that there is an increase in spike rate at around 3 s post
stimulation observed from the coated electrode.

Regarding electrode impedance and spikes rate, Figure 7
shows that there is no significant difference in unit yield between
coated and uncoated electrodes. Electrodes with lower impedance
have a better recording performance due to reduced thermal
noise. As long as neurons are clearly distinguishable above the
noise floor, electrodes measured the same overall number of
units for coated and uncoated electrodes (Boehler et al., 2020).
Cassar et al. (2019) also reported the unit yield of the coated
and uncoated electrodes began at approximately the same level
(Cassar et al., 2019), which is consistent with the acute recording
presented in this manuscript. Different level of spike firing rate is
an intrinsic property of neurons and is independent of electrode
impedance. Also, there is a high degree of variability in neuron
firing rate and firing rate changes between coated and uncoated
electrodes cannot be concluded. Hence in this study, unit yield
and spike firing rate are not used to compare the recording
performance between the coated and uncoated electrodes.

This study demonstrated that EPIC coating enabled
observation of short latency (∼2.5 ms) and long latency
neural response to electrochemically safe stimulation pulses
of above 3.85 mC/cm2. Figure 11 demonstrates varying
neural responses were generated by increasing the stimulation
current. Conventional microelectrodes cannot produce such
results because of limitations in charge injection capacitance
and strong stimulation artifact masking short latency neural
response to stimulation.

DISCUSSION

In neural modulation/prosthetic systems, it is essential to
understand the effect of stimulation and electrophysiological
responses involved in the brain. There are two types of responses.
(1) Immediate response shown in Figure 9 which demonstrates
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different evoke response may be elicited in response to
stimuli with varying amplitude. (2) Delayed modulatory effect
shown in Figure 11, which demonstrates modulation of firing
pattern and rate in individual neurons. These results are
critical for understanding the effect of electrical stimulation at
different intensities and further enables researchers to optimize
stimulation parameters.

Closed-loop DBS has been performed and exhibited promise
in many previous studies, where stimulation parameters are
adjusted based on feedback from neural activities (Lutz et al.,
2013; Priori et al., 2013; Little et al., 2016; Salam et al.,
2016). However, in these studies the recording electrodes
were separate from stimulation electrodes. In a study by
Tabot et al. (2013) stimulation and recording from the same
electrode were performed to restore sense of touch using
IrOx coated microelectrodes. However, single unit recording is
not reported, and stimulation and recording is done serially
as the recording equipment is first hooked up to run an
experiment followed by disconnecting the recording set-up and
hooking up the stimulation equipment. Zhou et al. (2019)
demonstrated near simultaneous stimulation and recording
through microelectrodes; however, LFPs and no single units
are reported. It is also not clear whether the stimulation and
recording is occurring on the same contact or through two nearby
contacts. To the best of our knowledge, no previous study has
demonstrated stimulation in parallel with recording of single unit
activities as well as evoked responses in response to stimulation
from the same microelectrode.

In this study, we quantified the performance of
microelectrodes in an array electroplated with Pt-Ir when
used for stimulation and recording on the same electrode and
further compared them with uncoated microelectrodes on the

same array. Results showed that coated electrodes exhibited
superior performance compared with uncoated electrodes in
terms of SNR, energy consumption, electrode polarization,
and charge storage capacitance. Quantitative analysis indicated
substantial improvements of coated electrodes over uncoated
electrodes due to reduction of impedance.

Lower electrochemical impedance magnitude of a
microelectrode improves recording performance by reducing
thermal noise and thereby increasing SNR. Here, we evaluated
SNR by recording from each electrode before and after the
animal was euthanized. The signals recorded after euthanasia
were considered noise arising from the electrode-tissue interface
and the recording system. Since the same recording system
was used to record from each electrode, the only variable
contributing to noise was the electrode. We then quantified
SNR using power spectral density analysis, which demonstrated
statistically significant improvement. Results showed that lower
impedance of coated electrodes extended to above 1 kHz, which
is the frequency range of single-unit and multi-unit activities and
LFP’s that are biomarkers in closed-loop neuromodulation.

Minimizing electrode impedance is highly desirable in
chronic neuro-stimulation applications as our results suggested
that coated electrodes exhibited higher energy efficiency and
lower electrode polarization. Improved energy efficiency and
polarization voltage are due to the fact that energy and voltage
are directly proportional to electrode impedance. Improved
energy efficiency is essential in free-roaming battery-powered
animal experiments and battery-operated implantable neural
modulation/prosthetic systems (Berger et al., 2005, 2012; Song
and Berger, 2013; Miranda et al., 2015; Lo et al., 2017; Zhou
et al., 2019). Improved polarization voltage results in long-term
stability of the electrode because continuous high polarization
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FIGURE 9 | Representative electrically evoked fEPSP and PS in rat 3 recorded from all eight electrodes inresponse to biphasic current pulsing through electrode # 2
in anesthetized rat CA1 region of hippocampus. “U” and “C” written on the left side of the plot represent the uncoated and coated electrodes, respectively, followed
by the electrode number (electrode configuration as sketched in Figure 1A). The vertical lines to the left of each response for C2 represent a time 2.5 ms after the
initiation of the stimulation pulse (pulse amplitude labeled above each line). Stimulus pulse amplitudes of 1 µA to 5 µA induced potentiation of PS without fEPSP.
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at the electrode/electrolyte interface can lead to dissolution
(McHardy et al., 1980), corrosion (Schuettler and Stieglitz, 2002),
and/or deformation of the electrode (Ordonez et al., 2015).
Furthermore, our results show that the coated microelectrodes
have on average 41 × of the viable charge for the same
geometric surface area.

However, since CSCc is obtained under low sweep rates and
low current densities, it is not an accurate measure of safe
reversable charge injection capacities of the electrode during
stimulation with constant current biphasic pulses. To assess this
parameter, we applied biphasic pulses with a constant duration
and increased the stimulation amplitude until the electrode
polarization crossed a predefined water window of −700 mV.
What we observed with the uncoated electrodes was that the
voltage transient response exhibited a masked Rs response with
visible asymmetry of the biphasic pulses. Rs response is masked
because of limitations of the current source being loaded with
high impedance, which increases the rise time at the output of
the current source and causes round edges in response to a square
pulse. Furthermore, asymmetry is a result of a small double layer
capacitor in the electrical equivalent circuit of the electrode-
electrolyte interface, which dominated the transient response
over the response due to Rs. On the other hand, the coated
microelectrodes exhibited a typical transient response recorded
from macroelectrodes such as the ones used in DBS. Overall, the
transient voltage from coated microelectrodes were lower with
faster discharge period due to symmetry in biphasic pulses.

To obtain a more accurate estimate of the polarization
voltage, we applied the same biphasic pulses across a resistor

that mimicked Rs and subtracted the waveform from the
transient voltage response across electrodes. What we found
was that the coated electrodes allowed 10× of the stimulation
amplitude compared to the uncoated electrodes. Subsequently,
more charge per phase of stimulation pulse may be applied to
the microelectrode without causing irreversible reactions. This
corresponded to a charge injection capacitance of 3.8 mC/cm2

for the coated electrodes. Widening the range of stimulation
parameters is especially valuable in chronic applications where
adjustment, typically an increase, of stimulation parameters is
needed over time due to changes in neural circuitry as well as the
electrode-tissue interface.

It is important to note that in general the electrochemical
impedance magnitude of the coated microelectrodes is reduced
as result of increasing the effective area of the electrode and not
the geometric surface area. Therefore, the coated microelectrodes
could inject a larger range of reversable stimulation pulses to the
tissue while maintaining the ability to record single unit activity
as shown in Figure 7.

In conclusion, EPIC coating allowed us to use microelectrodes
designed for single unit recording as stimulation electrodes.
We demonstrated this capability in immediate and prolonged
neural responses to stimulations by recording fEPSPs, PSs,
and spontaneous spikes from the same and neighboring
microelectrodes in response to varying stimulation parameters.
Thus, EPIC coated microelectrodes offer the capability of
closed-loop neural stimulation to and recording from the same
microelectrodes and provides a powerful tool for monitoring and
manipulating neural circuits at the single neuron level.
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FIGURE 11 | Representative neuronal firing patterns before and after stimulation from the coated (left) and uncoated (right) electrode recorded from the stimulation
electrode in the CA1 region of rat 3 hippocampus neuron. The red vertical lines represent the time of stimulation with its corresponding magnitude written above it.
The plots consist of peri-event raster and its corresponding peri-event histogram below it. Each dot in the raster plot represents the occurrence of a single action
potential in the recorded neuron for 14 trials in the same animal. The peri-histogram represents spike counts accumulated per 5 ms bins.
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Streams of action potentials or long depolarizations evoke a massive exocytosis of
transmitters and peptides from the surface of dendrites, axons and cell bodies of different
neuron types. Such mode of exocytosis is known as extrasynaptic for occurring without
utilization of synaptic structures. Most transmitters and all peptides can be released
extrasynaptically. Neurons may discharge their contents with relative independence from
the axon, soma and dendrites. Extrasynaptic exocytosis takes fractions of a second in
varicosities or minutes in the soma or dendrites, but its effects last from seconds to
hours. Unlike synaptic exocytosis, which is well localized, extrasynaptic exocytosis is
diffuse and affects neuronal circuits, glia and blood vessels. Molecules that are liberated
may reach extrasynaptic receptors microns away. The coupling between excitation
and exocytosis follows a multistep mechanism, different from that at synapses, but
similar to that for the release of hormones. The steps from excitation to exocytosis
have been studied step by step for the vital transmitter serotonin in leech Retzius
neurons. The events leading to serotonin exocytosis occur similarly for the release
of other transmitters and peptides in central and peripheral neurons. Extrasynaptic
exocytosis occurs commonly onto glial cells, which react by releasing the same or
other transmitters. In the last section, we discuss how illumination of the retina evokes
extrasynaptic release of dopamine and ATP. Dopamine contributes to light-adaptation;
ATP activates glia, which mediates an increase in blood flow and oxygenation. A proper
understanding of the workings of the nervous system requires the understanding of
extrasynaptic communication.

Keywords: serotonin, extrasynaptic release, modulation, nerve cell communication, somatic exocytosis, glia

INTRODUCTION

Our view of the workings of the nervous system have been dominated by four threads of
fundamental evidence: First, Cajal defined nerve circuits as networks of neurons connected in
stereotyped manner, forming transmission lines for specific information processing. Second,
physiologists such as Helmholtz, Hodgkin and Huxley showed that nerve impulses spread
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along axons at ∼300 km/h. Third, Sherrington, Katz, Kuffler
and Eccles demonstrated that synapses transmit information
in ∼0.5 ms. Fourth, plasticity adapts synaptic transmission to
variations in the ongoing pattern of electrical activity. Such
conceptual framework explains how a table tennis player detects
the trajectory and velocity of a ball approaching at 50 Km/h and
in ∼0.3 ms and coordinates his whole-body motion to send it
back to an opposite corner of the table. In the games, such cycles
may occur twice per second!

This review article deals with a parallel form of
communication: streams of electrical impulses or long
depolarizations promote massive liberation of signaling
molecules from certain neurons. Release occurs without
use of synaptic structures, therefore, it is named extrasynaptic.
Molecules that are released extrasynaptically from the soma,
dendrites and axon modulate the responses of entire neuronal
circuits from seconds to days (Trueta and De-Miguel, 2012).
Such form of communication may explain why a table tennis
player is defeated after being left by his fiancée. His reduced
concentration, motivation and attention make him react poorly
during the game. A hypothesis gaining increasing support is
that ranges of physiological concentrations of extracellular
signaling molecules modulate the responses of whole neuronal
circuits; concentrations below or above produce pathologies
(Calabresi et al., 2015; Del-Bel and De-Miguel, 2018; Pál, 2018;
Quentin et al., 2018).

Our focus here is exclusively on molecules that are released by
exocytosis. Other substances such as nitric oxide or cannabinoids
are released by diffusion across the plasma membrane (Del-Bel
and De-Miguel, 2018); nucleic acids and proteins are released
encapsulated inside vesicles that flow extracellularly (Colombo
et al., 2014; Mendolesi, 2018). Those forms of release also follow
increases in electrical activity.

A good example as to how extrasynaptic exocytosis exerts
its effects comes from studies of aggression in lobsters by
Kravitz and his colleagues (Kravitz, 1988; Huber et al., 1997).
An encounter between two lobsters triggers aggression. Lobsters
approximate to each other displaying their powerful claws and
urinating on each other. The episodic encounters, initially lasting
seconds, decrease their strength and duration as one lobster
becomes dominant and the other submissive. The aggressive
posture is evoked by a systemic injection of serotonin; an
injection of octopamine reproduces the submissive posture
(Livingstone et al., 1980).

The serotonergic A1 neurons in the abdominal ganglia
of lobsters innervate the ganglia and project branches to
the circulation. Command neurons that evoke tail flipping
during aggression evoke serotonin release from the A1 neurons.
Serotonin that is released in the ganglia lowers the firing
threshold of central neurons; the serotonin discharged to the
circulation increases motoneuron transmission and strengthens
muscle contractions and heart beat (Glusman and Kravitz,
1982; Hörner et al., 1997; Hernández-Falcón et al., 2005). In
experiments in which serotonergic neurons were depleted of
serotonin by systemic injection of 5–7 dihydroxytryptamine,
aggression still occurred. However, the strength and duration
of the encounters lacked modulation. Therefore, serotonin ‘‘sets

the gain’’ of the circuitry for aggression by acting all along the
neuronal circuit.

Cellular Basis of Extrasynaptic Exocytosis
Extrasynaptic exocytosis has been studied in central and
peripheral neurons. The similitude among the mechanism that
links excitation with exocytosis suggests a widely conserved
mechanism, similar to that in gland cells but remarkably different
from that for synaptic release (Sun and Poo, 1987; Huang et al.,
2012; Hirasawa et al., 2015; Ludwig and Stern, 2015; Hökfelt et al.,
2018; Quentin et al., 2018). Most transmitters and all peptides
have been shown to be released extrasynaptically (Trueta and
De-Miguel, 2012), and neurons may release more than one
type of substance (Burnstock, 2012; Nusbaum et al., 2017;
Hökfelt et al., 2018).

Extrasynaptic Exocytosis From Different
Neuronal Compartments
An evolutionary feature shared by neurons that release
extrasynaptically is that small numbers innervate the nervous
system extensively, and produce a wide variety of effects. For
example, ∼235,000 serotonergic neurons in humans (Baker
et al., 1990) project from the raphe nuclei to the entire central
nervous system. Neurons releasing catecholamines, acetylcholine
or peptides exist in similar small numbers (Zetler, 1970;
Mouton et al., 1994; Nair-Roberts et al., 2008; Li et al.,
2018). Such extensive innervation is complemented by the
neuronal capability to release differentially from the soma,
dendrites and axon. A well-known example is the release
of the peptides vasopressin or oxytocin from magnocellular
hypothalamic neurons (Ludwig and Stern, 2015).

The axons of magnocellular neurons bear rosaries of
varicosities that release extrasynaptically on the spread of action
potentials; their terminals discharge peptide onto the blood
flow (Acher and Chauvet, 1954; Du Vigneaud, 1954). During
lactation, suckling evokes oxytocin axonal release but dendritic
release is delayed. However, dendritic release is locally evoked
on activation of extrasynaptic NMDA receptors (de Kock et al.,
2004; Tobin et al., 2012), as it also happens in dendrites of raphe
neurons (Colgan et al., 2012).

Discovery of Extrasynaptic
Communication
Serotonin that had been released extrasynaptically was
discovered by Dalstrom and Fuxe in the 60s using the Falck-
Hillarp technique, by which exposure to formaldehyde vapors
transforms the monoamines serotonin, dopamine or adrenaline
into fluorescent derivatives (Fuxe et al., 2007; Borroto-Escuela
et al., 2015). Brain sections of raphe nuclei contained serotonin-
derived fluorescence surrounding the fluorescent cell bodies,
distantly from the axonal release sites. Similar observations
made in dopaminergic neurons, plus the fact that peptides can
be released far away from their receptors led to the concept of
volume transmission by Fuxe and his colleagues, meaning that
molecules act on receptors located distantly from the release sites
(Borroto-Escuela et al., 2015). It was later shown that axons of
neurons releasing monoamines, acetylcholine, ATP and peptides
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bear vesicle arrangements but scarce presynaptic active zones.
Therefore, most exocytosis occurs extrasynaptically (Hökfelt,
1968; Umbriaco et al., 1995; Contant et al., 1996; Descarries et al.,
1996; Descarries and Mechawar, 2000; Burnstock, 2012).

Somatic Release of Serotonin
The vast diversity and distribution of serotonin functions, the
small numbers of serotonergic neurons and synapses, and the
extraordinary chemical properties of serotonin explain why
extrasynaptic serotonergic communication has been widely
studied. Serotonin that is released from the cell body and
dendrites of raphe neurons has been detected distantly by
voltammetry, based on its redox properties (Bunin and
Wightman, 1998). Moreover, serotonin exocytosis has been
detected by amperometric electrodes apposed onto the soma
of leech Retzius neurons (Bruns et al., 2000), or in the soma
and dendrites of raphe neurons by multiphoton excitation
(Kaushalya et al., 2008; Colgan et al., 2012; Sarkar et al., 2012;
Maity and Maiti, 2018).

The mechanism for somatic exocytosis of serotonin has been
studied step by step in Retzius neurons (De-Miguel et al., 2012).
Their large (60–80 µm) soma contains ‘‘astronomic’’ numbers
of dense-core vesicles loaded with serotonin (Coggeshall,
1972). Most vesicles rest distantly from the plasma membrane.
However, electron microscopy and fluorescence of FM dyes,
which stain the intravesicular membrane during exo-endocytosis
(Hoopmann et al., 2012), indicate that vesicles move massively
to the plasma membrane following trains of action potentials
but not individual impulses (Trueta et al., 2003). The formation
of fluorescent spots beneath the soma surface indicates that
fusion of dense-core vesicles occurs in preferential sites. The
development of FM fluorescent spots reflects the kinetics of
release by clusters of vesicles; the number of fluorescent spots
is a measure of the amount of release. Such experiments gave
unexpected results: First, exocytosis starts seconds after the end
of stimulation. Second, exocytosis lasts hundreds of seconds
(Trueta et al., 2003), as hormone release from gland cells
does (Thorn et al., 2016). Similar results have been obtained
from cholinergic, dopaminergic, noradrenergic and peptidergic
neurons (Sun and Poo, 1987; Huang and Neher, 1996; Jaffe et al.,
1998; Puopolo et al., 2001; Bao et al., 2003; Kaushalya et al., 2008;
Huang et al., 2012; Ludwig and Stern, 2015).

In Retzius neurons and magnocellular neurons it is the
frequency of the action potentials, not their number, what
determines the amount of release. The maximum release occurs
at 20 impulses per second (Dreifuss et al., 1971; Leon-Pinzon
et al., 2014), but may be enhanced by alternate periods of
stimulation and rest (Dutton and Dyball, 1979).

Vesicle Transport
The delay between stimulation and exocytosis reflects the vesicle
transport to the plasma membrane (De-Miguel et al., 2012). The
large calcium transient that develops upon the stimulation train
is essential for the vesicle transport. In electron micrographs,
vesicles remain at rest upon stimulation with extracellular
magnesium substituting for calcium to block calcium entry.
Moreover, experimental perturbations of the tubulin-kinesin or

actin-myosin transport systems prevent somatic exocytosis from
Retzius and magnocellular neurons (Tobin and Ludwig, 2007;
De-Miguel et al., 2012; Noguez et al., 2019).

Stimulation and the activation of the transport are linked
by a chain of events: first, stimulation promotes calcium
entry through L-type channels (Trueta et al., 2003), which
are advantageous, for their slow inactivation sustains calcium
entry along trains of impulses or long depolarizations. Second,
increasing the stimulation frequency increases the amplitude of
the intracellular calcium transient (Leon-Pinzon et al., 2014).
Third, calcium activates ryanodine receptors, inducing calcium-
dependent calcium release (Trueta et al., 2004; Leon-Pinzon et al.,
2014), as in substantia nigra of dopaminergic and magnocellular
neurons (Ludwig et al., 2002; Patel et al., 2009). Fourth, a calcium
tsunami floods the cell body and invades the mitochondria,
which respond by producing ATP. Fifth, ATP sets in motion the
kinesin- and myosin-dependent vesicle transport (Figure 1; De-
Miguel et al., 2012).

Energy Cost of the Vesicle Transport
Application of thermodynamic theory to the kinetics of
exocytosis predicts that three variables determine the latency
from stimulation to the onset of exocytosis (De-Miguel et al.,
2012 ): the traveling distance to the plasma membrane (0.2–6.0
µm), the velocity of the transport (15–90 nm/s) and the number
of vesicles carried per cluster (90 to >1,000). Upon arrival at
the plasma membrane, vesicles fuse at a 0.5–4.0 s−1 rate, which
reflects the transport velocity. For example, exocytosis from
1,000 vesicles at a 4 s−1 rate lasts 250 s. The energy expenses of
the transport, calculated from the work of themotors, range from
10–200 ATP molecules per vesicle fused, depending on the same
variables (De-Miguel et al., 2012).

How thermodynamically-efficient is the use of ATP during
the vesicle transport? An answer has been obtained also from
the application of thermodynamic theory (Noguez et al., 2019).
Surprisingly, the largest thermodynamic efficiency value is 6.2%,
which is lower than the 20% efficiency of a contemporary car
running on a highway. The remaining energy is dissipated as
heat along the path, owing to friction forces. The origin of
such friction was predicted from the distribution of efficiency
values along the traveling pathway. The lowest values correlate
with the penetration of vesicles to the actin cortex and their
passage between endoplasmic reticulum layers. Both essential
contributors to the transport increase the energy cost by being
frictive obstacles. Such a phenomenon adds energy cost to the
modulation of neuronal circuits.

Calcium and Exocytosis
Measurements of the intracellular calcium dynamics with
fluorescent dyes unveiled that by the time vesicles arrive at
the plasma membrane, the intracellular calcium concentration
has returned to resting levels except in the soma shell
(Leon-Pinzon et al., 2014). Such peripheral calcium elevation
drives the fusion of vesicles as they arrive at the plasma
membrane. Voltage clamp measurements failed to detect any
transmembrane calcium flow following the train of impulses.
Instead, the peripheral calcium transient was reproduced
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FIGURE 1 | Schematic representation of the mechanism for somatic exocytosis of serotonin in Retzius neurons. (A) Electrical activity sets in motion the transport of
dense core vesicles (dcv) to the plasma membrane. In response to a train of action potentials, L-type calcium channels (LCach) open. Calcium entry activates
ryanodine receptors (RyR) in the endoplasmic reticulum (er) and produces calcium-induced calcium release. The amplified calcium wave invades the soma; in the
mitochondria (mit), calcium stimulates the synthesis of ATP, which activates kinesin motors (km) and vesicle transport along microtubules (mt). (B) Vesicles enter the
actin cortex and myosin motors (MyM) carried by the vesicles couple to actin filaments and contribute to the transport. Release is maintained by a positive feedback
loop in which the serotonin that is released activates 5-HT2 receptors (5-HT2R). Activation of phospholipase C (PLC) produces IP3 which acts on its receptors (IP3R)
to activate calcium release. Such calcium maintains exocytosis going on until the last vesicles fuse (Adapted from Leon-Pinzon et al., 2014).

by iontophoretic serotonin application to activate membrane
receptors. Conclusive evidence that the peripheral calcium
transient depends on serotonin that had been released came
from experiments in which both the peripheral calcium
transient and somatic exocytosis were prevented by blocking
serotonergic 5HT2 receptors with methysergide, or by blocking
the activation of phospholipase C (PLC) with U-73122 before
stimulation of somatic exocytosis (Leon-Pinzon et al., 2014).
Therefore, the calcium that sustains exocytosis is released by
peripheral endoplasmic reticulum upon a serotonin-mediated
IP3 production and activation of IP3 receptors. Similar
observations made in peptidergic dorsal root ganglion and
magnocellular neurons (Bao et al., 2003; Ludwig and Stern,
2015) point to another general principle: the long-lasting
exocytosis is sustained by a feedback loop. Transmitter that
is liberated activates autoreceptors coupled to phospholipase
C; IP3 production evokes intracellular calcium release; calcium
promotes exocytosis; the released substance maintains the cycle.
Termination of the loop follows the fusion of the last vesicles in
the clusters (Figure 1).

Molecules Catalyzing Exocytosis
Synapses contain a calcium-sensitive molecular complex
that drives vesicle fusion upon local calcium elevations
(Südhof, 2013). In the soma and dendrites of dopaminergic
neurons, antibodies recognize isoforms of the fusion
complex components VAMP-2, SNAP25, and syntaxin,

which are unusual at synapses (Witkovsky et al., 2009).
Moreover, the synaptic calcium sensors synaptotagmins
1 and 2 are substituted by the more appropriate high
affinity synaptotagmins 4 and 7 (Mendez et al., 2011),
since the fusion of dense-core vesicles depends on distant
calcium sources.

Dense-Core Vesicle Recycling
The vesicle recycling has been studied by adding the marker
peroxidase to the extracellular fluid before stimulation (Trueta
et al., 2012). Sections for electron microscopy incubated with
anti-peroxidase antibody coupled to gold particles, showed
peroxidase inside dense-core vesicles, newly-formed small
(∼40 nm) clear vesicles, and inside multivesicular bodies
containing both vesicle types (Figure 1). Multivesicular bodies
are transported retrogradely and their content is recycled in the
perikaryon to form new vesicles.

Synaptic vs. Extrasynaptic Exocytosis
Studies in Retzius neurons permit a comparison of the amounts
of transmitter liberated from synaptic and extrasynaptic vesicle
pools. The formation of specific synapses between identified
leech neurons in culture allowed John Nicholls and his
colleagues (Nicholls and Kuffler, 1990) to examine the fine
mechanisms of transmission. At synapses, the fusion of clear
vesicles is calcium-dependent. Amperometric records show that
a vesicle liberates ∼4,700 serotonin molecules (Bruns and
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Jahn, 1995). Synapses display short-term plasticity (Stewart
et al., 1989); for example, 10 impulses at 20-Hz evoke rapid
facilitation followed by depression, along which ∼60 quanta
get released.

A common form of extrasynaptic exocytosis of transmitters
and peptides occurs from dense-core vesicles surrounding
synaptic active zones (Hökfelt et al., 2018). The differences
between synaptic and perisynaptic exocytosis are schematized
in Figure 2. The presynaptic boutons of cultured Retzius
neurons contain clear synaptic vesicles and dense-core
perisynaptic vesicles all filled with serotonin (Kuffler
et al., 1987; Bruns and Jahn, 1995). Perisynaptic release
increases along stimulation trains and produces large quantal
amperometric spikes upon release of ∼90,000 serotonin
molecules (Bruns and Jahn, 1995). Amazingly, three dense-core
vesicles release about the same number of serotonin
molecules as the 60 synaptic vesicles that fuse along a
20-Hz train.

The difference between synaptic and somatic exocytosis
is more drastic. Electron microscopy and FM dye staining
of vesicles indicate that a 20-Hz train evokes fusion of
∼40,000 vesicles from ∼80 release sites, each vesicle cluster
carrying on an average 500 vesicles (Del-Bel and De-Miguel,
2018). By assuming that ∼90,000 serotonin molecules integrate
a quantum, a 10-impulse train at 20-Hz would trigger release of
∼3.6 billion molecules. Moreover, the long thick axon discharges
serotonin from clear and dense-core vesicles in undetermined
amounts. It is predictable that the huge amount of serotonin
being released from a pair of Retzius cells in each ganglion
suffices to modulate behavior (Willard, 1981).

Transmitter Spillover
Glutamate and GABA, the conventional transmitters at synapses,
act extrasynaptically upon spillover from the synaptic cleft
when synaptic release increases (Isaacson et al., 1993; Rusakov
and Kullmann, 1998; DiGregorio et al., 2002). Spillover-

FIGURE 2 | Synaptic and perisynaptic exocytosis. (A) Low frequency stimulation activates presynaptic P or N type calcium channels and evokes fusion of synaptic
vesicles in the active zone. Transmitter liberated into the synaptic cleft activates post-synaptic receptors. (B) Increasing the stimulation frequency increases synaptic
exocytosis and produces transmitter spillover, which acts on extrasynaptic receptors in adjacent glia and neuronal processes. (C) In the presence of perisynaptic
dense-core vesicles, a low stimulation frequency evokes mostly synaptic release. (D) Increasing the stimulation frequency produces summation of calcium currents
flowing through L type channels. Dense core vesicles are transported to the plasma membrane and fuse in presynaptic regions of the terminal. Transmitter that has
been released acts on extrasynaptic receptors in the pre-and post-synaptic terminals, and also in adjacent glial and neuronal processes. Clear and dense core
vesicles may have the same or different transmitters. Dense core vesicles also may contain peptides.
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mediated transmission occurs through activation of low-affinity
extrasynaptic receptors in neighboring cells (Pál, 2018). In
addition, astroglia and microglia sense and release glutamate
(Pál, 2018).

Glia as Mediator of Extrasynaptic
Communication
Glia are common counterparts for extrasynaptic exocytosis. Glial
cell membranes respond to transmitters and transport many
of them (Marcaggi and Attwell, 2004; Káradóttir et al., 2005;
Verkhratsky et al., 2009). In response to transmitters such as
glutamate, serotonin and ATP, networks of electrically-coupled
astrocytes propagate calcium transients (Munsch and Deitmer,
1992; Metea and Newman, 2006; Verkhratsky et al., 2009). In
return, glia releases the same or other transmitters, peptides
and proteins (Billups and Attwell, 1996; Henneberger et al.,
2010; Igelhorst et al., 2015). Observations like these have led
to the hypothesis of tripartite synapses, in which glia reacts
to transmitters that spillover and in return modulate synaptic
activity (Perea et al., 2009; Corkrum et al., 2020).

Extrasynaptic Integration of Retinal
Responses to Light
The retina provides a clear example of the integrative roles
of extrasynaptic communication at the cellular level. A light
spot shone onto a dark-adapted retina, evokes visual processing
and extrasynaptic release of transmitters from amacrine cells
(Hirasawa et al., 2015; Newman, 2015). Dopamine contributes
to light adaptation by uncoupling electrical synapses and by
acting directly on neurons at every level of the visual processing
(Piccolino et al., 1984; Witkovsky, 2004; Zhang et al., 2011). Solid
evidence about glia as mediator between extrasynaptic exocytosis
and the regulation of blood flow has been contributed by
Newman and his colleagues (Newman, 2015). ATP released from
Amacrine cells activates Muller cells, the main type of retinal
glia. In response, Muller cells synthesize and release factors that
increase blood flow and oxygenation of the illuminated area. By

extrapolation, the magnetic resonance images may be a product
of extrasynaptic communication.

CONCLUSIONS

1. Extrasynaptic exocytosis is common in the nervous system. It
may occur differentially from the soma, dendrites and axon,
allowing neurons to produce multiple effects.

2. Synaptic and extrasynaptic exocytosis coexist in the same
neurons.

3. Neurotransmitters and peptides are released extrasynaptically.
4. Synaptic transmission is punctual; extrasynaptic transmission

is diffuse. Substances released extrasynaptically act via volume
transmission at variable distances and with different time
courses.

5. Extrasynaptic communication integrates the activity of
neurons, glia and blood vessels.

6. Other forms of extrasynaptic neurotransmission occur upon
diffusive release of molecules, such as gases and cannabinoids;
vesicles are released loaded with cocktails of molecules.

7. Understanding the functioning of the nervous system
requires understanding of its modulation by extrasynaptic
communication.
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Urea transporter B (UT-B) is a membrane channel protein widely distributed in mammals,

and plays a significant physiological role by regulating urea and water transportation in

different tissues. More and more studies have found that UT-B is related to neurological

diseases, including myelinopathy and depression. When urea accumulates in the brains

of UT-B knockout mice, the synaptic plasticity of neurons is reduced, and the morphology

and function of glial cells are also changed. However, the distribution and expression

change of UT-B remain unclear. The purpose of this study is to determine the expression

characteristics of UT-B in the brain. Through single-cell RNA sequencing, UT-B was

found to express universally and substantially throughout the various cells in the central

nervous system except for endothelial and smooth muscle cells. UT-B was detected in

the third cerebral ventricular wall, granule cell layer of the dentate gyrus, and other parts of

the hippocampal, cerebral cortex, substantia nigra, habenular, and lateral hypothalamic

nucleus by immunohistochemistry. Compared with the membrane expression of UT-B in

glial cells, the subcellular localization of UT-B is in the Golgi apparatus of neurons. Further,

the expression of UT-B was regulated by osmotic pressure in vitro. In the experimental

traumatic brain injury model (TBI), the number of UT-B positive neurons near the ipsilateral

cerebral cortex increased first and then decreased over time, peaking at the 24 h. We

inferred that change in UT-B expression after the TBI was an adaptation to changed urea

levels. The experimental data suggest that the UT-B may be a potential target for the

treatment of TBI and white matter edema.

Keywords: ScRNA-seq, distribution, neuron, TBI, urea transporter B

INTRODUCTION

Urea, as the primary end product of protein catabolism in mammals, has a very high transporting
rate in several kinds of mammalian cells. Urea transporters (UT) are a group of membrane
channel proteins facilitating the massive and rapid movement of urea through different tissues
(Sands, 1999). Urea transporter B (UT-B), encoded by the Slc14a1 gene, has been documented
in various tissues including kidney, ureter, bladder, testis, erythrocyte, fetal liver, spleen, bone
marrow, intestine, colon, heart, aorta, cochlea, and brain (Sands and Blount, 2014). UT-B facilitates
urea movement across lipid bilayers along a chemical gradient, which contributes to nitrogen
homeostasis. In addition to urea permeability, UT-B can also transport water (Yang and Verkman,
1998; Huang et al., 2017) and a variety of urea analogs, includingmethyl urea and formamide (Yang,
2014).
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The UT-B is widely distributed in the central nervous
system. UT-B protein was found in astrocyte endfeet processes
surrounding microvessels and ependymal cells lining along
cerebral ventricles (Trinh-Trang-Tan et al., 2002). Urea produced
by neurons is eliminated across UT-B in glial cells (Gilad and
Gilad, 1992). UT-B was originally thought to be expressed only
in glial cells and passively transports urea into the cerebrospinal
fluid and blood, maintaining the steady-state of osmotic pressure
and transporting the end products of amino acid metabolism
in the brain. More and more studies have discovered the toxic
effects of urea on the nervous system (Wang et al., 2014). As
the only protein known to transport urea in the brain, UT-B
has also attracted wide attention. UT-B deletion results in the
accumulation of urea in the brain, causes nerve morphological
changes, such as loss of neurons, swelling of nerve fibers and
astrocytes, and membranous myelin-like structure formation
within myelinated and unmyelinated fibers (Yang B. et al.,
2014). Nuclear dissolution in neurons with normal perikaryon
was also observed occasionally in UT-B-null mice. High urea
concentration in the medial prefrontal cortex inhibited the
mTORC1-S6K-dependent dendritic protein synthesis, impaired
long-term potentiation in mPFC, which lead to depression-like
behavior (Li et al., 2011).

Given the increased research on UT-B in the nervous system,
investigations for the physiological role of UT-B in the brain are
highly necessary. Finding out the location of UT-B in the brain
is more conducive to understanding its function in the nervous
system. Although the distribution of the UT-B mRNA in the
central nervous system (Couriaud et al., 1996; Bagnasco, 2003;
Stewart, 2011; Shayakul et al., 2013) has been revealed, the UT-B
protein remains vague due to the possible rapid degradation or
inefficient translation of the mRNA produced in abundance.

In this study, we used single-cell RNA sequencing (scRNA-
seq) to determine the expression of UT-B in 4,884 cells from
the wild-type mouse brain and analyzed the expression ratio of
UT-B in each cell subtype. The distribution of UT-B in rat brain
regions was detected by immunohistochemistry. Whether in the
mouse, rat, or human brain, we confirmed the expression of
UT-B in neurons. We also found the subcellular location and
expression level of UT-B were regulated by osmotic pressure
in cultured cortical neurons. UT-B expression level changed in
the rat brain trauma over time. These data uncovered a detailed
description of the UT-B expression in the central nervous system.
Furthermore, the expression characteristics of UT-B regulated
by osmotic pressure suggest that it may be involved in the
pathological progression of brain edema and further research is
needed to elucidate thoroughly.

METHODS

Animals
Adult male Sprague-Dawley rats in the weight range of 220–
250 g obtained from the Animal Breeding Facility of Chongqing
Medical University were prepared for the experiments. Rats (n
= 30) were divided into five groups based on time intervals after
traumatic brain injury (normal control, 3, 6, 24, 72 h). Animal
studies were conducted following the procedure approved by the

Animal Ethics Committee of Peking University. The approval
number is LA2020354.

C57BL/6J male and female mice (7- to 8-week-old) were
acclimated to Peking University, Beijing, vivarium for at least
7 days before experiments. Food and water were available ad
libitum. All protocols involving mice were approved by the
Institutional Animal Care and Use Committee at the Peking
University Health Science Center (Beijing, China).

UT-B knockout mice were generated by crossing
C57BL/6J background germline-heterozygous-null mutant
UT-B knockout mice as described (Yang et al., 2002).
The offspring were genotyped by PCR using mouse-tail
DNA and wild-type and mutant allele-specific primers (5′-
AGGTGTGGCCTCAAAGTACTTGGCTA-3′). The PCR
products were visualized with ethidium bromide staining.

Single-Cell RNA Sequencing
Artificial cerebrospinal fluid was prepared as follows: 87mM
NaCl, 2.5mMKCl, 1.25mMNaH2PO4, 26mMNaHCO3, 75mM
sucrose, 20mM glucose, 1mM CaCl2, 7mMMgSO4, adjusted to
pH 7.4, equilibrated in 95%O2 and 5% CO2. Eight-week-old UT-
B−/− and UT/B+/+ mice were deeply anesthetized and perfused
through the heart with cold artificial cerebrospinal fluid (ACSF)
prepared previously. After taking the brain tissue out of the
skull, a mouse brain slice mold was used to cut into 1-mm brain
slices. The brain tissues were then digested using ACSF diluted
papain at 37◦C for 30min and were mixed every 10min After
filtering with a 400-mesh cell sieve, the suspension was diluted
with 50ml ACSF at 4◦C. After 30-min enzymatic digestion at
37◦Cwith shaking of the tube every 10min, the suspensions were
filtered through an ACSF-equilibrated 35-mm cell strainer. After
filtering, the suspension was diluted in a large-volume (50ml
total) ice-cold ACSF, followed by centrifugation (200 g, 5min) to
reduce debris. The supernatant is then carefully discarded. The
pelleted cells were resuspended in 200 µl of dulbecco’s modified
eagle medium (DMEM) containing 1% bovine serum albumin
(BSA). The 10 × genomics chromium single-cell kit was then
used to perform scRNA-seq detection on the suspension.

Traumatic Brain Injury Model
The experimental traumatic brain injury model was created in
the right hemisphere referred to Feeney’s method (Feeney et al.,
1981) with heavier weight and higher height. After rats were
deprived of water and food for 6 h, anesthesia was performedwith
pentobarbital (60 mg/kg) by intraperitoneal injection. The head
was fixed in a stereotactic apparatus along the midline incision
scalp, periosteal stripping exposed to the right parietal bone. The
bone window of 5mm in the diameter was created using a dental
drill 3mm behind the coronal slit and 3mm beside the midline;
the dura mater integrity was kept. A weight of 40 g fell freely from
a height of 25 cm to hit and make a contusion of the right parietal
lobe. Then the bone window was closed with the bone wax and
after the bleeding was stopped, scalp incision was sutured with a
drop of gentamycin. Except for the brain contusion impact, the
same steps were repeated in the sham operation group. A bone
window of the same size was established at the same position as
the rats in the operation group. The window was covered with
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gauze moistened with saline. According to the time points after
injury (3 h, 6 h, 24 h, and 72 h), the animals were anesthetized and
killed for the follow-up experiment.

Neuron Culture
Newly postnatal C57BL/6J mice were purchased from the
Department of Laboratory Animal Science, Peking University
Health Science Center, Beijing. Anesthetized mice were killed
by cervical dislocation. All tissues were maintained in D-
Hank’s solution (KCl.4 g, KH2PO4.06 g, NaCl 8.0 g, NaHCO3

0.35 g, Na2HPO4·12H2O.132 g, D-Glucose 1.0 g in 1 L dddH2O,
pH 7.4) and chilled on ice. The dissected medial prefrontal
cortex was centrifuged (1,000 r/min, 7min, room temperature)
after dispersed by trituration and 0.25% trypsin digestion
(Hyclone. 5min, 37◦C). The culture medium was DMEM
(Gibco, United States) supplemented to 10% FBS (Gibco, United
States) for the first 4 h, then changed to neurobasal (Gibco,
United States) with 2% B27 (Gibco, United States) and 0.5mM
L-glutamine (Sigma-Aldrich, United States). Cells were plated
on 0.1% poly-L-lysine (Sigma-Aldrich, United States) coated 6-
well plates at 1 × 106 cells/ml of medium, and maintained
in an incubator at 37◦C and 5% CO2. Urea (Sigma-Aldrich,
United States), mannitol (Sigma-Aldrich, United States), and
sucrose (Sigma-Aldrich, United States) were dissolved into the
medium for stimulation. Neurons were subjected to subsequent
experiments after 9 days culture.

Human Subjects
All human sample studies were conducted in the Second
Affiliated Hospital of Chongqing Medical University, with
the approval of the Medical Research Ethics Committee and
written informed consent. The material we used was post-
mortem material. Forensics used part of the cerebral cortex
to make paraffin sections. We performed antigen retrieval and
immunofluorescence staining.

Immunofluorescence
The mice or rats were deeply anesthetized with pentobarbital (85
mg/kg, i.p.) and perfusion with 20ml of 0.9% saline, followed
by fresh 4% paraformaldehyde in 0.01M phosphate-buffered
saline (pH 7.3). After perfusion, brains were taken out for an
additional fixation overnight in 4% paraformaldehyde, followed
by a graded series of sucrose-gradient dehydration. Dehydrated
samples were frozen and sectioned in the coronal plane at
20µm for immunofluorescent detection (Leica, Germany). The
human brain slices were paraffin sections and needed antigen
retrieval. Slides were processed for antigen retrieval and were
dipped in 0.1M sodium citrate buffer (pH 6.0) and heated to
boiling for 5min twice in a Microwave oven and left to return
to ambient temperature. The brain slices were subsequently
washed three times by phosphate buffer saline (PBS) for 5min.
Then the slices were washed in PBS–T (0.3% Triton X−100
in PBS) for 0.5 h at 37◦C and transferred to blocking solution
(0.3% PBS–T in 5% goat serum) overnight at 4◦C before ∼36 h
incubation (0.3% PBS–T in 1% serum) in primary antibody
solution [rabbit anti–UT-B with 1:100 working dilution, a gift
from Dr. Trinh-Trang-Tan MM (Trinh-Trang-Tan et al., 2002);

microtubule-associated protein 2 (MAP2) with 1:200 working
dilution, abcam, United Kingdom; GM130 with 1:200 working
dilution, BD, United States; PSD95 with 1:200 working dilution,
CST, United States; Synapsin1 with 1:200 working dilution,
abcam, United Kingdom]. Slices were then washed in PBS thrice
and incubated for 0.5 h with secondary antibody (Cy3 goat anti-
rabbit IgG 1:200, Invitrogen; Alex Fluor 488 goat anti-mouse
IgG 1:200, Invitrogen, Italy; Hoechst 1:1000, Leagene, China)
for fluorescent detection. Fluorescent image acquisition was
performed with a Leica TCS SP8 confocal laser microscope.

Immunohistochemistry
Sections were deparaffinized in xylene and rehydrated through
graded alcohols to water. Slides were dipped in 0.1M sodium
citrate buffer (pH 6.0) and heated to boiling for 5min twice in
a microwave oven and left to return to ambient temperature.
And then the sections were incubated in 3% hydrogen peroxide
for 10min at room temperature to block endogenous peroxidase
activity. Followed by incubation in 10% goat serum, the sections
were incubated overnight at 4◦C with the primary rabbit
polyclonal anti-UT-B antibody with 1:500 working dilution.
After rinsing with phosphate buffer solution for 5min thrice,
the sections were performed with a sensitive polymer-helper
detection system (Polink-2 plus R©; Zhongshan Golden Bridge
Biotechnology Co., Ltd., Xuanwu District, China) following
the manufacturer’s instruction. Diaminobenzidine was used for
staining development and the sections were counterstained with
hematoxylin and then examined by light microscopy. Negative
controls consisted of substituting normal serum for primary
antibodies. The mean optical density of immunostained slides
for UT-B was analyzed using the Image-Pro Plus software (Media
Cybernetics, Silver Springs, MD, USA). The slides were scanned
using 20 × magnification. By comparing each time point, the
tendency variations of UT-B expression can be obtained.

RESULTS

UT-B Mainly Expressed in the Astrocytes

and Interneurons
ScRNA-seq enabled the unbiased investigation of cells in complex
tissues to identify novel populations and gene expression in
development and disease (Tanay and Regev, 2017; Giladi and
Amit, 2018). We collected brain tissues from adult wild-type
mice and digested them to form a single-cell suspension,
which obtained more than 4,884 cells. We used genome-wide
single-cell gene expression profiling data to classify cell types.
An unbiased iterative clustering analysis classified the cells
as neuronal and non-neuronal cells. The non-neuronal cells
are further segregated into glial types (microglia, astrocytes,
oligodendrocyte precursor cells, and oligodendrocytes) and other
cell types (smooth muscle cells, endothelial, choroid plexus cells,
macrophages, dendritic cell, and ependymal cells) (Figure 1A).
The markers used for each cell type were shown in Table 1. By
focusing on cells expressing Slc14a1, we identified that Slc14a1
was expressed in most cells except endothelial and smooth
muscle cells (Figure 1B). Combined with the cell proportion
analysis, the cells with the higher expression rate were astrocytes,
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FIGURE 1 | scRNA-seq analysis of wild-type mouse brain. (A) Unsupervised clustering uniform manifold approximation (UMAP) plot of CNS cell of wild-type mice.

OPC, oligodendrocyte precursor cells; CPC, choroid plexus cells; SMC, smooth muscle cells (n = 4,884). (B) Expression scatterplots of Slc14a1 in population from

wild-type mice. (C) Cell proportion of CNS cell. (D) Express ratio analysis of Slc14a1 based on percentage composition.

TABLE 1 | All cell types were obtained by scRNA-seq analysis and their

corresponding marker.

Marker

Microglial cells Cx3cr1, Siglech, P2ry12, Tmem119

Oligodendrocytes Plp1, Cldn11, Mal, Mag, Mog, Mobp

Astrocytes Htra1, Aqp4, Clu, Slc1a3, Aldoc

Oligodendrocytes precursor cells Pdgfra, Olig1, Cspg4, Gpr17

Endothelial cells Cldn5, Igfbp7, Pecam1

Neuroblasts Sox11, Neurod1, Ccdn2, Dlx1

Choroid plexus cells Ttr, Kl, Sostdc1

Macrophages Cd163, Mrc1, Lyz2

Dendritic cells (DCs) H2-ab1, Cd209a

Neurons Snap25, Nrgn, Meg3

Ependymal cells Ccdc153, Rarres2, Tmem212

Smooth muscle cells (SMC) Acta2, Myl9, Rgs5

Interneurons Ndnf, Reln, Lhx1

scRNA-seq, single-cell RNA sequencing.

neurons, macrophages, and dendritic cells (Figures 1C,D). To
our surprise, the expression of UT-B was not only in the different
types of glial cells, but also in the neurons These data suggested
that Slc14a1 was expressed in various cells in the brain, and its
function needs to be further explored.

Expression of UT-B in Glial Cells
Morphological experiments were conducted to verify scRNA-
seq results. The immunoreactivity was found in astrocytes, but
not in the endothelial cells of blood vessels in the brain. For
the brain region, we observed the UT-B expression near the
ventricle, hypophysis and hippocampus. UT-B was distinctly
and strongly expressed at the third cerebral ventricular wall
(Figure 2A). Glia limitans consisted of astrocytes that separated
the brain tissue from the surrounding subependymal and subpial
space. Higher magnification of the third cerebral ventricles
(Figures 2B,C) had more sweeping views that exhibited that UT-
B signals were detected along the glia limitans bilaterally and
free surface of ependymal cells. Furthermore, UT-B-positive cells
were observed in the cerebral pia mater, covering the brain tissue
(Figure 2D). In hypophysis (Figure 2E), the distribution of UT-
B showed a tremendous different modality from other parts;
No UT-B-positive glial cells were observed in neurohypophysis
at all (Figure 2F). In contrast, a marked expression of UT-
B was observed in the adenohypophysis (Figure 2G). UT-B
positive glial cells in white-matter fiber tracts (Figure 2H) were
found too.

Shown in the cross-section of the hippocampus, UT-B
IHC of hippocampal formation shows layer-specific expression.
In lower magnification (Figure 3A), the UT-B signals reside
in the granule cell layer in the dentate gyrus and stratum
oriens (so) and distal region of stratum lacunosum-moleculare
(slm) of the CA1 region. In higher magnification of each
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FIGURE 2 | Distribution of UT-B in the third ventricular and neurohypophysis by immunohistochemistry. (A) UT-B was expressed around the third ventricular wall.

(B,C) High magnification view of the third ventricle, strong UT-B labeling is present in the subependymal glia limitans, and free surface of ependymal cells. (D) Cerebral

pia mater. (E) Low magnification of the hypophysis illustrating that UT-B is only expressed in the adenohypophysis. (F) High magnification view of the

neurohypophysis. (G) High magnification view of the adenohypophysis. (H) UT-B by glial cells in white-matter fiber tracts. Scale bar, 200µm. UT-B, urea transporter B.

region, the UT-B signals were not significantly observed in
the cytoplasm or perinuclear of any cell but in the fibers
at CA1 (Figure 3B) or CA2 (Figure 3C). Nevertheless, the
UT-B signals were gradually enhanced by astrocytes at CA3
(Figure 3D) and CA4 (Figure 3E). We observed the strongest
signal in some astrocytes in the granular cell layer of the dentate
gyrus (Figure 3F).

Expression of UT-B in Neurons of the

Central Nervous System
The expression of UT-B in the brain was not restricted to glial
cells but also a select subgroup of neurons. The UT-B-positive
neurons could be distinguished from astrocytes based on their
larger size and more intense labeling. The subgroup of neurons
in substantia nigra (Figure 4A), habenula (Figure 4B), the lateral
inferior nucleus of the thalamus (Figure 4C), and cerebral cortex
(Figures 4D,E) were labeled with UT-B, which had distinct
contrast with ambient. The rambling funicular appearance of
immunoreactivity was unique in substantia nigra (Figure 4A).
Both glial cells and neurons were labeled in habenula (Figure 4B).
Further, we detected UT-B expression in the cerebral cortex
of different species, including mice, rats, and humans. The
co-staining of UT-B and MAP2, a neuron-specific marker,
suggested that UT-B was expressed in partial neurons in the
cerebral cortex (indicated by orange arrows). The UT-B knockout
mice were used to ensure the reliability of immunofluorescence
(Figure 4D). In lower magnification, the pial surface is located
in the lower right corner of the image. UT-B positively stained
neurons were distributed in the molecular layer, external granule
cell layer, and external pyramidal cell layer. In addition, as in
previous studies (Trinh-Trang-Tan et al., 2002), we also observed
the expression of UT-B in glial cells (indicated by white arrows).

Subcellular Localization of UT-B in Normal

Circumstance, Hypo- or Hyperosmolar

State
The location of UT-B at the Golgi apparatus was assessed.
We co-stained UT-B and GM130, an established Golgi
apparatus membrane protein. Immunofluorescence
of the mice brain slices showed that UT-B is
physiologically located in the Golgi apparatus. The
same result was also observed in rat and human brain
slices (Figure 5A).

We performed the co-staining of neuronal synaptic
markers and UT-B in the cerebral cortex of wild-type mice
(Figures 5B,C). There was no co-expression of UT-B and
synaptic markers PSD95 or synapsin1. The results show that
UT-B is not expressed on the synapses of neurons under normal
physiological conditions.

Since UT-B transports both water and urea, it plays a vital
role in maintaining the osmotic pressure in cells. Therefore,
experiments were designed to assess the expression regulation
of UT-B under different osmotic pressure. We cultured primary
cortical neurons from wild-type mice, added 60mM mannitol,
urea, sucrose, or 1/4 culture medium volume of the dddH2O,
respectively, for 24 h. We found that under the stimulation
of sucrose and mannitol, UT-B translocated to neurites with
increased expression (Figure 6). Interestingly, the above changes
did not occur in the case of urea stimulation. The possible
reason was that UT-B expressed by neurons transported urea
rapidly, making the internal and external osmotic pressure
consistent. Under the condition of hypo-osmotic pressure,
the expression and location of UT-B were also altered
(Figure 6), indicating that UT-B is bidirectionally regulated by
osmotic pressure.
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FIGURE 3 | Distribution of UT-B in the hippocampus detected by immunohistochemistry. (A) UT-B is widely distributed throughout the hippocampus. (B–E) High

magnification view of CA1-4: UT-B signals were not significantly observed at CA1 or CA2 but were gradually enhanced by astrocytes at CA3 and CA4. (F) High

magnification view of dentate gyrus: UT-B signals by astrocytes in the granule cell layer in the dentate gyrus. SO, stratum oriens; SR, stratum radiatum; SLM, stratum

lacunosum-moleculare; SM, molecular layer; UT-B, urea transporter B. Scale bar, 200µm.

Expression of UT-B Increased After

Traumatic Brain Injury
Since the UT-B was regulated by osmotic pressure, we
hypothesized that the expression of UT-B changed in brain
edema. The traumatic brain edema model was employed because
it is a combined cellular and vasogenic brain edema. We assessed
the signals of UT-B in the ipsilateral cortex near the site of injury
right before (Figure 7A), 3 h (Figure 7B), 6 h (Figure 7C), 24 h
(Figure 7D), or 72 h (Figure 7E) after traumatic brain injury
model (TBI) by immunohistochemistry. The rats in the sham
operation group were just cut off the scalp and created a bone
window after anesthesia, without any blows. There was no
significant change in the expression of UT-B in the sham group
24 h after operation (Figure 7F). At the same layer, the number
of UT-B-positive neurons in the TBI rats had been elevating
with time going on, reaching a peak at 24 h post-trauma then it
began decreasing. Meanwhile, the intensity of immunoreactivity
had been changing with the number of UT-B-positive neurons
proportionally (Figure 7G).

DISCUSSION

The current study revealed the precise distribution of UT-B in
the brains of mice, rats, and humans. We mainly demonstrated
that UT-B is expressed extensively both in neurons and glial
cells in the central nervous system. Moreover, the results of
immunohistochemistry and scRNA-seq together proved that UT-
Bwas highly expressed in ependymal cells and glia limitans. UT-B
is also expressed by neurons in the cerebral cortex, substantia
nigra, habenula, lateral inferior nucleus of the thalamus, and
by glial cells in the hippocampus as well as in the white-matter
fiber tracts.

The previous study displayed that the UT-B was found in
astrocytes in the granule cell layer in the dentate gyrus and
throughout the other parts of the hippocampal formation based
on in situ hybridization (Doran et al., 2006). Indeed, unlike
renal descending vasa recta (Pallone, 1994) and endothelia in a
blood vessel (Wagner et al., 2002), UT-B was not expressed in
endothelial cells of cerebral blood vessels. Contrary to previous
results (Berger et al., 1998; Trinh-Trang-Tan et al., 2002), scRNA-
seq data showed that UT-B was expressed in the choroid plexus
cell although the expression level was extremely low, which
needed more data to confirm. Interestingly, even though the
previous study (Berger et al., 1998) repeatedly emphasized that
the UT-B was tested by the glial cells in the cerebral cortex,
nonetheless we found that neurons also expressed UT-B through
scRNA-seq and immunofluorescence. It is worth noting that UT-
B was not expressed in all kinds of neurons. ScRNA-seq data
showed that neurons expressing UT-B were mainly concentrated
in neurons labeled with Ndnf, Reln, and Lhx1. However, the
proportion of positive cells was too low. We need larger cell
samples to explore the subtypes of neurons or the common
markers of neurons with UT-B expression.

In mammals, the major biochemical for the disposal of waste
nitrogen is the urea cycle which ends up producing urea (Felig,
1975; Zhang et al., 2018). Active argininosuccinate synthetase,
argininosuccinase, and arginase namely enzymes of the latter
half of the urea cycle exist in brain tissue (Ratner et al., 1960),
suggesting that cells in the brain also produce urea. Based on
this hypothesis, we infer that the UT-B expressed by astrocytes
near the vessels, by cells around the third ventricle, and in the
cerebral pia mater plays a crucial role in facilitating the transport
of urea into the blood or cerebrospinal fluid. In UT-B knockout
mice, urea accumulation in the brain results in depressive-like
behavior (Li et al., 2011; Wang et al., 2019), which also supports
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FIGURE 4 | UT-B is expressed in neurons. (a–d) Immunohistochemistry of substantia nigra, habenula, the lateral inferior nucleus of thalamus and cortex. Scale bar,

200µm. (e) Immunofluorescence revealed that UT-B (red) was expressed in MAP2-positive neurons (green) in rats, wild-type mice, UT-B knockout mice, and the

human cerebral cortex. The cells indicated by the white arrows and the red stripe staining are positively stained astrocytes, and the orange arrows are the positively

stained neurons. The pial surface is located in the lower right corner of the image. The large-field images of rats and mice mainly show the expression of UT-B in the

three layers of the cerebral cortex, including molecular layer, external granule cell layer, and external pyramidal cell layer. Scale bar, 50µm. UT-B, urea transporter B.

this inference. The substantia nigra staining is different from the
cell staining. UT-B is highly expressed in the substantia nigra, and
the neurites are positively stained, while UT-B is only expressed
in the Golgi, but not synapses under physiological conditions
in other neurons. High expression of UT-B in the habenula,
substantia nigra, and lateral inferior nucleus of the thalamus
may be a bridge between their unique metabolism and unique
function. Habenula is associated with the etiology of depressive
disorder (Sartorius et al., 2010; Yang L. M. et al., 2014). Besides
substantia nigra, pars compacta are associated with Parkinson’s
disease and other common tremor disorders (Homayoon et al.,

2019). We infer that urea is a by-product of some unknown
metabolic processes that maintain the normal function of those
unique sites in the brain.

Previous work showed that urea permeability was stimulated
by hyperosmolarity in the form of effective osmoles (sodium
chloride, mannitol) but not ineffective osmoles (urea) in isolated
perfused tubules (Sands and Schrader, 1991). In neurons,
the expression of UT-B was up-regulated in response to
hyperosmolarity in the form of mannitol and sucrose but
not urea. The low osmosis caused by water also induced
the high expression of UT-B. We speculated that it was a
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FIGURE 5 | UT-B is located on the Golgi apparatus in normal circumstances. (A) Representative immunofluorescence images of wild-type rats, wild-type mice, UT-B

knockout mice, and human cerebral cortex revealed colocalization of UT-B (red) and GM130 (green). Nuclei were stained blue with Hoechst. (B) Co-stained

immunofluorescence images of UT-B (green) and postsynaptic membrane marker PSD95 (red) in the cerebral cortex of wild-type mice. (C) Co-stained

immunofluorescence images of UT-B (green) and synaptic marker synapsin 1(red) in the cerebral cortex of wild-type mice. The pial surface is located in the lower right

corner of the image. The images of b and c mainly show the internal granule cell layer and the internal pyramidal cell layer. Scale bar, 50µm. UT-B, urea transporter B.

compensatory increase for the transfer of water. UT-B also acts
as a water channel, and the single-channel (per molecule) water
permeability of UT-B in erythrocytes is very similar to that of

AQP1 (Yang and Verkman, 2002). Although AQP4 mediates
water transport in the brain, it is not expressed in neurons. That
is to say, UT-B could be the essential water channel in neurons.
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FIGURE 6 | UT-B translocation in hypo- or hyperosmolar condition. Representative immunofluorescence revealed that UT-B (red) expression level increased in

MAP2-positive neurons (green) under 60mM mannitol, sucrose, and 1/4 of the total volume of water. But no change was observed under urea stimulation. Scale bar,

50µm. UT-B, urea transporter B.

AQP4 deletion alleviates cytotoxic brain edema but aggravates
vasogenic brain edema (Papadopoulos and Verkman, 2007;
Yang et al., 2008). Since AQP4 and UT-B had very similar
brain distribution, we established models of cytotoxic and
vasogenic brain edema in UT-B knockout mice. There was no
difference in the survival rate, neurological score, or brain water
content between UT-B knockout mice and wild-type mice. This
suggests that AQP4 plays a more dominant role in brain water
transport than UT-B. However, neurons express UT-B but not
AQP4, which indicates that UT-B may be involved in white
matter diseases.

TBI can cause activation of excitatory amino acids, calcium
overload, mitochondrial damage, activation of oxygen free
radicals, activation of inflammatory system, etc. (Desai and Jain,

2018). These pathophysiological processes further lead to short-
term or long-term secondary neuronal damage accompanied
by cognitive, mental, and behavioral changes (Konigs et al.,
2016). Urea is a metabolic end product is one of the factors
leading to these adverse reactions (Li et al., 2011). In acute TBI,
the urea accumulation in the brain is as follows: (1) Impaired
blood circulation causes central regulation and autonomic nerve
function damage, the protein catabolism in the stress process
is correspondingly increased; (2) Meanwhile, a high dose of
a dehydrating agent was used in the treatment to concentrate
the cerebrospinal fluid which could increase the concentration
of urea. Studies have reported that polyamines are rapidly
synthesized after TBI in both humans (Timothy et al., 1996) and
rodents (Zahedi et al., 2010). The brain has complete metabolism

Frontiers in Neuroanatomy | www.frontiersin.org 9 May 2021 | Volume 15 | Article 591726285

https://www.frontiersin.org/journals/neuroanatomy
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroanatomy#articles


Huang et al. Expression of Urea Transporter B in Brain

FIGURE 7 | UT-B expression before and after traumatic injury detected by

immunohistochemistry. (A) Immunohistochemistry of UT-B in the ipsilateral

cortex near the site of before injury. (B–E) Immunohistochemistry of UT-B in

the ipsilateral cortex near the site of injury after 3, 6, 24, and 72 h. (F)

Immunohistochemistry of UT-B of the sham operation group mice in the

ipsilateral cortex near the site after 24 h. (G) The tendency of UT-B level

analyzed by Image-pro Plus. Data presented as mean ± SEM. **P < 0.01,

***P < 0.001, n = 6. UT-B, urea transporter B.

pathways for synthesizing polyamines (Bolkenius and Seiler,
1986). Ornithine is also a product of the urea cycle from arginine
(Morris, 2004), so polyamine synthesis can reflect the formation
of urea. After various neuronal impairments, polyamines display
a durable power of protective function, suggesting a powerful
feature of neuron regeneration (Dornay et al., 1986; Gilad
and Gilad, 1992). A previous study has found that ornithine
decarboxylase increases six- and three-fold, respectively, at 6
and 24 h after brain injury and returns to control levels at 72 h
(Raghavendra Rao et al., 1998). Zahedi et al. found that spermine
levels were normal at 6 h and decreased slightly at 24 h, but were

normal by 72 h post-injury (Zahedi et al., 2010). Thus, we infer
that variation of UT-B expression in the ipsilateral cortex near the
site of traumatic injury is an adaptive modulation for constantly
changing the urea level.

In conclusion, we found that UT-B is selectively expressed
in the central nervous system glial cells and neurons; and the
translocation of UT-B in hypo- or hyperosmolar conditions. The
expression is highly consistent inmice, rats, and humans, proving
that UT-B is a very conservative urea transporter. We revealed
that UT-B changed among time after TBI, and the turning point
is 24 h after injury, which may be adaptive adjustments to the
changed urea levels. However, the molecular mechanism by
which UT-B exerts specific effects in various brain regions and
post-traumatic brain injury is unclear. Hence, further research is
needed to thoroughly elucidate the role and mechanism of UT-B
in the central nervous system.
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During development of retinofugal pathways there is naturally occurring cell death of at
least 50% of retinal ganglion cells (RGCs). In rats, RGC death occurs over a protracted
pre- and early postnatal period, the timing linked to the onset of axonal ingrowth into
central visual targets. Gene expression studies suggest that developing RGCs switch
from local to target-derived neurotrophic support during this innervation phase. Here
we investigated, in vitro and in vivo, how RGC birthdate affects the timing of the
transition from intra-retinal to target-derived neurotrophin dependence. RGCs were pre-
labeled with 5-Bromo-2′-Deoxyuridine (BrdU) at embryonic (E) day 15 or 18. For in vitro
studies, RGCs were purified from postnatal day 1 (P1) rat pups and cultured with or
without: (i) brain derived neurotrophic factor (BDNF), (ii) blocking antibodies to BDNF
and neurotrophin 4/5 (NT-4/5), or (iii) a tropomyosin receptor kinase B fusion protein
(TrkB-Fc). RGC viability was quantified 24 and 48 h after plating. By 48 h, the survival of
purified βIII-tubulin immunopositive E15 but not E18 RGCs was dependent on addition
of BDNF to the culture medium. For E18 RGCs, in the absence of exogenous BDNF,
addition of blocking antibodies or TrkB-Fc reduced RGC viability at both 24 and 48 h by
25–40%. While this decrease was not significant due to high variance, importantly, each
blocking method also consistently reduced complex process expression in surviving
RGCs. In vivo, survival of BrdU and Brn3a co-labeled E15 or E18 RGCs was quantified
in rats 24 h after P1 or P5 injection into the eye or contralateral superior colliculus (SC) of
BDNF and NT-4/5 antibodies, or serum vehicle. The density of E15 RGCs 24 h after P1
or P5 injection of blocking antibodies was reduced after SC but not intraretinal injection.
Antibody injections into either site had little obvious impact on viability of the substantially
smaller population of E18 RGCs. In summary, most early postnatal RGC death in the
rat involves the elimination of early-born RGCs with their survival primarily dependent
upon the availability of target derived BDNF during this time. In contrast, late-born RGC
survival may be influenced by additional factors, suggesting an association between
RGC birthdate and developmental death mechanisms.

Keywords: developmental cell death, neurogenesis, retinal ganglion cells, superior colliculus, brain-derived
neurotrophic factor, TrkB, retinotectal
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INTRODUCTION

During development of the peripheral nervous system and at least
some regions of the central nervous system (CNS), populations
of cells experience naturally occurring cell death (Oppenheim,
1991). RGCs are one such CNS population; in the rat at least
50% of RGCs produced in the embryo die during pre- and
early postnatal development, much of it occurring within the
first 5 postnatal days (Dreher et al., 1983; Perry et al., 1983;
Crespo et al., 1985). It is generally held that the phenomenon of
naturally occurring cell death is associated with the regulation
of cell number and the refinement of structural morphology
and connectivity during development. The mechanisms that
regulate such death remain unclear, but misguidance of axons
and competition for limited target-derived trophic support are
likely to be contributing factors (Purves, 1988).

Rat RGCs are first generated in the retina at about E13, the
last cells differentiating at approximately E21 (Bunt et al., 1983;
Crespo et al., 1985; Reese and Colello, 1992; Rapaport et al.,
2004). Upon differentiation, RGCs project axons via the optic
nerve to a variety of central targets (Sefton et al., 2015). The
great majority of RGCs terminate in the contralateral SC, with
about 40% also sending branches into the dorsal visual thalamus
(Linden and Perry, 1983; Simon and O’Leary, 1992; Ahmed et al.,
1996; McLaughlin et al., 2003). RGCs that are produced early
(E13-E16) have axons already present in the SC by the time of
birth (P0), whereas axons from their late-born counterparts (E18-
E19) do not grow into the SC until about P4/P5 (Dallimore et al.,
2002; Dallimore et al., 2010).

Developing neurons rely on neurotrophic support for their
survival and maturation (Huang and Reichardt, 2001). Perhaps
the most well studied neurotrophin in RGC development
is BDNF, whose neuroprotective effects on RGCs have been
documented in vivo and in vitro (Johnson et al., 1986; Ma
et al., 1998; Spalding et al., 2004; Moses et al., 2015). BDNF
is synthesized and can be released as pro-BDNF to act on the
p75 receptor, or the pro domain can be cleaved to produce
mature BDNF that acts on the high affinity tropomyosin
receptor kinase B (TrkB) receptor to bring about neuroprotective
effects (Nagappan and Lu, 2005; Yang et al., 2009). BDNF and
TrkB mRNA and proteins are detected in early embryonic
development in RGCs, the levels of expression changing
throughout development (Ernfors et al., 1992; Jelsma et al., 1993;
Koide et al., 1995; Perez and Caminos, 1995; Vecino et al., 2002;
Moses et al., 2015). However, neurotrophins are also produced
in the SC and can be retrogradely transported to the retina via
RGC axons (Ma et al., 1998; Frost et al., 2001; Spalding et al.,
2002, 2004). Thus, while there are local intra-retinal sources of
BDNF (De Araujo and Linden, 1993; Cellerino and Kohler, 1997;
Marler et al., 2010) and these can also be rapidly transported
anterogradely (Spalding et al., 2002), it is generally thought that
RGC survival is eventually dependent on competition for limited
quantities of target-derived BDNF, a general mechanism that is
theorized to match neuronal populations with the size of their
targets (Purves, 1988; Davies, 1994, 1996).

The requirement for neurotrophins during RGC development
is well documented. In vivo, once RGC axons have innervated

the SC, removal of the SC target or reducing local neurotrophins
such as BDNF and NT-4/5 that act on the TrkB receptor, results
in rapid and extensive RGC death (Harvey and Robertson,
1992; Cui and Harvey, 1995; Spalding et al., 2004). Similarly,
when culturing developing RGCs, the absence or reduced
availability of exogenous neurotrophins such as BDNF and ciliary
neurotrophic factor (CNTF) reduces RGC viability (Johnson
et al., 1986; Meyer-Franke et al., 1995; Moses et al., 2015).
However, neurotrophin dependence seems to be exhibited only
by RGCs whose axons have already innervated their target, and
the timing of RGC loss reflects the timing of innervation of
central targets (Dallimore et al., 2002, 2010). There is evidence
that RGCs whose axons have not yet reached the SC can survive
independently of BDNF, presumably relying on local, intraretinal
expression of neurotrophins. Moses et al. (2015) used BrdU, a
nucleoside analog that incorporates into cellular DNA during
synthesis, to prelabel early (E15) or late-born (E18) RGCs and
performed qPCR analysis on these RGCs at different postnatal
ages to assess changes in mRNA expression of genes implicated
in survival and development. Late-born RGCs at P1 with axons
en route to their target have high expression of BDNF and
genes associated with downstream signaling of TrkB that are
implicated in axon outgrowth and survival. At P5, patterns of
gene expression in this cohort changed to resemble those of
their early-born counterparts, with axons in the target since
P0. Additionally, Moses et al. (2015) linked prior innervation
of the SC with exogenous neurotrophin dependence in vitro
by culturing birthdated RGCs at P1. These results showed that
late born RGCs with their axons not yet in the SC at P1 were
able to survive independently of exogenous BDNF 24 and 48
h after plating, complementing the identified changes in gene
expression. Conversely, earlier born RGCs with axons in the SC
at the time of cell culture experienced a reduction in cell viability
when exogenous BDNF was not added to the culture medium.
This suggests that the reliance on target derived neurotrophins is
not uniformly experienced by all RGCs during development and
differs according to RGC age and timing of axonal innervation of
their targets.

In the present in vitro and in vivo studies, the aim was
to further elucidate neurotrophic dependence in BrdU labeled
early (E15) or late-born (E18) RGCs by examining the effects of
inhibition of TrkB signaling. In vitro, the survival of purified,
birthdated E15 or E18 RGCs was quantified 24 or 48 h after
plating in the presence or absence of BDNF and NT-4/5 blocking
antibodies (Cohen et al., 1994; Ghosh et al., 1994; Spalding
et al., 2004; Rosenthal and Lin, 2014). We also tested the effect
of application of a TrkB-Fc chimera, a TrkB ligand scavenger
previously demonstrated to selectively bind neurotrophins with
affinity for the TrkB receptor and block its biological activity
(Shelton et al., 1995; Vaynman et al., 2004; Schildt et al., 2013;
Mariga et al., 2015). In vivo, to measure the relative impact of
TrkB blockade within the retina or centrally, the viability of
identified Brn3a positive (+) E15 or E18 RGCs was assessed
24 h after injection of BDNF and NT-4/5 blocking antibodies
into either the retina or SC of rats, at either P1 or P5 (Spalding
et al., 2004). In sum, we observed a difference in the response of
RGCs to the anatomical origin of trophic support, a response that
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differed according to RGC birthdate and developmental timeline.
In the rat, most early postnatal RGC death involves the loss of
early-born rather than late-born RGCs. The viability of early-
born RGCs during this time appears dependent primarily upon
the availability of target derived BDNF, whereas late-born RGC
survival may also be influenced by additional supporting factors.

MATERIALS AND METHODS

Animals
Time mated female Wistar rats were sourced from the Animal
Resources Centre (ARC, Perth) at either E14 or E15 days of
gestation (day after overnight mating = E0) and housed at
the Pre-Clinical Facility at the University of Western Australia
(UWA). Rats were maintained under a 12 h light/dark cycle at
21◦C and 50% humidity with food and water ad libitum. At E15
or E18, rats were anesthetized with isoflurane (4% induction and
2% maintenance) and administered an intraperitoneal injection
of BrdU (50mg/kg of maternal body weight) three times during
the day (9 a.m., 1 p.m., 5 p.m.) to ensure a sustained period
of bioavailability (Dallimore et al., 2010). All procedures were
approved by the UWA Animal Ethics Committee.

Dissociation and Purification of RGCs for
Culture
Each cell culture run was created from the pups from
one pregnant dam. Parturition occurred on E22/22.5 (day
of birth = P0). At P1, pups were euthanized with an
overdose of sodium pentobarbital (Lethabarb), eyes removed
and retinas dissected and pooled in Dulbecco’s phosphate
buffered saline (dPBS). Retinas were dissociated using the MACS
neural dissociation kit (Miltenyi Biotec), as per manufacturer’s
instructions. RGCs were isolated using the MACS RGC Isolation
kit (Miltenyi Biotec) following standard depletion and selection
protocols and seeded at an average of 25,000 cells into each well
of an 8 well chambered culture slide (CorningTM FalconTM).
RGCs were resuspended in neurobasal media containing B27
supplement, triiodothyronine, transferrin, progesterone, sodium
selenite, n-acetyl cysteine, bovine serum albumin, L-glutamine,
sodium pyruvate, insulin penicillin/streptomyosin and forskolin.
RGCs were separated into samples which were resuspended
either with or without exogenous BDNF (50 ng/ml; Peprotech)
and further subdivided into groups that were resuspended
with or without TrkB-Fc (TrkB-Fc+, 500 ng/ml; BioSensis PE–
1235–20) or with or without a blocking cocktail (Block+, 500
ng/ml) containing 1:1 of antibody to rh BDNF:lgG (BioSensis
S-015-500) and antibody to rh NT4:lgG (Biosensis S-059-
500).

TrkB-Fc mimics the endogenous TrkB receptor and has
previously been reported to reduce TrkB receptor activation
in cultured cells through binding to and capturing molecules
that are ligands of TrkB (Shelton et al., 1995; Coull et al.,
2005). In contrast, the antibodies specifically bind to their
targeted neurotrophin, depleting their availability and therefore
transiently inhibiting TrkB receptor activation. Utilization of
antibodies in this way has been verified to reduce downstream

signaling of TrkB (Ghosh et al., 1994; Lepack et al., 2016), reduce
immunoreactivity within neurons for these neurotrophins (Zhou
and Rush, 1996), reduce TrkB phosphorylation (Jiang et al., 2003)
and prevent BDNF induced changes in physiology and behavior
(Balkowiec and Katz, 2000; Graham et al., 2007; Peters et al., 2010;
Rosas-Vidal et al., 2014; Rosenthal and Lin, 2014; Lepack et al.,
2015). Furthermore, this same antibody cocktail has been shown
to significantly increase RGC pyknosis when injected into the SC
or eye of neonatal rat pups (Spalding et al., 2004).

After resuspension, RGCs were seeded onto poly-d-lysine and
mouse type-1 laminin coated 8-well culture slides (average of
about 25,000 RGCs per well). RGCs were cultured for 24 or 48
h at 37◦C, the 48 h condition supplemented with an additional
application of TrkB-Fc at 24 h. Each culture run generated
enough RGCs for two 8-well chambered slides, one slide each for
the 24 and 48 h time points. Each slide contained a combination
of all treatment groups (BDNF−Block−, BDNF−Block+,
BDNF+Block−, BDNF+Block+), except for the E18 aged group,
where TrkB-Fc replaced the neurotrophin block in some runs
(BDNF−TrkB-Fc+, BDNF+TrkB-Fc+). E15 cultures were
replicated twice and E18 cultures were replicated four times with
the neurotrophin block and three times for TrkB-Fc.

Immunohistochemistry and
Quantification of Cell Cultures
At 24 or 48 h, cells were fixed in 4% paraformaldehyde and
washed with PBS before labeling with anti-βIII-tubulin antibody
(BioLegend, 1:4,000 at 4◦C overnight). βIII-tubulin is a class
of tubulin proteins comprising the microtubules that form the
cytoskeleton of neurons (Breuss et al., 2017) and is as a robust
marker to identify cultured RGCs at our assessed ages (Pimentel
et al., 2000; Moses et al., 2015). Wells were washed with 0.1 M
phosphate buffered saline (PBS) and goat anti-rabbit Alexa Fluor
488 (Sigma, 1:400) was applied for 30 min at room temperature.
Cells were then washed with 0.1 M PBS before applying 2 M
hydrochloric acid (HCl) for 30 min at 37◦C, after which, cells
were washed with 0.1 M PBS, then incubated overnight at 4◦C
with anti-BrdU antibody (Roche, 1:100) in diluent containing
4% NGS, 3% BSA and 0.3% Triton X-100. Cells were then
washed with 0.1 M PBS and incubated with donkey anti-mouse
Alexa Fluor 555 antibody (Sigma, 1:400) for 2 h at room
temperature before washing and mounting in Fluoromount-G
(Southern Biotech).

Wells were imaged on a fluorescent microscope at 20x
magnification and images captured via a digital camera through
NIS elements. Each 70 mm2 well was systematically sampled at
uniform intervals across the entire well, collecting images with
equally distributed distances between. The resulting summed
sampled area of each well was 16.18 mm2, approximately 23% of
each well. The experimenter was blinded to the identity of the well
and every cell within the captured sampling area was counted.
βIII-tubulin+ cells, βIII-tubulin+ and BrdU+ double-labeled
cells (>50% of nuclear area expressing BrdU) were manually
counted within each image (Figures 1A,B). The total number of
birthdated BrdU+ RGCs was expressed as a percentage of the
total number of βIII-tubulin+ RGCs present in each well and
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FIGURE 1 | Criteria for RGC quantification and immunolabeling of purified E15 RGC cultures. (A) RGCs labeled for BrdU and (B) a merged image of RGCs labeled
with BrdU and βIII tubulin. Arrows indicate double-labeled RGCs with strong BrdU labeling that would be included in our counts and arrow heads indicated
double-labeled RGCs that would be excluded. Scale bar = 10 µm. (C) Representative images of RGC cultures at 20x magnification demonstrating the proportion of
birthdated E15 RGC to non-birthdated RGCs from all treatment conditions. Arrows indicate quantified BrdU+/BIII tubulin+ double-labeled RGCs. Note the
expression of elaborate βIII tubulin+ processes by a proportion of RGCs. Scale bar = 20 µm.

averaged for each treatment group. The proportion of surviving
RGCs was expressed as a percentage of the number of initially
seeded neurons to provide an indication of overall cell viability.
Birthdated RGCs were analyzed as a percentage of the RGCs
present at the time of counting to control for variability in RGC
numbers between wells and to assess the response of specific aged
RGC populations to different experimental conditions compared
to the total unlabeled population. A previous study noted that,
irrespective of birthdate, the proportion of viable βIII-tubulin+
RGCs that expressed multiple, elaborate neurites was greater
when BDNF was present in the culture medium (Moses et al.,
2015). Here we counted the proportion of all RGCs that possessed
three or more βIII-tubulin+ processes, at least one of which
showed branching and extended at least twice the diameter of
the host cell body.

Percentages from each well were averaged across treatment
and age groups, with each culture well considered a biological
replicate. The final number of wells sampled for each group at
24 and 48 h is presented in Table 1. In sum, 125 wells (64 at
24 h and 61 at 48 h) were analyzed and 23% of each well was

sampled; a total of 83,144 RGCs (irrespective of birthdate) was
counted across all treatment and age groups. Of these, 2,006 BrdU
labeled, βIII-tubulin+ E15 RGCs were counted (average of about
63 RGCs counted per well), and 846 double-labeled E18 RGCs
were counted (average of about 9 RGCs counted per well).

TABLE 1 | In vitro study: summary of treatment groups and number of
culture wells analyzed.

Treatment E15 E18

24 h 48 h 24 h 48 h

No BDNF, no Ab block 4 4 8 7

No BDNF, Ab block 4 4 10 10

No BDNF, TrkB-Fc – – 6 6

BDNF, no Ab block 4 4 8 6

BDNF, Ab block 4 4 10 10

BDNF, TrkB-Fc – – 6 6

Total 16 16 48 45
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Inhibiting TrkB Receptor Activation
in vivo
At P1 or P5, pups received a 1 µl injection of either normal goat
serum or the same blocking cocktail used in vitro, containing anti
BDNF and anti NT-4/5 (1:1, each at 500 ng/ml). The injection
was made into the vitreous of the eye or into the superficial SC
using a glass micropipette attached to a 10 µl Hamilton syringe.
Each surgery session involved injecting all the pups from one
litter, with multiple pups assigned to different treatment groups
(for example, some pups received a vehicle injection into the
eye at P1 while others received a blocking antibody injection).
These treatments were repeated in at least one additional litter so
that the treatment groups in the final analysis contained retinas
from different litters and surgery days. No eye injection was
administered to E15 birthdated pups at P5 as previous studies
have shown that RGC axons are present in the SC target at P0
and are dependent on target derived neurotrophins (Bunt et al.,
1983; Moses et al., 2015). Prior to surgery, pups were anesthetized
via hypothermia before transferring to a plasticine mold mounted
on ice to maintain low temperature. For intravitreal injections,
the right eyelid was cut to expose the eye and the injection
administered close to the ora serrata, avoiding the lens. The eye
was cleaned of excess solution and the eyelid left to heal. For
SC injections, the skull was exposed along the sagittal midline.
A flap was made in the skull above the SC (Spalding et al., 2004;
Beros et al., 2018) and injections were targeted to the SGS, the
superficial portion of the SC where the majority of RGC axons
terminate (Langer and Lund, 1974; Lund et al., 1980). Injections
were administered slowly and the pipette remained in the SC for
at least 30 s before removal. After injections, the bone flap was
replaced and skin sutured. Post-surgery, pups were placed on
a warming pad with bedding from the nest until full recovery.
Prior to the return of warmed pups to the dam, wounds were
cleaned of any fluids.

Histological Processing of Retinal
Sections
Twenty-four hours following P1 or P5 injections, pups were
euthanized with an overdose of sodium pentobarbital (Lethabarb,
i.p.), transcardially perfused with 4% paraformaldehyde and their
eyes and brains collected. Injected eyes, and the eyes contralateral
to SC injections, were processed. A dorsal cut was made into the
eyes which were additionally post-fixed for 1 h before storage in
0.1 M PBS with 0.1% sodium azide. Prior to sectioning, the cornea
and lens were removed and the eye cup (including the retina and
sclera) was cryo-protected in 30% sucrose in 0.1 M PBS for 24 h,
after which, the solution was graduated with approximately 50%
OCT for an additional 24 h. Transverse sections of each eye were
cryosectioned at 12 µm from the ventral to dorsal pole and all
sections from the entire eye were mounted on Superfrost Plus
slides (Lomb Scientific) in serial sections collected in 10 series
from the dorsal to ventral retina, taking note to mount each
section in relation to its dorsal orientation. One series from each
eye was used for immunostaining.

Sections were washed in 0.1 M PBS and membranes were
permeabilized in 0.2% Triton-X in 0.1 M PBS for 10 min before

blocking with 10% normal donkey serum, 1% bovine serum
albumin and 0.2% Triton-X in 0.1M PBS for 1 h. After blocking,
sections were incubated in blocking serum containing goat anti
Brn3a antibodies (Sigma, 1:200) overnight at 4◦C. We used
Brn3a as a marker to identify RGCs as the previously used βIII-
tubulin antibody labels processes in addition to the nucleus,
which can obstruct cell quantification in dense postnatal retinal
tissue. Brn3a is a transcription factor localized to the nucleus
and is expressed mostly by contralaterally projecting RGCs, with
previous studies estimating that Brn3a+ cells make up most
(approx. 96%), but not all of SC back labeled cells and is expressed
at our assessed developmental ages (Quina et al., 2005; Nadal-
Nicolás et al., 2009; Voyatzis et al., 2012; Schlamp et al., 2013).
The day after primary antibody incubation, sections were washed
in 0.1 M PBS before incubation with donkey anti goat Alexa
Fluor 488 (1:600) for 2 h at room temperature. Sections were
then washed and underwent the same method of anti-BrdU
immunolabeling as described for cell cultures, however, after
applying donkey anti mouse Alexa Fluor 555, sections were
washed in 0.1 M PBS and counterstained with Hoechst (1:1,000)
in 0.1 M PBS for 5 min. After washing in 0.1 M PBS, sections were
mounted in Fluoromount-G (Southern Biotech).

Imaging and Quantification of Retinal
Sections
To avoid bias associated with over counting in tangential and
peripheral sections, images were taken from sections in which the
retinas were present as complete arches, not as unbroken circles.
Each transverse section contained the entire nasal to temporal
axis and a 40x image was taken at a random nasal, central
and temporal location for each section sampled, in addition
to a low magnification (4x) image of the entire section for
measurement and orientation. Every second retinal section was
sampled, resulting in an average of 8 sampled sections for eyes
injected at P1, and 10 sampled sections for eyes injected at P5.

The experimenter was blinded to the identity of the retinal
sections and from the 40x images, a count was made. Only in
focus RGCs entirely contained within a section were counted,
and only those neurons located in the ganglion cell layer
and not in more outer layers or in the inner nerve fiber
layer. The likelihood of over counting was minimized by not
counting consecutive sections, and by not counting incomplete
or fragmentary Brn3a+ profiles.

To calculate retinal surface area, the sum of the length of
each section at 4x was multiplied by section thickness, sampling
rate and series. The surface area of each image at 40x was
measured for RGC density calculations which was averaged for
each eye. Densities were calculated as Brn3a+ RGCs/mm2 or
BrdU+Brn3a+ RGCs/mm2. In vivo data were expressed as a
density for consistency with published studies investigating RGC
numbers in retinal tissue and for biological relevance. Birthdated
RGCs were additionally displayed as a percentage of total RGCs
to highlight differences in the survival of specific aged RGCs
compared to the total population.

For retinal injections, the eye that received the injection was
analyzed and for SC injections, the eye contralateral to the
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injected SC was analyzed. Injections were conducted on pups
from 11 litters that were birthdated at E15 or E18. Each treatment
group in the final analysis contained retinas obtained from 2
separate litters, for a total of 63 analyzed retinas as detailed in
Table 2.

Statistical Analysis
Statistical analyses were conducted using SPSS statistical software
package (IBM). For in vitro analyses, a 2 × 4 univariate ANOVA
was conducted for time (24 and 48 h) and treatment (BDNF−
Block−, BDNF− Block+, BDNF+ Block−, BDNF+ Block+) for
E15 data. For E18 and data irrespective of RGC birthdate, a
2 × 6 univariate ANOVA was conducted for time (24 and 48
h) and treatment (BDNF− Block−, BDNF− Block+, BDNF−
TrkB-Fc+, BDNF+ Block−, BDNF+ Block+, BDNF+ TrkB-Fc+).
For in vivo analysis, a 2 × 4 univariate ANOVA was conducted
for injection group (P1 retina, P1 SC, P5 retina, P5 SC) and
treatment (vehicle and blocking cocktail) for E15, E18 and data
irrespective of RGC birthdate. Where main or interaction effects
were present, Sidak corrected post hoc testing was conducted
for pairwise comparisons. Significance was determined where
α < 0.05. Where appropriate, analysis was conducted on log
transformed data to conform to statistical assumptions. For the
presented graphs, data are displayed as the mean with error bars
representing the standard error of the mean.

RESULTS

In vitro Experiments
All culture wells contained purified βIII-tubulin+ RGCs with a
distinct subpopulation that was also immunopositive for BrdU.
The proportion of surviving RGCs that was double labeled for
BrdU and βIII-tubulin was much greater in the E15 compared
to E18 injected cohorts (arrows, Figures 1, 2). While there were
many nuclei that contained some amount of BrdU incorporation,
RGCs were only counted as BrdU+ if at least 50% of their nucleus
contained robust staining (Figure 1B) (Moses et al., 2015). Cells
with low amounts of fragmentary BrdU label were excluded from
counts of birthdated RGCs as they may have been daughter cells
that had divided sometime after the final in vivo BrdU injection
(PackardJr., Menzies and Skalko, 1973; Jose and Soriano, 1989).

On average, about 25,000 RGCs were seeded in each of the
8 wells per chamber slide. The proportion of plated RGCs,
irrespective of birthdate, that remained viable in each well ranged

TABLE 2 | In vivo study: summary of treatment groups and number of
retinas analyzed.

Age Injection location E15 E18

Vehicle Block Vehicle Block

P1 Retina 4 6 3 3

SC 4 6 4 8

P5 Retina – – 3 7

SC 3 3 4 5

from 9.60± 1.26% to 13.88± 2.41% at 24 h, and 8.42± 1.18% to
10.41 ± 0.72% at 48 h, post-seeding (Figure 3A). There was thus
a small but consistent reduction in overall RGC survival between
24 and 48 h, a decrease that was evident in all treatment groups
[F(1, 113) = 7.49, p < 0.01)].

When assessing the proportion of surviving RGCs that
displayed multiple, elongated processes 24 h after seeding
(examples shown in Figures 1, 2), addition of recombinant BDNF
by itself significantly increased elaboration when compared to
control wells [F(5, 113) = 4.26, p < 0.01, Sidak p < 0.05].
Importantly, this BDNF induced elaboration was diminished
at 48 h in the presence of the blocking cocktail and TrkB-Fc
fusion protein, indicating that our blocking methods worked as
intended to reduce TrkB downstream signaling.

In vitro, E15 Labeled RGCs
While the percentage of viable E15 RGCs was not significantly
different between all treatment groups at 24 h post-seeding (black
bars, Figure 3B), wells that lacked exogenous BDNF displayed a
significant reduction in E15 RGC survival at 48 h post-seeding
[F(3, 24) = 3.04, p < 0.05; Sidak p < 0.05; # in Figure 3B].
Importantly, addition of BDNF to the culture medium greatly
enhanced E15 RGC viability at 48 h, an effect that reached
significance when this group was compared to cultures lacking
BDNF and containing blocking antibodies (asterisk, Figure 3B).
Overall, the application of blocking antibodies slightly reduced
E15 RGC survival at both 24 and 48 h in the absence of exogenous
BDNF, and also at 48 h when BDNF was present. These results
indicate that exogenous BDNF, presumably signaling via the TrkB
receptor, is required for the sustained viability of cultured E15
RGCs for at least 48 h after plating.

In vitro, E18 Labeled RGCs
As expected (Reese and Colello, 1992; Rapaport et al., 2004;
Moses et al., 2015), the proportion of purified, cultured RGCs
that were born on E18, and thus the absolute number of surviving
BrdU+/βIII-tubulin+ E18 RGCs, was considerably less than that
measured in the E15 cohort. Across all treatment groups, the
proportion of E18 RGCs at 24 h ranged between 1.12 ± 0.46%
and 1.95 ± 0.63% and at 48 h ranged between 0.84 ± 0.26%
and 1.77 ± 0.54% (Figure 3C). Ninety-three wells were prepared
containing RGCs from E18 injected pups—about 2.3 million
seeded cells in total. Based on raw counts obtained from analyzing
23% of each culture well, there was an estimated average of 37
BrdU+ E18 RGCs per well.

Consistent with earlier data (Moses et al., 2015), and unlike
E15 RGCs, sustained E18 RGC viability at 48 h did not
require exogenous BDNF. However, the application of blocking
antibodies and similarly TrkB-Fc reduced E18 RGC survival
approximately 25–40% at 24 and 48 h. These trends are consistent
with at least some blockade of BDNF that is generated by the
RGCs themselves (Moses et al., 2015). However, despite the
large number of cultures generated for this age cohort, the
consistently low number of double-labeled RGCs was associated
with increased variability between biological replicates, and thus
reduced statistical power. As a consequence, for the E18 RGC
cohort, we were unable to demonstrate any significant differences
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FIGURE 2 | Immunolabeling of purified E18 RGC cultures. Representative images of RGC cultures at 20x magnification demonstrating the proportion of birthdated
E18 RGC to non-birthdated RGCs from all treatment conditions, labeled for βIII tubulin (green) and BrdU (red). White arrows indicate BrdU+/BIII tubulin+

double-labeled RGCs. Scale bar = 20 µm.

between treatment groups [F(5, 81) = 0.99, p = 0.43], or over
time [F(1, 81) = 0.13, p = 0.72]. Note that in the E18 group, and
again unlike the E15 group, addition of exogenous BDNF had no
additional beneficial impact on RGC viability at 48 h.

In vivo Experiments
To extend the in vitro findings and further understand temporal
changes in the dependence of RGCs on target derived factors,
we examined in vivo the survival of birthdated RGCs within the
neonatal rat retina with or without application of BDNF and
NT-4/5 blocking antibodies. To do this, the antibody cocktail
or control serum were micro-injected either into an eye or
superficial SC at P1 or P5 and the effect on identified BrdU+ E15
or E18 RGC survival then quantified 24 h later.

In vivo Total RGC Counts (Independent of
RGC Birthdate)
All retinal sections were immunolabeled for Brn3a to
identify RGCs (Brn3a+), E15 or E18 birthdate (Brdu+),
and counterstained with Hoechst; RGC numbers were quantified
within the ganglion cell layer (Figures 4, 5). Note here that,
in accord with earlier studies (McCall et al., 1987), the average

retinal area increased with postnatal age, estimated from our
sections to change from an average of 14.5 ± 0.6 mm2 at P2
to 19.8 ± 1.0 mm2 at P6. As expected, the average overall
density of RGCs irrespective of birthdate after vehicle injections
was significantly reduced with increased age [F(3, 55) = 3.03,
p < 0.05; Sidak < 0.01], from an average of 13,261 ± 562
RGCs/mm2 at P2 to 6,132± 428 RGCs/mm2 at P6. The decrease
in density in the overall number of Brn3a+ RGCs was greater
than might be predicted if it was due only to areal expansion and
also reflects ongoing RGC death with increased postnatal age.
Importantly, injection of blocking antibodies into the SC at P1
significantly decreased RGC density to 10,889± 692 RGCs/mm2,
a reduction of approximately 20% when compared to controls
(Sidak < 0.05). These findings are consistent with earlier studies
(Spalding et al., 2004) and reinforce the reliance of RGCs on
TrkB signaling and related downstream pathways in the early
postnatal period (Moses et al., 2015).

In vivo E15 RGCs
When assessing E15 RGCs in retinal sections, a reduction in
density was observed with increased developmental age [F(2,
20) = 6.02, p < 0.01; Sidak < 0.01; Figure 6A]. Furthermore,
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FIGURE 3 | Percentage of surviving RGCs in different treatment groups assessed 24 and 48 h after plating. (A) The percentage of the total surviving RGCs from the
amount seeded irrespective of birthdate. (B) Percentage of surviving E15 and (C) E18 birthdated RGCs of those present at 24 and 48 h. * Denotes significant Sidak
corrected pairwise comparisons (α < 0.05) between groups and # denotes significant pairwise comparisons between 24 and 48 h within treatment groups.

injection of blocking antibodies into the SC at P1 and P5
significantly reduced E15 RGC densities compared to serum
controls (Sidak, p < 0.01; # in Figure 6A), whereas blocking
antibodies injected into the eye at P1 did not result in altered
densities. Comparing the results following SC vehicle injections
at P1 and P5, averaged E15 RGC densities were significantly
reduced from 2,938 ± 143 RGCs/mm2 to 1,518 ± 288
RGCs/mm2, respectively (˜26% reduction in estimated numbers),
and this was further decreased to 787 ± 18 RGCs/mm2 after
blocking injections (˜50% further reduction; Figure 6A).

The proportion of E15 RGCs quantified as a percentage of
total RGCs in the ganglion cell layer was significantly greater
after P1 retinal injections compared to P1 and P5 SC injections
[F(2, 20) = 5.56, p < 0.05; Sidak, p < 0.05; Figure 6B]. A main
effect of blocking antibody injections [F(1, 20) = 6.03, p < 0.05]
suggests that this treatment reduced the percentage of E15 RGCs
compared to vehicle injections, however, the lack of a significant
interaction effect [F(2, 20) = 1.55, p = 0.24] prevented any further
interpretation of whether this decrease occurred in all groups,

or only with SC injections. In sum, these results demonstrate an
overall reduction in E15 RGC density and numbers during early
postnatal development, and that injections of combined BDNF
and NT-4/5 blocking antibodies into the SC but not into the
retina increases this loss. The data confirm the effectiveness of the
BDNF and NT-4/5 blocking antibodies and show that, in the early
postnatal period, early-born RGCs with axons already in visual
centers depend primarily on target derived trophic support.

In vivo E18 RGCs
Similar to the in vitro analysis comparing different aged RGCs,
the number of E18 RGCs after P1 and P5 injections was
considerably less when compared to E15 RGCs. Unlike E15
RGCs, the density of E18 RGCs did not significantly differ with
age [F(3, 29) = 2.62, p = 0.07], nor after blocking injections
into the eye or SC when compared to controls [F(1, 29) = 3.12,
p = 0.09; Figure 6C]. However, the percentage of E18 RGCs as
a proportion of the total RGC population significantly increased
with age [F(3, 29) = 8.71, p < 0.01; Sidak < 0.01; Figure 6D].

Frontiers in Cell and Developmental Biology | www.frontiersin.org 8 June 2021 | Volume 9 | Article 671087295

https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cell-and-developmental-biology#articles


fcell-09-671087 May 31, 2021 Time: 19:32 # 9

Beros et al. Retinal Ganglion Cells and BDNF

FIGURE 4 | Immunolabeling of E15 RGCs in postnatal rat retinal tissue after P1 or P5 injections of vehicle or blocking antibodies into the retina or SC. Sections were
immunolabeled with the nuclear label Hoechst 33342, the RGC marker Brn3a and birthdate identifying BrdU. Images were captured at 40x magnification and
channels merged to quantify the amount of BrdU+/Brn3a+ double-labeled RGCs (arrows). Each image is obtained from the central area of a retinal section, and this
section was located at the same approximate location within a series of consecutive sections of an entire eye. Scale bar = 20 µm.

FIGURE 5 | Immunolabeling of E18 RGCs in postnatal rat retinal tissue after P1 or P5 injections of vehicle or blocking antibodies into the retina or SC. Sections were
immunolabeled with the same combination of antibodies as Figure 4 and E18 birthdated RGCs were quantified (white arrows). Images were obtained of retinal
sections taken from the same approximate location in the series as Figure 4. Note that fewer E18 RGCs were located here in the central retina than in more
peripheral retina. Scale bar = 20 µm.
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FIGURE 6 | Density and percentage of double labeled (Brdu+/Brna+) E15 and E18 RGCs in retinal sections after injection of serum (vehicle), or BDNF and NT-4/5
blocking antibodies, at P1 or P5. (A) Average density of E15 RGCs and (B) average percentage of all RGCs born on E15. (C) Average density of E18 RGCs and (D)
average percentage of all RGCs born on E18. Tailed significance bars denote significant Sidak corrected pairwise comparisons (α < 0.05) of the interaction effect
(denoted by *) and bars lacking tails indicate significance of the injection group main effect. #Denotes significant Sidak corrected pairwise comparisons between
vehicle and block within injection groups.

Combining retinal and SC vehicle injection data (Figure 6C),
the density of E18 RGCs averaged 520 ± 84 RGCs/mm2 at P2
and 361 ± 56 RGCs/mm2at P6. This equated to approximately
18% and 24% of the averaged (combined retina and SC vehicle
data) E15 density at P2 and P6, suggesting that the increase in the
percentage of E18 RGCs is reflective of the more extensive loss of
a large number of earlier born RGCs.

DISCUSSION

The aim of the study was to investigate neurotrophin dependency
in RGC cohorts at different developmental ages and relate this
to the timing of innervation of central visual targets in the rat
midbrain. RGCs were pre-labeled with BrdU at two different
embryonic ages, and using in vitro and in vivo methods, we tested
the impact of two different approaches previously demonstrated
to reduce neurotrophin activation of TrkB receptors. There was
a significant reduction in the number of P1 purified E15 RGCs
when cultured in the absence of exogenous BDNF, but addition
of recombinant BDNF to the cultures maintained E15 RGC
viability for at least 48 h (see also Moses et al., 2015). In contrast,
E18 RGC numbers remained stable over 48 h in culture even

when exogenous BDNF was absent; however, in this condition,
there was a trend for reduced viability when BDNF and NT-
4/5 antibodies or TrkB-Fc were added to the media, presumably
by reducing at least some TrkB activity. In vivo, depleting TrkB
neurotrophins in the SC, but not in the retina, at both P1 and
P5 reduced the percentage and density of E15 RGCs; however,
injections of the same blocking antibodies in either location at
either P1 or P5 did not measurably affect E18 RGC densities.

Combined Cultures and in vivo
Counts—Irrespective of Birthdate
A general trend in the in vitro studies was that the various
treatments did not affect overall RGC survival, independent of
birthdate; at 48 h all groups demonstrated a similar proportion
of surviving RGCs relative to initial seeding numbers. In the case
of BDNF, these data differ from previous studies using purified
RGCs in which addition of this neurotrophin increased overall
RGC viability (Johnson et al., 1986; Meyer-Franke et al., 1995;
Moses et al., 2015). Nonetheless, exogenous BDNF application
clearly improved the survival of E15 RGCs and facilitated
the elaboration of complex processes, similar to that reported
previously (Johnson et al., 1986; Bosco and Linden, 1999;
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Marler et al., 2014; Moses et al., 2015), establishing the efficacy
of our BDNF treatment. The observed differences in overall
RGC survival may be due to differing seeding densities between
studies, which may affect the availability of exogenous BDNF, or
subtle differences in the age of RGCs at the time of plating.

Surprisingly, unlike previous studies in our lab which have
shown that depletion of TrkB ligands in vivo induces RGC death
(Spalding et al., 2004), we did not witness a reduction in overall
RGC survival in vitro with BDNF and NT-4/5 antibodies. While
at first glance this may indicate that our blocking methods may
not have been adequate, these same blocking antibodies reduced
BDNF-induced neurite elaboration in vitro, and reduced the
number and density of E15 RGCs both in culture and when
injected into the SC (Figures 3B, 6A). These findings suggest that
the blocking antibodies were effective in reducing the action of
TrkB, as has also been found in previously published experiments:
similar BDNF and NT4-5 antibodies have been used in many
in vitro and in vivo studies to deplete neurotrophin availability,
and have been verified to reduce downstream signaling of
TrkB in primary neuronal cultures (Lepack et al., 2016), reduce
neurotrophin reactivity (Zhou and Rush, 1996), reduce TrkB
phosphorylation in the rat visual cortex (Jiang et al., 2003), reduce
RGC terminal arbor complexity in vivo (Cohen-Cory, 1999),
and prevent other BDNF induced functional changes such as
physiology and behavior (Balkowiec and Katz, 2000; Graham
et al., 2007; Peters et al., 2010; Rosas-Vidal et al., 2014; Lepack
et al., 2015).

A possible reason for the lack of effect of neurotrophin
depletion on total RGC survival in vitro may be that the
concentration of blocking antibodies, or the TrkB-Fc chimera,
was not high enough (in molar excess) to inhibit all local
neurotrophin activity, especially when combined with exogenous
BDNF for a 48 h period. In addition, it is possible that at least
some RGC viability was supported by other factors, including
other neurotrophins (Argaw et al., 2008; Braunger et al., 2013).
For example, neurotrophin-3 (NT-3) is produced by RGCs and
can act on the TrkB receptor, albeit at lower efficacy (Barbacid,
1994; Huang et al., 1999; Agarwal et al., 2007). Although NT-
3 does not appear to have a major impact on the survival of
immature RGCs (Cui and Harvey, 1995) or neurite outgrowth
(Atkinson et al., 1999; Bosco and Linden, 1999), NT-3 mRNA has
been shown to be upregulated following RGC injury in chicks,
perhaps relevant to this this study given that the majority of
purified RGCs were axotomized and dissociated from their usual
tissue support (De la Rosa et al., 1994).

In vivo, a decrease in overall RGC density was seen with
blocking antibody injections into the SC at P1 but not at P5.
Previous studies have demonstrated that peak RGC death occurs
around P1–P4 when early-born RGCs (E13–E16) have axons in
the SC target (Potts et al., 1982; Dreher et al., 1983). Addition
of blocking neurotrophins in this central target location may
therefore exacerbate the magnitude of death by further reducing
the availability of neurotrophins at a time when competition
between a large population of ingrowing RGC axons is greatest.

Overall, there was an approximate 50% decrease in Brn3a+
RGC density seen in vivo between P2 and P6, consistent with
previous studies showing extensive RGC death during this period

(Jeffery and Perry, 1981; Dreher et al., 1983; Sefton and Lam,
1984; Young, 1984; O’Leary et al., 1986; Beros et al., 2018) and
developmental loss of Brn3a+ labeled RGCs in retinal sections
(Voyatzis et al., 2012). However, this observed decrease in RGC
density may also have been influenced to a lesser degree by
postnatal expansion of the retina during this same period. Our
estimates of retinal surface area are lower than those previously
reported (McCall et al., 1987), perhaps due to shrinkage during
fixation, the use of HCl during BrdU immunohistochemistry,
and estimation errors when obtaining surface areas from retinal
sections (that do not include the most peripheral parts of retina).
The surface area of the assessed retinas was approximately 27%
larger in the P5 injection groups compared to P1. If retinal growth
was the only factor causing the density changes at these ages and
not cell death, we would expect a reduction in density mirroring
the difference in size from P2 to P6 (a 27% reduction). However,
our obtained densities at P6 are consistently lower than this
value, indicative of the additional, cumulative impact of naturally
occurring RGC death.

Neurotrophin Depletion and Survival of
E15 and E18 RGC Cohorts
Similar to previous studies, we observed not only a greater
amount of RGCs born at E15 than at E18 (Reese and Colello,
1992; Rapaport et al., 2004), but that far more early-born RGCs
are lost in the first few days following birth. In addition, we
show that RGCs born early (E15) or late (E18) displayed clear
age-specific responses to neurotrophins and their depletion.
Our findings confirm previous results showing that, in neonatal
cultures, E15 RGCs require exogenous BDNF for prolonged
survival (Moses et al., 2015), and add the novel in vivo finding
that selective neurotrophin depletion, specifically in the SC,
significantly increases the loss of identified E15 RGCs. Increased
RGC pyknotic profiles 24 h but not 48 h after injection of blocking
antibodies into the SC at P4 has been reported previously
(Spalding et al., 2004) but in that earlier study the birthdate of the
RGCs was not characterized. These neurotrophins are normally
produced by cells within the neonatal SC (Frost et al., 2001;
Marotte et al., 2004) and our new data are consistent with the
increased RGC death that is seen after injection of kainic acid into
the SC, a method of ablation that kills target neurons but does
not damage RGC axons (Carpenter et al., 1986; Spalding et al.,
2004). Most importantly, and consistent with the target switching
hypothesis (Moses et al., 2015), injection of blocking antibodies
into the eye at P1 or P5 did not elicit a significant reduction in the
density of surviving E15 RGCs compared to vehicle injections.

In contrast to the E15 RGC in vitro data, the viability of
cultured E18 RGCs isolated at P1 was not dependent on the
presence of exogenous BDNF. Unlike E15 RGCs, which have
axons present in the SC before birth and are dependent upon
target secreted neurotrophins from at least P0 onward, E18 RGCs
are clearly viable, yet do not have axons in the SC at that early
age Dallimore et al., 2002). E18 RGCs isolated from retinal tissue
just after birth express high levels of mRNA encoding BDNF as
well as signaling proteins downstream of TrkB involved in cell
survival (Moses et al., 2015), suggesting that these cells produce
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their own source of BDNF and pro-survival factors that can also
support nearby RGCs via paracrine mechanisms (De Araujo and
Linden, 1993; Perez and Caminos, 1995; Cellerino and Kohler,
1997; Moses et al., 2015). Consistent with this, in the rat, E18/19
RGCs in vivo do not begin to die until P5/6, shortly after the
arrival of their axons in the SC (Dallimore et al., 2010), and at the
time endogenous RGC expression of BDNF mRNA is reported to
be reduced (Moses et al., 2015).

E18 RGCs responded differently to blocking neurotrophins
both in vitro and in vivo. In the absence of exogenous BDNF
in vitro, blocking antibodies applied to culture wells resulted in an
approximate 25–40% reduction in E18 RGCs at 24 and 48 h, and a
similar trend of decreased viability was also seen after application
of the BDNF scavenger TrkB-Fc. The timing of this reduction is
consistent with autocrine and paracrine expression of BDNF in
these late-born neurons (Moses et al., 2015). However, despite
quantitative analysis of nearly 100 culture wells, this reduction
was not found to be significant, likely due to the low E18 cell
counts and associated variance between biological replicates. An
additional source of variation is the timing of mating and birth
of pups. Dams were mated overnight but the exact timing of
fertilization is unknown and litters could be born over a period
of several hours during the day designated as P0. Both of these
factors would increase variation in the small numbers of E18
RGCs more than in the much larger population of RGCs born on
E15. In vivo, depletion of neurotrophins in the retina or SC also
did not significantly reduce E18 RGC densities when injected at
either P1 or P5. Again, E18 RGC counts were low and variance
high. Note that a previous study did report that intravitreal
injection of BDNF and NT-4/5 blocking antibodies temporarily
increased neonatal RGC pyknosis, but these RGCs were not
birthdated (Spalding et al., 2004). There was a significant increase
in the percentage of E18 RGCs quantified at P6 compared to
P2, likely a consequence of the death of a great many earlier
born RGCs resulting in a proportionally greater representation
of late-born RGCs.

Our data show that the response of RGCs to BDNF is age
specific and suggest that there are differences in the factors
that influence death in the early versus late-born cohorts.
Although not directly assessed in our study, competition for
target-derived trophic support by developing neurons is an
established phenomenon (Purves, 1988; Oppenheim, 1991) and
E15 RGCs presumably compete for factors such as BDNF during
innervation of central targets (Moses et al., 2015), although such
death does not appear to be linked to initial topographic mapping
errors (Voyatzis et al., 2012; Beros et al., 2018). On the other hand,
the smaller number of late-born RGCs may behave differently: in
mice such neurons are known to be more accurate in their target
selection (Osterhout et al., 2014), their axons reach a more mature
SC much later (Dallimore et al., 2002), and they may be less
dependent on competition to drive target selection. Later-born
RGCs with a more protracted axon growth phase (Dallimore
et al., 2010) may also have more opportunity to encounter a
wide range of factors reported to positively impact RGC viability
(Rehen et al., 2002; Argaw et al., 2008; Ma and Taylor, 2010;
Corredor et al., 2012; Moses et al., 2015). Interestingly then, while
the survival of injured adult RGCs can generally be enhanced

by intraocular injection of recombinant BDNF, or after injection
of vectors encoding the BDNF gene (Harvey et al., 2012), birth-
dated E18/19 RGCs are more likely than E15 RGCs to survive for
a prolonged period in rats with a peripheral nerve grafted onto
the transected optic nerve (Dallimore et al., 2010).

In addition, there may be differences in the sensitivity of late-
born RGC cohorts toward target derived neurotrophic factors
during development. Axotomy/target ablation within the first
postnatal week results in rapid RGC death that peaks at 24 h and
is mostly resolved by 48 h (Harvey and Robertson, 1992; Spalding
et al., 2004). Beginning from P7, this sensitivity is noticeably
reduced in the rat, as kainic acid injections into the SC results
in the death of fewer RGCs when compared to injections at P3–
4 (Carpenter et al., 1986), even though BDNF levels (measured
in hamster SC) remain higher than adult levels until about P14
(Frost et al., 2001). In the adult, axotomy induced RGC death is
slower, peaking at 7 days post-lesion and continuing for several
weeks (Villegas-Pérez et al., 1993; Berkelaar et al., 1994; Isenmann
et al., 1997; Klöcker et al., 1998). Although the effects of SC
injections of BDNF have not been analyzed in relation to E15
and E18 RGCs, these different aged cohorts do have increased
sensitivity to the removal of target derived neurotrophic factors
(via SC ablation), especially during the period when their axons
are growing into and innervating the SC (Dallimore et al., 2010).
Compared to E15 RGCs where death was observed in our in vivo
study at 24 h post blocking injection, E18 RGCs may undergo a
more prolonged period of death and the cumulative effects may
not be observable until after this period. In addition, E18 RGC
axons are known to arrive in the SC at about P5, but a case
may be made that not all E18 RGCs have their axons present in
the SC at this age, because previous studies assessing E18 RGC
target innervation and gene expression have not investigated
times later than P6 (Dallimore et al., 2002, 2010; Moses et al.,
2015). Of relevance is the finding that from P1 to P5, E18 RGC
gene expression patterns become increasingly similar to, but not
the same as their E15 counterparts at P1 (whose axons have been
present in the SC for a longer period of time at testing) (Moses
et al., 2015). Thus, P5-P6 may reflect a transitionary time, as this
cohort may contain a mix of RGCs that have or have not yet
reached the SC and the switch to target derived neurotrophic
dependence may occur over a prolonged period as axons arrive
de novo.

Consideration must also be made to the many subtypes
that make up the RGC population, given that they can be
generated at different developmental days (Reese and Colello,
1992; Osterhout et al., 2014). Our lab has shown that RGC
birthdate influences the post-injury survival and regenerative
ability of adult rat RGCs after optic nerve injury (Dallimore
et al., 2010), and recent evidence in the mouse has reported that
such responses may vary by RGC subtype (Tran et al., 2019).
Tran et al. (2019) performed RNA sequencing on RGCs after an
optic nerve crush and observed differential resilience between 46
identified RGC subtypes, accompanied with differences in gene
expression. If RGC subtypes respond differently in their response
to physical injury, then this might translate to differences in
their response to the manipulations in our study. If the more
resilient cells were part of the later E18 cohort for example, then
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this might help in understanding why blocking TrkB activity
did not elicit a measurable effect on survival, both in vitro and
in vivo. Although while we acknowledge that the aged cohorts
in our study may consist of different RGC subtypes, Moses
et al. (2015) demonstrated that, irrespective of subtype, gene
expression patterns of E18 RGCs differed between P1 and P5,
and by P5 become increasingly similar to the expression of target
dependent E15 RGCs assessed at P1. As the main difference
exhibited by the E18 cohort over time is increased maturation
and axonal growth, this suggests that the age of RGCs and
the timing of target innervation is a consistent predictor of
their dependence on BDNF during development. Note here that
differential sensitivity to trophic support may also be related
to the observation that E15 RGCs possess axons that innervate
central targets within perhaps 3 days after cell birth, whereas
axons from late-born (E19) RGCs require 8–9 days to reach their
now more mature and complex targets. Thus these later-born
neurons must survive independent of central trophic support for
a more protracted period (Dallimore et al., 2002, 2010).

CONCLUSION

Our study supports previous literature demonstrating that in
rats, far fewer RGCs are born at E18 compared to E15, and
that more early-born RGCs are eliminated in the first few days
following birth. We also present new data demonstrating age-
related responses of RGCs to the presence of neurotrophic factors
during the early postnatal period, effects that are evident both
in vitro and in vivo. Cultured E15 RGCs require exogenous BDNF
for sustained viability, and in vivo these early-born RGCs with
axons already in the SC at birth specifically require target derived
BDNF and the action of its TrkB receptor for their continued
survival and maturation. In contrast, late-born RGCs do not
require exogenous BDNF for their survival for 48 h in vitro,
and there was no measurable effect resulting from depletion of
BDNF (and NT-4/5) in either the eye or SC during the first
postnatal week. Together, these results suggest that neuronal
birthdate and post-mitotic age, the timing of target innervation,
and neurotrophin dependence are integrated into a complex
process of retinotectal innervation and map formation. The data
also suggest that the mechanisms associated with RGC death may
differ depending on birthdate: later-born RGCs that grow for
a more prolonged period in a more differentiated environment

before they reach central targets may be influenced by a broader
range of supportive factors that aid their survival and maturation
(Rehen et al., 2002; Argaw et al., 2008; Ma and Taylor, 2010;
Corredor et al., 2012; Moses et al., 2015).
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Background: One of the main challenges for clinicians is to ensure that alcohol

withdrawal treatment is the most effective possible after discharge. To address this issue,

we designed a pilot study to investigate the efficacy of the rehabilitation treatment on

the main stages of information processing, using an electroencephalographic method.

This topic is of main importance as relapse rates after alcohol withdrawal treatment

remain very high, indicating that established treatment methods are not fully effective

in all patients in the long run.

Method: We examined in alcohol-dependent patients (ADP) the effects of the

benzodiazepine-based standard detoxification program on event-related potential

components at incoming (D0) and completion (D15) of the treatment, using

tasks of increasing difficulty (with and without workload) during an auditory

oddball target paradigm. Untreated non-alcohol-dependent-volunteers were used as

matching controls.

Results: At D0, ADP displayed significantly lower amplitude for all ERP components

in both tasks, as compared to controls. At D15, this difference disappeared for the

amplitude of the N1 component during the workload-free task, as well as the amplitude

of the P3b for both tasks. Meanwhile, the amplitude of the N2 remained lower in both

tasks for ADP. At D0, latencies of N2 and P3b in both task conditions were longer in

ADP, as compared to controls, whilst the latency of N1 was unchanged. At D15, the

N2 latency remained longer for the workload condition only, whereas the P3b latency

remained longer for the workload-free task only.
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Conclusion: The present pilot results provide evidence for a persistence of impaired

parameters of ERP components, especially the N2 component. This suggests that neural

networks related to attention processing remain dysfunctional. Longitudinal long-term

follow-up of these patients is mandatory for further assessment of a link between ERP

alterations and a later risk of relapse.

Keywords: alcohol addiction, event-related potentials, benzodiazepine withdrawal treatment, P3b component, N1

component, N2 component

INTRODUCTION

Alcohol addiction has been associated with a wide range of

temporary cerebral and cognitive deficits related to acute or
permanent alcohol intoxication. These neuronal dysfunctions

have gained considerable importance as critical features ofmental

illness (1, 2). In a recent study, cognitive control deficits were
discussed as dependent biomarkers (3). Therefore, it is now

believed that neurocognitive deficits may provide valid indexes

to measure the clinical evolution of the disease (4). Moreover,
a systematic assessment of the functioning of the neural bases

supporting the main cognitive functions appears essential whilst
monitoring detoxification, as well as on completion of the
treatment. In this context, complete recovery of cognitive
functions following an alcohol withdrawal treatment could be a
positive prognostic factor for long-term abstinence.

The management of treatment of alcohol-dependent patients
(ADP) with alcohol withdrawal syndrome is heterogeneous,
with various drugs or drug combinations being used as
pharmacotherapies (5). Benzodiazepines (BZ) are considered to
be a gold standard in alcohol withdrawal with an ability to
reduce the risk of epileptic seizures and delirium tremens as
potential complication during an alcohol withdrawal (6, 7). From
a pharmacological point of view, chronic alcohol consumption
modifies the structure of γ-aminobutyric acid type A (GABAA)
receptors (8). This leads to a decrease in inhibitory GABAergic
neurotransmission, resulting in an imbalance between excitation
and inhibition (9). Benzodiazepines bind to GABAA receptors
and increase the number of these receptors, which restores the
neuronal efficiency, as well as the functionality of cortical neural
networks that underlie cognitive processes (10, 11). The BZ
selected as withdrawal treatment in our study was Oxazepam R©,
which is a short-to-intermediate-acting BZ, with an elimination
half-life of 3–21 h and a metabolization via glucuronidation
outside the liver. Therefore, administration of this drug may
be safer with patients suffering from hepatic problems, such as
ADP (12).

Cognitive functioning in ADP is usually investigated using
questionnaires, behavioral tasks, or a combination of these
methods. They allow to clarify the type and intensity of the
cognitive deficit, and to establish a pattern of alcohol-related
cognitive damage. However, they provide no information on
the mechanisms of cerebral deficiencies during specific cognitive
tasks. In contrast, functional magnetic resonance imaging (fMRI)
methods have an excellent spatial resolution, which offers the
opportunity to visualize brain activity and to identify the

neural circuits involved in a cognitive task. However, although
fMRI is particularly suitable for studying the impact of drugs
on the dynamics of neural networks, its temporal resolution
is not sufficient to explore brain activation patterns during
sensory and cognitive processes occurring in short time ranges
(hundreds of milliseconds). This is the main reason why we
chose event-related potentials (ERPs), as they can explore the
functional activation of neocortical circuits with a high temporal
resolution, and thus represent a more sensitive method in this
context. ERPs represent a series of EEG events that reflect
the progressive activation of neural subpopulations in the
course of cognitive processing. In the 0–150ms after stimulus
onset, ERPs are related to the physical characteristics of the
stimuli (i.e., exogenous ERPs) and reflect the sensory treatment,
whereas the later ERPs are task-dependent (i.e., endogenous
ERPs). Typically, the auditory oddball task that consists of
detecting infrequent (i.e., target) amongst frequent stimuli (i.e.,
standards) allows observing both exogenous and endogenous
ERPs. Interestingly, significant changes on main endogenous
ERPs were observed whilst combining an oddball procedure
with tasks of incrementally-varying difficulty, revealing that this
protocol is well-adapted to investigate sensory, attention and
memory/decision processes (13).

Previous EEG contributions have reported that ERP
components spanning various stages of the information-
processing stream can be altered by alcohol consumption (14).
The component most widely used in alcoholism research is the
P3b component (14), which is located in the centro-parietal
region within 300–500ms after stimulus onset, and is elicited in
a wide range of paradigms involving detection of behaviorally-
relevant targets (15, 16). It reflects processes related to working
memory and contextual updating (17, 18). Latency increase
and amplitude reduction of the P3b are consistently reported in
patients with chronic alcohol abuse (18, 19).

The P3b component is preceded by the perceptive-auditory
N1 and the endogenous N2 components (20, 21). The N2 is
evoked by an odd physically deviant auditory stimulus that
occurs in a series of frequent standard stimuli, therefore it is
related to the activation of neural networks involved in the
allocation of attention to novel stimulus. For its part, the N1
is associated with attention-catching properties and represents
the phase of sensory gating (22). A reduction of the amplitude
of these two components has been described in active alcoholic
use (23).

The aim of the present study was to detect differences
in ERPs between ADP and controls at inclusion, as well as
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a significant improvement after BZ treatment. Therefore,
we carried out an EEG activation pilot study associated
with endogenous and exogenous ERPs analysis during
tasks requiring upgrading of cognitive resources in ADP
at incoming (first recording, D0) and outgoing (second
recording, D15) of the standard pharmacological alcohol
withdrawal treatment program, as compared to healthy
non-alcohol-dependent volunteers (controls). We focused
on the analysis of specific ERP components (N1, N2, and
P3b) known to be relevant in the context of the alcohol
withdrawal treatment.

MATERIALS AND METHODS

Participants
Eighteen alcohol-dependent inpatients who wanted to stop
abusing alcohol were included in the study (4 women, 14 men;
mean age: 44.9 (± 10.5 SD) years; age range: 29–59) (see Table 1).
Inpatients were diagnosed with alcohol dependence according to
Diagnostic and Statistical Manual of Mental Disorders (DSM)-
IV criteria (24). They were recruited in the specialized program
for adult detoxification of the Mental Health Network Fribourg
(RFSM), Fribourg/Freiburg, Switzerland.

At inclusion, all subjects were diagnosed based on a
clinical evaluation made independently by two trained
psychiatrists. Additionally, we performed the following
standardized questionnaires covering alcohol consumption,
depression, anxiety, and impulsiveness: the Beverage Rating
Scale (25), the Drinking History Questionnaire (26), the Alcohol
consumption assessment self-measure (27), the Alcohol use
disorder identification test AUDIT (28), the Approach and
Avoidance of Alcohol Questionnaire [AAAQ, (29)], and Beck
Depression Inventory scale [(BDI-II, (30)]. Subjects were also
evaluated with a clinical and socio-demographical examination,
the Barrat Impulsiveness Scale-11 (BIS-11), and State-Trait
Anxiety Inventory for adults form Y [STAI form Y, (31)].
Inpatient treatment included 2–3 consultations per week
(medical and nurse staff) with elements of psychoeducation and
psychotherapy, 1 session of specialized group therapy (either
music therapy, ergotherapy, art therapy or movement therapy).
As expected in the alcohol-dependent population, 16 out of
18 patients had psychiatric comorbidities; 5 out of 18 patients
suffered from a comorbid addictive disorder. Consequently,
patients received psychotropic medications for their comorbid
psychiatric disorders (see Table 2).

We also included 18 healthy non-alcoholic volunteers acting
as controls matched in age and education level (6 women,
12 men; mean age: 44.8 (± 9.3 SD) years; age range: 33–61)
(see Table 1), without any history of sustained head injury or
other neurological or psychiatric disorders. Psychiatric disorders
were excluded using the Mini-International Neuropsychiatric
Interview (MINI) (32) conducted by a trained psychiatrist.
Moreover, none exhibited alcohol or drug abuse. Those with
regular use of psychotropic drugs, stimulants or β-blockers were
not included.

The protocol was conducted using a within-subject design
so that all participants were recorded twice: (1) Day 0 = D0:

ingoing for ADP, and first recording for controls; (2) Day 15 =

D15: outgoing of the withdrawal treatment 14.1 ± 2.0 days after
ingoing for ADP, and second recording after 14.5 days ± 1.9 for
controls (mean± SD).

The initial mean standard dose of benzodiazepines
(Oxazepam R©) was 89.17 ± 67.18 mg/day (range 60–240
mg/d, depending on the degree of withdrawal symptoms) with
a progressive reduction from the 4th day onwards. Twelve ADP
still received Oxazepam R© at D15 with a mean dose of 18.41 ±

19.37 mg/day, corresponding to a reduction of 72.47 ± 36.33%
(see Table 2 for additional information).

All participants were tested at D15 with the extensive
neuropsychological CogState Battery (see Table 3 for details).
All participants had normal or corrected-to-normal visual
acuity and none of them suffered from a severe physical
impairment. All were right-handed. The study was approved
by the Ethics Committee of the University of Fribourg,
Switzerland, and the study protocol was in line with the Helsinki
Declaration. All subjects provided written informed consent
at inclusion.

Experimental Design
The subjects were seated in a comfortable chair in a sound- and
light-attenuated room while listening to the stimuli presented
through loud speakers. Stimuli were binaurally presented to each
ear. They consisted of pure sine-wave tones including standard,
or “frequent” (80%), low-pitch tones (1000Hz), and deviant
targets, or “infrequent targets” (20%), high pitch tones (2000Hz).
Frequent and infrequent target tones were presented in a random
order. Infrequent tones were all isolated. Sound intensity was
adjusted for each subject at the beginning of the experiment, in
order to obtain the same subjective loudness at both ears. In
practice, these values ranged between 80 and 90 dB SPL. Each
tone lasted 100ms with a 10ms rise and fall time. Inter-stimulus
intervals randomly varied between 800 and 1200ms. Subjects
were instructed to remain quiet and to only move their right
index finger in accordance with the nature of the task in order
to minimize muscle artifacts.

Two different tasks were tested in the following order: (1) for
the simple detection task used as the control task, participants
were instructed to respond as quickly as possible by pressing a
button with their right index finger as soon as they detected an
infrequent target; (2) for the counting backward task, participants
not only had to press the button, but were also asked to
subtract 1 day to the precedent starting from the date of the
experiment (i.e., counting in reverse) for each infrequent target
detected. For non-target frequent trials no response was required,
neither motor, nor counting. Thus, mental workload increased
from a workload-free task to a counting backward (i.e., highly
demanding workload) task.

Each task was tested in a unique session composed of 200
sequential stimuli. Subjects were informed about the nature
of the forthcoming task before each sequence. For both
conditions, subjects were asked to keep their eyes closed and to
avoid blinking and eye movements. The total duration of the
experiment was∼30min. Reaction times (RTs) and performance
were systematically recorded, but no feedback on performance
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TABLE 1 | Demographic and clinical characteristics at D0 of controls (n = 18) and alcohol-dependent patients (ADP) (n = 18).

Demographic Clinical

Controls ADP t p-value

Mean (SD Mean (SD)

Age (years) 44.8 (9.3) 44.9 (10.5) 0.64 0.32

Sex (male: female ratio) 12:6 14:4 0.05 0.96

Laterality (right: left ratio) 18:0 18:0 –

AAAQ (approach) 33.4 (11.5)

AAAQ (avoidance) 49.4 (11.5)

Alcohol use 8.5 (3.9)

AUDIT 27.6 (6.6)

BDI 18.6 (11.9)

BIS (attentional) 18.3 (4.9)

BIS (motor) 23.9 (4.0)

BIS (non-planning) 26.7 (4.3)

STAI (state) 46.2 (17.1)

STAI (trait) 49.1 (13.4)

AAAQ, approaches and avoidance of alcohol questionnaire; Alcohol use, the alcohol consumption timeline follow-back method; AUDIT; the alcohol use disorders identification Test;

BDI, beck depression inventory; BIS, barratt Impulsivity Scale; STAI, the state-trait anxiety inventory.

Scores without unit.

Data are presented as mean (SD).

was provided. Electrophysiological and neuropsychological
assessments were performed in the morning.

Electrophysiological Recordings
In order to identify easily applicable EEG markers in routine
clinical settings, continuous EEG (Advanced Neuro Technology
Company-ANT, The Netherlands) was recorded using 21
surface electrodes placed over the scalp according to the
10–20 international electrode placement system (33). Linked
mastoid right and left electrodes were used as a reference to
respect equidistance between electrodes in order to achieve
a central equipotency of the upper half sphere for later
source reconstruction of ERPs. Skin impedance was kept below
5 kΩ . Physiological signals were sampled at 256Hz, the
lower cut-off was 0.03Hz and the upper cut-off was 100Hz
(DC amplifiers, ANT). Right, left, supra-, and infraorbital
electrodes monitored horizontal and vertical electro-oculograms.
Simultaneously to stimuli onsets (frequent or infrequent targets),
TTL-pulses (Transistor-Transistor Logic) were sent to the EEG-
recording system. These TTL-pulses were used off-line to
segment the continuous EEG-data into epochs, synchronized
with stimulus onset.

Data Processing
Data were analyzed with the Advanced Source Analysis software
(Advanced Source Analysis [ASA] 4.0 software, ANT, The
Netherlands). After artifact removal and off-line correction of
ocular artifacts (voltage step > 70 µV/ms or peak to peak
deflection within 200-ms intervals > 200 µV/ms), data from
trials with correct answers were averaged according to task
conditions (control or backward counting) and stimuli tones
(frequent or infrequent target). EEG data were averaged over a

window of 700ms with a 200ms pre-stimulus onset and band-
pass filtered between 0.1Hz (24 dB/octave) and 30Hz. Responses
were finally averaged with a 200-ms baseline epoch prior to
stimulus onset.

ERPs

ERPs corresponding to correct answers in infrequent target tones
were thereafter analyzed for each condition and group. The ERP
components of interest were the exogenous N1 component and
the endogenous N2, and P3b components. These components
were identified in the grand-average waveform.

The component analyses were restricted to a cluster of
central electrode locations (C3, Cz, and C4 electrodes combined)
(implemented in [ASA] 4.0 software, ANT) as each component
is known to have a maximum distribution, notably at
central. Therefore, this site was selected and averaged for the
amplitude measurements.

For both conditions and each group, we measured the latency
of the components of interest from the stimulus onset to the time
of the peak maximum, and its amplitude was measured at this
peak maximum.

Statistical Analysis
Demographic and clinical characteristics, as well as differences
in cognitive performances (Cogstate tasks), between the patients
and controls were assessed using independent sample t-tests with
unequal variances.

To normalize the variance of the EEG data (i.e., magnitude of
ERPs), a square power transformation was used. The normality
of ERP data distribution was verified with the Shapiro-Francia
test. After transformation, all of these variables were normally
distributed. Infrequent tones, group (controls and patients), task
condition (control and counting backward), session recording
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TABLE 2 | Psychiatric clinical use characteristics of alcohol dependent patients (ADP).

ADP (n) Mean (SD) Range

Psychiatric and addiction comorbidities

Mild to moderate depressive episode (ICD 10 F32 & 33) 9

Bipolar depression (ICD 10 F 31) 2

Personality disorder (ICD 10 60.3 & 61) 3

Cannabis abuse (ICD 10 F 12.1) 1

Cannabis addiction (ICD 10 F 12.2) 2

Cocaine addiction (ICD 10 F 14.2) 1

Combined psychiatric and addiction comorbidity 2

Doses of Oxazepam in mg/day

D0 (mg/day) 89.17 (67.2) 60–240

D15 (mg/day) 16.87 (19.2) 0–45

Dose reduction in % D15-D0 80.52 (18.8) 50–100

Duration of alcohol consumption before treatment

Duration of addictive alcohol consumption

< 3 years 2

> 3 years 16

Drinking pattern before treatment

Daily 17

Episodic drinking on weekends 1

Quantity of alcohol consumption before treatment

Daily alcohol consumption in SDU 20.6 (13.6) 10–55

Standard drinking unit (SDU). 1 standard drinking unit corresponds to 10-12 g of pure alcohol (in Switzerland).

(D0 and D15), age, medication (benzodiazepine equivalent
units), and a group × task interaction were included as
independent variables in a repeated measure linear regression
model to analyze their respective influence on each of the
dependent variables (EEG measures). Statistical analyses were
restricted to latency and amplitude of the N1, N2, and P3b
components for the individual average waveforms. We also
adjusted all models for gender.

All statistical analyses were pre-planned in the protocol. We
performed statistical analyses using the Stata software package,
version 16.1. The statistical threshold for α was set at p < 0.05.

RESULTS

Demographic and Clinical Results
Demographic characteristics at inclusion did not differ between
ADP and controls (Table 1). During neuropsychological testing
at D15, some deficits in verbal learning andmemory were present
in ADP, as compared to controls (Table 3).

Electrophysiological Results
Event-Related Potentials (ERPs)

Analysis of averaged ERPs revealed the presence of the
three components previously described in the literature in
both detection (workload-free) and counting backward (with
workload) tasks.

Figure 1 describes these waveforms at central electrode
locations (C3, Cz, and C4 electrodes combined) for all subjects
and conditions: the first component N1 consists of an early

negative wave with a peak latency around 100ms after stimulus
onset; the second component N2 consists of an early negative
wave with a peak latency around 230–280ms; the third
component P3b is a positive component with a peak latency
around 320–440ms.

Table 4 describes all comparison statistics for main related
effects and interactions. Figure 2 shows the mean amplitude and
latency of each ERP component of interest for all subjects and
conditions, as well as post-hoc statistics.

The auditory sensorial N1 component was observed at D0
and D15 for both conditions and both groups. Its amplitude was
significantly reduced in ADP compared to controls (z = 3.11, p
= 0.002). No other main effects or interactions between factors
were observed. Post-hoc analysis showed that the N1 amplitude
was renormalized by BZ in the workload-free task.

The N1 latency was free from main related effects. However,
there were significant interactions between session recording
and tasks (z = 2.08, p = 0.038) and between groups, session
recordings and tasks (z =−2.43, p= 0.015).

The amplitude of the N2 component was significantly
modulated according to the group (z= 3.52, p= 0.001), revealing
a lower amplitude in ADP. This effect was independent of session
recording or task condition. No two- or three-way interactions
between factors were observed.

The N2 latency was significantly longer in ADP as compared
to controls (z = 2.28, p = 0.023). No other main effects or
interactions between factors were observed. Post-hoc analysis
showed that the N2 latency was renormalized by BZ in the
workload-free task.
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TABLE 3 | CogState neuropsychological performances for controls (n = 18) and alcohol-dependent patients (ADP) (n = 18) at D15.

Tasks Controls Mean (SD) ADP Mean (SD) P-value

Executive function

Set-shifting task—ER 15.6 (9.3) 22.0 (10.7) 0.09

Executive function/Spatial problem solving

Groton maze learning test—ER tot 40.4 (12.7) 47.1 (22.6) 0.35

Psychomotor function/Speed of processing

Detection task speed, log10(ms) 2.5 (0.1) 2.5 (0.1) 0.49

Visual attention/Vigilance

Identification task speed, log10(ms) 2.7 (0.0) 2.8 (0.1) 0.05

Visual learning and memory

Groton maze learning test—DR 6.7 (5.9) 7.6 (6.6) 0.70

Verbal learning and memory

International shopping list

- CRtot 29.0 (3.3) 24.6 (4.8) 0.01

- DR 10.3 (1.7) 8.6 (2.7) 0.06

Working memory

One back task—AP 1.3 (0.2) 1.2 (0.2) 0.49

Social cognition

Social-emotional cognition task—AP 1.2 (0.1) 1.2 (0.2) 0.98

Data are presented as mean (SD). AP, accuracy of performance (arcsine transformation of the square root of the proportion of correct responses); ER tot, total number of errors; DR,

delayed recall (number of correct responses); CR tot, total number of correct responses. See text for details.

For the P3b component, the amplitude was significantly lower
in ADP as compared to controls (z = −3.34, p = 0.001). There
was also a significant task effect (z =−2.10, p= 0.035), revealing
a lower P3b amplitude in high-workload condition in controls
but not in ADP. No session recording effect or two- or three-way
interactions between factors were observed. Post-hoc analysis
showed that the P3b amplitude was renormalized by BZ in
both tasks.

The latency of the P3b was significantly increased in ADP as
compared to controls (z= 2.55, p= 0.011). No othermain factors
or interaction-related effects were observed. Post-hoc analysis
showed that the P3b latency was renormalized by BZ in the
workload task.

Finally, when the regression models were adjusted for gender,
this variable was neither statistically significant, nor did it change
the results.

DISCUSSION

The present study contributes to the current debate about the
efficacy of rehabilitation treatments on the stages of information
processing by the brain, in the context of alcohol withdrawal as
well as relapse prevention. Using adapted assessment paradigms,
we examined in alcohol-dependent patients the effects of
the benzodiazepine-based standard detoxification program on
electrophysiological brain responses at incoming (D0) and
completion (D15) of the treatment. Using ERPs analysis, we
demonstrate that the time-course and the intensity of brain
processing events involved in allocation of attention are still
impaired at the conclusion of the treatment. This reveals that,

even if most clinical scores returned to normal values, subtle
neural bases alterations persisted after a 2-week treatment.

We clearly distinguished a N1 component in both groups at a
central location around 100ms after stimulus onset (Figure 1).
The N1 mean amplitude was significantly decreased in ADP
as compared to controls at inclusion (D0, Figure 2). Although
the amplitude of this ERP component was renormalized at the
conclusion of the withdrawal treatment for the workload-free
task in patients (D15, Figure 2), it remained significantly lower
for the workload task. This suggests the persistence of deficits
to activate neural bases related to sensory treatment processes
during engagement of complex cognitive processes in ADP.

Interestingly, in the workload-free task the renormalization
of the N1 amplitude by BZ, which are GABAergic drugs, would
thus reflect a restored functionality of the neurons responsible
for this component. In line with this idea, it has been described
that the generation of the N1 component depends on GABAA
receptors activity (34, 35). Acute alcohol consumption induces
changes in the subunit composition of GABAA receptors (36),
while chronic alcohol intake leads to a desensitization of these
same receptors (37). Our data provide evidence that a 2-week
GABAergic treatment with BZ in our chronic ADP allowed the
activation of networks involved in the normal sensory processing
at the pre-attentional stages.

However, the persistence of differences between both groups
at the end of the treatment in the workload task strongly
suggests that ADP were not able to activate additional neuronal
populations involved in a complex cognitive demanding task,
such as our workload task. Physiologically, the increase in mental
workload during a bizarre paradigm for expected tones engages
auditory and frontal cortical generators at the origin of a central
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FIGURE 1 | Grand average waveforms at central (C3, Cz, and C4 combined) electrode sites for controls (C, solid lines) and alcohol-dependent patients (ADP, dotted

lines) at D0 (upper panels, green and yellow) and D15 (lower panels, blue and pink) during (A) the workload-free task, and (B) the workload task for infrequent target

auditory stimuli.

negative component that overlaps the exogenous component N1
and shifts its peak of latency to the right (38, 39). Cognitively,
this negative component reflects the activity of specific neuronal
populations comparing each new stimulus to an attentional trace
stored in sensory memory (40). In this context, our findings
support the view that neural bases of this component could not
be activated in a specific manner in the ADP.

The following component, the N2, was present independently
of the task difficulty in controls and ADP patients at incoming
and completion of the treatment (Figure 1). Numerous EEG
studies have shown an increase of N2 amplitude for the
infrequent target tones compared to non-target stimuli in control
participants performing auditory oddball tasks (41), revealing
that this component surrounds attentional processes associated
with the detection of a novel stimulus in the oddball task.

In our ADP, the amplitude of N2 was decreased at their
inclusion, and remained so at the conclusion of the treatment
(Figure 2). This was previously reported in the literature in this
population of patients (42, 43). The most plausible explanation
is that ADP may not recruit neural generators in an adapted

manner. Several lines of evidence support this hypothesis. First,
the latency of the N2 component was longer as well as slightly
flatter in both tasks in ADP (Figure 1), suggesting a deficit
in the synchronicity of the neurons involved. Second, the
amplitude was decreased, suggesting a weaker activation of the
neuronal population.

The N2 component, which is frequently interpreted as an
index of inhibition and/or conflict control, allows us to assume
the location of the deficit in neuronal activation, as it originates
from prefrontal regions, specifically from the anterior cingular
cortex (ACC). A previous study demonstrated an inadequate
commitment from the ACC during an oddball task as the
origin of the N2 amplitude in alcoholic patients (44), which is
consistent with our results. Analyzing the neuropsychological
results revealed a persistence of visual memory and attention
deficits at the conclusion of the treatment in ADP. These results
are consistent with our ERP results since N2 parameters were not
re-normalized. They provide further evidence of the low efficacy
of BZ to restore the activation of neural networks involved in the
allocation of attention.
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Together, our findings on the N2 thus argue in favor of an
inefficiency of the GABAergic drug treatment to restore the basic
activity of neural generators within the ACC in chronic ADP.
Previous researches indicated that the N2 amplitude was also
largely dependent on a nigro-striatal dopamine pathway (45, 46).
Therefore, treatments involving other neurotransmitters may
be considered to try and restore the functional activity of N2
generators in alcohol withdrawal.

Lastly, the late exogenous P3b ERP was observed in both
groups and sessions, with two main differences between controls
and ADP.

The amplitude of the P3b component of ADP at D0 was
lower than in controls whatever the task (Figure 2). This is in
line with EEG studies that emphasized a reduction of the P3b
amplitude in alcohol abuse individuals within different activation
tasks including the oddball paradigm (17). The P3b amplitude
returned to normal in ADP at D15, showing that BZ-treated
ADP can activate neural networks involved in processes related
to target stimuli in an adapted manner.

As for the latency of the P3b component, it was delayed for
the ADP in both tasks at inclusion (Figure 1). The latency of
this component is known to increase in alcoholics performing an
auditory detection task. However, this difference between groups
disappeared at the conclusion of the treatment, confirming an
adequate timing of P3b–related neural generators activation.

Although alcohol-dependent patients no longer consume
shortly after detoxification, about 60% of these patients will
later relapse (47). Importantly, the presence of changes in
the amplitude of ERPs has been documented in relapsing
patients, as compared to controls and non-relapsers (18, 23,
24). A persistent reduction of the P3b amplitude has been
shown to be a sensitive predictor of a greater risk of relapse
(23, 48, 49). A study revealed that alcohol-dependent patients
who remained abstinent after a 3 months follow-up period
exhibited a decrease in P3 amplitude as compared to relapsers,
in response to alcohol-related images (50). This indicated
a lower motivation for alcohol-related stimuli, since the P3
amplitude tags the motivational value for the stimulus. Thus,
the P3 was deemed a valuable index of proactive inhibition,
that may be related to protection vs. alcohol-related stimuli
in abstainers (23, 50). Together, our results demonstrate
the efficiency of the BZ treatment to normalize both P3b
parameters, suggesting that the 2-week standard withdrawal
treatment was sufficient to reestablish the neural networks
activity linked to P3b. However, a longer follow-up of our ADP
with sequential ERP measurements is mandatory to further
conclude on the use of this component as an index of protection
to relapse.

Taken together, the present results show that despite a
substantial improvement of neural deficits by the detoxification
program, the long-standing alcohol-associated neural
impairments cannot be totally abolished by an acute cure
with BZ. Precisely, alterations in N2 parameters persisted
while a renormalization of P3b at D15 for the workload
task was observed, indicating only partial neural recovery.
The absence of normalization of N2 suggests that this
component may play a similar part as the largely reported
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FIGURE 2 | Bar histograms represent averaged amplitude (left) and latency (right) of the ERP waveforms ± SD of controls (C, solid bars) and alcohol-dependent

patients (ADP, dotted bars) at D0 (green, yellow) and D15 (blue, pink) for the workload-free and workload tasks for infrequent target auditory stimuli. Asterisks

represent statistically significant differences in the linear regression model (*p <0.05, **p < 0.03, ***p < 0.01).

P3b in alcohol withdrawal. We therefore suggest that the
N2 component might also be used to predict treatment
outcome. It would be of particular interest to determine if
a combination of regular determinations of N2 and P3b in
the context of the clinical follow-up would be a useful tool to
predict treatment outcome and risk of relapse than using the
P3b alone.

A few limitations should be considered when interpreting
the present data. First, given that the paradigm was performed
in one 30 min-session of recording, we cannot definitively
rule out a decreasing attention with time-related fatigue in
the ADP. However, we consider that this effect would be
negligible since the differences between groups were present
also in the workload-free condition, which requires less
attention. Second, psychiatric and addictive comorbidities
in our ADP might be responsible for some of the results
at D0. This unfortunately cannot be excluded, yet the
improvement seen at D15 suggests that neuronal plasticity
was possible even in a context of poly-addictive behavior.
Lastly, the effects observed at D15 could also be partly due to
abstinence from alcohol use and to the acute administration
of BZ. However, the physiological deficits seen at completion
were related to the N2, which is a dopamine-dependent
component. Moreover, the short bioavailability of Oxazepam R©

strongly suggests that the effects of BZ were most probably
dissipated during the D15 session recording. Therefore,
it is highly unlikely that our results were influenced by
BZ treatment.

CONCLUSION AND PERSPECTIVES

In conclusion, using an adapted procedure we investigated the
impact of the BZ-based standard pharmacological detoxification
treatment on parameters of major brain evoked responses.
ERPs that reflect the most important stages of information
processing, which is crucial for appropriate decision-making,
may be particularly valuable to predict the efficiency of treatment
and the risk of relapse. Specifically, the absence of a complete
normalization of the P3b and N2-based neurophysiology could
be the biological signature behind the limited effectiveness of
standard treatments in these patients. Clinically, we thus propose
that ERP components should always be investigated during the
whole treatment period and at its conclusion, as well as over
several months, in order to ensure of the renormalization of
the major steps of information processing. ADP with impaired
parameters related to both P3b and N2 components should be
more closely monitored. Further studies combining multiple
assessment of ERPs and neuropsychological investigation are
needed in larger series with a longer follow-up. This would
allow to elucidate whether this neurophysiological deficit could
be used as a direct index of relapse in detoxified alcoholic
hospitalized patients.
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Because at least some squirrel monkeys lack ocular dominance columns (ODCs) in

the striate cortex (V1) that are detectable by cytochrome oxidase (CO) histochemistry,

the functional importance of ODCs on stereoscopic 3-D vision has been questioned.

However, conventional CO histochemistry or trans-synaptic tracer study has limited

capacity to reveal cortical functional architecture, whereas the expression of

immediate-early genes (IEGs), c-FOS and ZIF268, is more directly responsive to neuronal

activity of cortical neurons to demonstrate ocular dominance (OD)-related domains in

V1 following monocular inactivation. Thus, we wondered whether IEG expression would

reveal ODCs in the squirrel monkey V1. In this study, we first examined CO histochemistry

in V1 of five squirrel monkeys that were subjected to monocular enucleation or

tetrodotoxin (TTX) treatment to address whether there is substantial cross-individual

variation as reported previously. Then, we examined the IEG expression of the same

V1 tissue to address whether OD-related domains are revealed. As a result, staining

patterns of CO histochemistry were relatively homogeneous throughout layer 4 of V1. IEG

expression was also moderate and homogeneous throughout layer 4 of V1 in all cases.

On the other hand, the IEG expression was patchy in accordance with CO blobs outside

layer 4, particularly in infragranular layers, although they may not directly represent OD

clusters. Squirrel monkeys remain an exceptional species among anthropoid primates

with regard to OD organization, and thus are potentially good subjects to study the

development and function of ODCs.

Keywords: lateral geniculate nucleus, Saimiri sciureus, activity-dependent gene expression, CO blob, vesicular

glutamate transporter 2, New World monkeys
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INTRODUCTION

Inputs from the right and left eyes are segregated into ocular

dominance columns (ODCs) in the striate cortex (V1) of many
primate species, including macaques and humans (Hubel and

Wiesel, 1977; Horton and Hocking, 1998a). The functional

importance of ODCs has been controversial since the paradoxical
appearance of ODCs was reported in squirrel monkeys (Horton
and Adams, 2005). According to Adams and Horton, some
squirrel monkeys possess ODCs similar to macaques, whereas
others are totally lacking of ODCs (Adams and Horton, 2003).
A more bizarre observation was that a portion of V1 of a squirrel
monkey showed clear ODCs whereas the rest of V1 did not show
any evidence of ODC. On the other hand, it has been reported
that V1 neurons in a squirrel monkey appeared capable of
stereoscopic depth perception (Livingstone et al., 1995), posing a
question about the functional significance of ODCs to stereopsis.

Their ODCs have only been studied using intravitreal
injections of a transneuronal tracer or cytochrome oxidase
(CO) histochemistry combined with monocular inactivation
(MI) (Hendrickson et al., 1978; Hendrickson and Tigges, 1985;
Adams and Horton, 2003), but not using other more modern
methods. We have recently suggested that CO histochemistry
can only reveal activity of geniculo-striate axon terminals or
dendrites of cortical neurons that make direct contact with
geniculo-striate axon terminals, but does not reveal changes
in overall activity of cortical neurons (Takahata, 2016; Yao
et al., 2021). On the other hand, the expression levels of c-
FOS and ZIF268, immediate-early genes (IEGs), are estimated
to more directly reflect spiking activity levels of neurons
occurring 30–60min before fixation (Herrera and Robertson,
1996; Zangenehpour and Chaudhuri, 2002). We have examined
the expression of IEGs in the visual cortex of macaques
following MI treatment, and successfully demonstrated more
detailed structures related to ODCs or binocular vision (Takahata
et al., 2009). Using IEG methods, we have also revealed ODCs
in the visual cortex of New World owl monkeys after MI
(Takahata et al., 2014). Similarly, ODCs have been clearly
revealed by examining activity-dependent gene expression in
adult marmosets (Chappert-Piquemal et al., 2001; Nakagami
et al., 2013), even though findings of a previous trans-synaptic
tracer study suggested that ODCs disappear in the course of
neonatal development in marmosets (Spatz, 1989). We have even
revealed ODC-like patches in V1 of Long-Evans rats (Laing
et al., 2015). In tree shrews, it has been suggested that ocular
dominance is segregated into layers rather than columns in V1.
Consistent with these reports, our IEG method also revealed
layer segregation of ocular dominance in tree shrews, but in
greater detail about lamination patterns than previously known
(Takahata and Kaas, 2017).

Given our success for revealing ODCs with our IEG method,
we applied it to V1 of squirrel monkeys to see whether ODCs
and/or unknown brain structures related to ocular dominance
can be revealed. We first examined the lateral geniculate
nucleus (LGN) to confirm the effects of MI. We then examined
CO histochemistry in V1 to see whether individual variation
in structure is observed as reported previously. Finally, we

examined IEG expression in V1 to address whether ocular
dominance-related structure can be detected.

MATERIALS AND METHODS

Animals
The brains of two male and three female adult squirrel monkeys
(Saimiri sciureus, body weight range of 0.5 to 1.0 kg) were used in
this study. The information about each monkey is summarized in
Table 1. Three of them were subjected to monocular enucleation.
Under ketamine (5–20 mg/kg, i.m.) and medetomidine (0.02–
0.08 mg/kg, i.m.) anesthesia, the left eye was enucleated using
surgical scissors and forceps. The scar was pressed with stanching
foam until bleeding stopped, then the eyelid was sutured. The
remaining two monkeys were subjected to MI treatment by
intravitreous tetrodotoxin (TTX) injection. Under ketamine (5–
20 mg/kg, i.m.) and medetomidine (0.02–0.08 mg/kg, i.m.)
anesthesia, 3–5mL of TTX (1mM) was slowly injected (∼1.0
mL/min) into the vitreous cavity of the left eye through a
Hamilton syringe. After eye enucleation or TTX injection, the
animals were treated with atipamezole (0.002–0.008 mg/kg, i.m.)
for quick arousal and returned to their home cages, where
they recovered from anesthesia and could move freely. Except
the first case (ID 18-27), the animals were kept in the dark
overnight, then exposed to their normal light environment for 1–
2 h before perfusion for the purpose of greater induction of IEG
expression. Some of the data from these monkeys have already
been published for a separate study (Yao et al., 2021).

Tissue Preparation
The animals were given an overdose of sodium pentobarbital
(>50 mg/kg body weight) and perfused with a sucrose solution
[8.5% sucrose, 5mM MgCl2 in 20mM phosphate buffer (PB)],
followed by 1.0–4.0% paraformaldehyde (PFA) in 0.1M PB. The
brain was removed from the skull, and the visual cortex was
separated from the rest of the brain and flattened immediately.
The flattened visual cortices were immersed in a post-fixative
(30% sucrose/4% PFA in PB) at 4◦C overnight and cut
tangentially at 40mm using a freezing microtome. The thalamic
tissue was immersed in 30% sucrose in PB at 4◦C for ∼1 week
until the tissue sank to the bottom of the container. Then the
brain tissue was stored at−80◦C or cut coronally at 40mm using
a freezing microtome. All sections were stored at −20◦C in a
cryoprotectant solution [30% ethylene glycol, 30% glycerol and
40% phosphate-buffered saline (PBS)] until used.

CO Histochemistry
CO histochemistry was conducted as described previously
(Wong-Riley, 1979) with slight modifications. The free-floating
sections were washed twice in 5% sucrose in PBS for 5–10min
before immersion in the CO reaction solution. This solution was
a mixture of 200 µg/mL cytochrome C (Sigma-Aldrich, St. Louis,
MO), 150 µg/mL catalase (Sigma-Aldrich), and 100 µg/mL 3,3’-
diaminobenzidine (DAB; Sigma-Aldrich) in 5% sucrose and PBS.
Tissues were incubated in this solution for 8–24 h at 37◦C while
rotating at 30 rpm. Subsequently, these sections were washed
three times with PBS, mounted on glass microscope slides,
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TABLE 1 | Summary of monkeys used in this study.

Squirrel

Monkey

ID

Gender Body

Weight (kg)

TTX

injection

Eye

removal

Duration between

monocular inactivation to

perfusion (days)

Dark

rearing

Light

stimuli after

dark

rearing (h)

PFA concentration for

fixation (%)

18-27 Female 0.5 Left eye-5ul None 2 None Not

applicable

1

18-30 Male 1 None Left eye 14 One night 1.5 4

18-31 Female 0.8 None Left eye 30 One night 1 4

19-03 Male 0.9 None Left eye 20 One night 2 2

19-04 Female 0.7 Left eye-3ul None 2 One night 1 2

and air-dried. The sections were then dehydrated through a
series of increasing ethanol concentrations followed by xylene,
and permanently cover-slipped with xylene-based glue. The
mounting/dehydration/cover-slipping procedure was the same
after other staining procedures as well.

Nissl Staining
Free-floating sections were post-fixed in 4% PFA for a minimum
of 12 h at 4◦C. After washing in 0.1M PB, the sections were
mounted on glass microscope slides, and air-dried for several
days before staining. The slides with sections were then rinsed
successively in deionized water, 90, and 75% ethanol. The sections
were stained with 0.1% cresyl violet solution for 5 to 10min.
Then the sections were washed with 0.8% acetic anhydrate in
90% ethanol for 5 to 10min to remove excess cresyl violet
before cover-slipping.

In situ Hybridization (ISH)
To prepare the squirrel monkey-specific probes, a part
of each of three genes was cloned using RT-PCR with
cDNA prepared from an enucleated eye from one of the
squirrel monkeys. The primer sequences for VGLUT2
were GGCAAGGTCATCAAGGAGAA (forward) and
GCACAAGAATGCCAGCTAAAG (reverse) that targeted the
322-713 region of NM_020346 (human SLC17A6). The primer
sequences for ZIF268 were CCCAGGACAATTGAAATTTGCT
(forward) and AAGGCACCAAGACGTGAAAC (reverse) that
targeted the 1878-2678 region of NM_001964 (human EGR-1).
The primers for c-FOS were TGAGCCCTTTGATGACTTCC
(forward) and ACTCCATGCGTTTTGCTACA (reverse) that
targeted the 970-1537 region of XM_001098940 (macaque FOS).
The PCR amplicon was purified and inserted into a plasmid
vector, pCRTMII-TOPO R© vector, Dual Promoter (Invitrogen,
Waltham, MA) using conventional TA cloning, and amplified
in competent cells. The plasmids were harvested and purified
with QIAGEN R© Plasmid Midi Kit (Qiagen, Hilden, Germany)
according to the manufacturer’s instructions. For colorimetric
ISH, digoxigenin (DIG)-labeled antisense and sense riboprobes
were prepared from the plasmids using a DIG-dUTP labeling kit
(Roche Diagnostics). ISH with sense probes showed no signals
higher than background level.

Our ISH staining protocol was described in our previous
papers (Takahata et al., 2014). Briefly, free-floating brain sections

were immersed in 4% PFA in 0.1M PB (pH 7.4) for 1 to 2 days at
4◦C until processing. ISH processing began with immersion with
0.3%Triton-X, then treatment with 1–10mg/mL proteinase K for
30min at 37◦C. After acetylation, the sections were incubated in
the hybridization buffer [5x standard saline citrate (SSC: 150mM
NaCl, 15mM sodium citrate, pH 7.0), 50% formamide, 2%
blocking reagent (Roche Diagnostics), 0.1% N-lauroylsarcosine
(NLS), 0.1% sodium dodecyl sulfate (SDS), 20mM maleic acid
buffer; pH 7.5] containing 1.0 mg/ml DIG-labeled riboprobe
overnight at 60◦C. Hybridized sections were washed twice,
20min each in wash buffer (2x SSC, 50% formamide, 0.1% NLS)
at 60◦C. Subsequently, the sections were successively immersed
in RNase A buffer [10mM Tris-HCl, 10mM ethylenediamine-
N, N, N’, N’-tetraacetic acid (EDTA), 500mM NaCl, pH 8.0] that
contained 20 mg/mL RNase A for 30min at 37◦C, 2x SSC/0.1%
NLS for 15min at 37◦C, and 0.2x SSC/0.1% NLS for 15min
at 37◦C. Hybridization signals were visualized using alkaline
phosphatase (AP) immunohistochemical staining and a DIG
detection kit (Roche Diagnostics) that used an overnight reaction
to nitro blue tetrazolium chloride/5-bromo-4-chloro-3-indolyl
phosphate, toluidine salt (NBT/BCIP) (Roche Diagnostics).

Data Analysis
The sections were scanned with a VS-120 automated bright
field microscope (Olympus, Tokyo, Japan). The images were
edited using Adobe Photoshop software (cc 2018, Adobe, San
Jose, CA). Images of several different tangential sections were
digitally stitched to create a mosaic image of a single layer under
the guidance of vasculature patterns, because tangential sections
were sometimes comprised of different layers due to incomplete
flattening. Brightness and contrast were enhanced and some
annotations and nomenclature were added. Some inconsistency
exists in the literature concerning the numbering of V1 layers
(Balaram et al., 2014). In this study, we used Hässler’s scheme
for V1 layering (Hässler, 1967) and provided Brodmann’s layers
in parenthesis.

RESULTS

Activity Changes in LGN Neurons

Following MI
To confirm activity changes of the inactivated eye pathway
following MI treatment, the LGNs were examined for Nissl
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substance, CO activity, and activity-dependent VGLUT2 mRNA
expression in all cases (Figure 1). As shown in previous studies
(Fitzpatrick et al., 1983; Horton and Hocking, 1996), two
magnocellular (M) layers were obvious in Nissl staining of
ventral medial parts of squirrel monkey LGNs. Parvocellular
layers were seen in dorsal lateral parts, but lamination was not
evident in Nissl staining, due to the lack of septa or intercalated
koniocellular (K) layers in this species, as shown previously.
This Nissl staining pattern was not different between the two
hemispheres, indicating no change in cellular volume or numbers
due to MI treatment. In CO histochemistry, clear laminar
differences were observed between hemispheres in monocular
enucleation cases (ID 18-30, ID 18-31, and ID 19-03). LGN layers
1 to 6 from ventromedial to dorsolateral were discernable: LGN
layers 1 and 2 are for M layers and 3–6 are for P layers, and LGN
layers 1, 4, and 6 should exclusively receive projections from the
contralateral eye and LGN layers 2, 3, and 5 should exclusively
receive projections from the ipsilateral eye (Fitzpatrick et al.,
1983; Horton and Hocking, 1996). As anticipated, CO expression
was lower in LGN layers that received inputs from the enucleated
eye, compared to expression in LGN layers that received inputs
from the intact eye in these animals. Since we have previously
shown a decrease of VGLUT2 mRNA expression in the specific
LGN layers in macaques that had a monocular retinal lesion
(Takahata et al., 2018), we expected to see a decrease of VGLUT2
mRNA in the LGNs of the squirrel monkeys in this study. As
expected, lower levels of VGLUT2 mRNA signal were observed
in LGN layers that receive inputs from the enucleated eye. These
results confirm that neuronal activity was significantly decreased
in the domains dominant for the enucleated eye without neuronal
loss. On the other hand, cross-laminar differences or cross-
hemisphere differences were not observed in CO histochemistry
or VGLUT2 ISH in the monocular TTX injection cases (ID 18-
27 and ID 19-04), suggesting that the influence of TTX injection
was rather moderate, perhaps because of the short inactivation
period (2–4 weeks for eye enucleation vs. 2 days for TTX) or
incomplete inactivation, even though pupil dilation was observed
immediately after TTX injection.

Overall CO and IEG Expression Patterns in

Layer 4 (4C) of V1
V1s of the monkeys were flattened and stained for CO activity
to determine if ODCs were present. V1 was easily discernable
due to intense reactivity in layer 4 (4C) and characteristic blobs
in layers 2/3 (Carroll and Wong-Riley, 1984). As layer 4 (4C)
generally shows the most distinct pattern of ODCs (Adams and
Horton, 2003; Takahata et al., 2014), we focused on layer 4 (4C).
All sections that included layer 4 (4C) were scanned with the
automated microscope and mosaic images were manually made
for the whole V1 (Figure 2). However, CO staining pattern was
homogeneous throughout V1 and no stripes or patchy patterns
were observed in the three monocular enucleation cases. Since
IEG expression can reveal maps of cortical neuronal activity
more directly than CO histochemistry (Takahata et al., 2014),
we applied ISH for ZIF268 to these V1 sections, and manually
made mosaic images for layer 4 (4C) (Figure 3). Again, staining

patterns were homogeneous at least in this layer throughout V1.
CO reactivity and IEG mRNA expressions were also examined in
the monocular TTX cases (Figure 4). Similar to the monocular
enucleation cases, staining patterns were homogeneous in layer
4 (4C) throughout V1. These results suggest that these squirrel
monkeys lacked or had very minor ODCs in layer 4 (4C) of V1,
reconfirming previous observations (Hendrickson and Tigges,
1985; Adams and Horton, 2003).

IEG Expression in Other Layers
Whereas staining patterns were generally homogeneous in layer
4 (4C), ISH patterns of IEG were patchy in other layers,
particularly in layers 5/6 (Figures 5a–f). Staining patterns were
similar between ISH for ZIF268 and ISH for c-FOS. At higher
magnifications, both intensely labeled cells and lightly labeled
cells were observed in each layer (Figures 5g,h). In infragranular
layers, however, intensely labeled cells were observed within 150–
300mm diameter clusters, whereas the distribution was rather
random in layer 4 (4C).

We wondered whether the patchy IEG expression outside
layer 4 (4C) was related to ocular dominance. On initial
inspection, they appeared similar to CO blobs in superficial
layers, and thus we hypothesized that CO blob neurons
preferentially receive inputs from the ipsilateral eye, and
interblob neurons preferentially receive inputs from the
contralateral eye as observed in peripheral V1 of owl monkeys
(Takahata et al., 2014), or vice versa. If this is true, then
CO blobs and IEG patches would be correspondent in one
hemisphere and complementary to the other hemisphere,
assuming that CO blob patterns are not influenced by MI. To
test this possibility, we carefully compared CO blobs and IEG
patches with adjacent sections guided by vasculature patterns
(Figure 6). Although IEG patches were faint in superficial layers,
we were able to confirm that they corresponded to CO blobs
in ipsilateral V1 to the inactivated eye (Figure 6a). Different
from our hypothesis, IEG patches corresponded to CO blobs
in superficial layers of contralateral V1 as well (Figure 6b). In
infragranular layers, CO blobs were faint but we were able to
confirm that they corresponded to CO blobs in superficial layers.
In addition, CO blobs in infragranular layers corresponded
to IEG patches in infragranular layers of the V1 ipsilateral to
the inactivated eye (Figure 6c). Furthermore, infragranular
CO blobs also corresponded to infragranular IEG patches
in the contralateral V1 (Figure 6d). Altogether, IEG patches
corresponded to CO blobs in both superficial and infragranular
layers in both hemispheres, and thus are unlikely to represent
ocular dominance patterns of neurons.

CO blob-like IEG patches were also observed in superficial
and infragranular layers of V1 in the TTX cases (Figure 7).
However, patchy patterns appeared less conspicuous compared
to the enucleation cases, implying that IEG patches arise
depending on length or strength of MI treatment.

DISCUSSION

Since “capricious” expression of ODC was reported in squirrel
monkeys 18 years ago (Adams and Horton, 2003), no study has
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FIGURE 1 | Coronal sections of the LGNs (ID 18-30, ID 18-31, ID 19-03, ID 18-27, and ID 19-04) stained for Nissl substance, CO, and VGLUT2 mRNA, as annotated.

The left panels show the LGNs ipsilateral to the deprived eye, and their left is lateral and upper is dorsal. The right panels show the LGNs contralateral to the deprived

eye, and their left is medial and upper is dorsal. The sublayers [parvocellular (P) or magnocellular (M) layers] of LGN are identified by their morphology with Nissl

staining. In monocular enucleation cases (ID 18-30, ID 18-31, and ID 19-03), both CO and VGLUT2 mRNA expression show lower expression levels in LGN layers that

receive exclusive inputs from the enucleated eye (layers 2, 3, and 5 for the ipsilateral LGN and layers 1, 4, and 6 for the contralateral LGN) compared to that in LGN

layers that receive exclusive inputs from the other eye (layers 1, 4, and 6 for the ipsilateral LGN and layers 2, 3, and 5 for the contralateral LGN), making their 6 laminar

structure clear. In monocular TTX injection cases (ID 18-27 and ID 19-04), decreased expression of CO and VGLUT2 mRNA is not observed. Scale bar = 1mm.

re-examined ODCs in this species, whereas many newer studies
have made progress in our understanding about ODCs including
discoveries of ODCs in other species (Adams et al., 2007; Kaskan
et al., 2007; Nakagami et al., 2013; Takahata et al., 2014; Laing
et al., 2015; Najafian et al., 2019). Basically, our current results
were consistent with previous reports regarding an absence of
ODCs in normal adult squirrel monkeys, even though we used
more sensitive methods than previously. Even so, distinct patchy
patterns were observed coinciding with CO blobs, particularly
in infragranular layers. When ODCs were previously detected
in squirrel monkeys, there were significant cross-individual

variations of ODC representation (Adams and Horton, 2003).
However, none of the subjects in this study showed any evidence
of ODCs. Perhaps, our subjects were genetically related to each
other. If so, ODC representation is not very variable (Kaschube
et al., 2003). Nonetheless, squirrel monkeys can be important
subjects to study function and development of ODCs.

Technical Issues
ODCs in V1 had been revealed by various methods: first
electrophysiology (Hubel and Wiesel, 1968), then histology, such
as transneuronal tracer and CO histochemistry (LeVay et al.,
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FIGURE 2 | Mosaic images of tangential sections of V1 of eye enucleation cases (ID 18-30, ID 18-31, and ID 19-03) stained for CO activity. The left panels show the

ipsilateral, and the right panels show the contralateral hemispheres to the enucleated eye. It is intended to exhibit layer 4 (4C), but because the flattening of V1 is not

complete in large sections, other layers of V1 are also included in each image, illustrated as L3–L6. White dashed lines delineate borders between V1 and V2. V1

regions representing the foveal and peripheral portions of the visual fields are indicated as “Fovea” and “Periphery,” respectively. Scale bar = 5mm.
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FIGURE 3 | Mosaic images of tangential sections of V1 of eye enucleation cases (ID 18-30, ID 18-31, and ID 19-03) stained for ZIF268 mRNA. The left panels show

the ipsilateral, and the right panels show the contralateral hemispheres to the enucleated eye. It is intended to mainly exhibit layer 4 (4C), but other layers of V1 are

also included in each image, illustrated as L3-L6. Black dashed lines delineate borders between V1 and V2. V1 regions representing the foveal and peripheral portions

of the visual fields are indicated as “Fovea” and “Periphery,” respectively. Scale bar = 5mm.
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FIGURE 4 | Mosaic images of tangential sections of V1 of TTX injection cases (ID 18-27, and ID 19-04) stained for CO and ZIF268 mRNA as annotated. The left

panels show the ipsilateral, and the right panels show the contralateral hemispheres to the inactivated eye. It is intended to mainly exhibit layer 4 (4C), but other layers

of V1 are also included in each image, illustrated as L3–L4. White or black dashed lines delineate borders between V1 and V2. V1 regions representing the foveal and

peripheral portions of the visual fields are indicated as “Fovea” and “Periphery,” respectively. Scale bar = 5mm.
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FIGURE 5 | Higher magnification of tangential sections of V1 stained for ZIF268 (a–c) and c-FOS (d–f) mRNA (ID 19-03, left). Different layers [layer 2/3 for a,d, layer 4

(4C) for b,e, and layer 5/6 for c,f] are compared for a corresponding part. White dashed lines indicate V1/V2 borders. (g,f) Higher magnification of the V1 area in b and

c (boxed areas). Whereas, the IEG expression only demarcates the V1/V2 boundary in layer 4 due to slightly higher expression levels at the border, it reveals regular

patchy compartments in layers 5/6 (indicated by red broken circles). Single-cell level magnification is shown in the insets. Intensely labeled cells are indicated by red

arrows, and a lightly labeled cell is indicated by an open arrow. Scale bar in a = 1mm for a–f and scale bar in g = 100 µm for g and h.

1985; Horton and Hocking, 1998b). In the late 1980s, the uptake
of radio-labeled 2-deoxy-D-glucose (2-DG) was measured to
map differences in neuronal activity between deprived and non-
deprived ODCs (Tootell et al., 1988). More recently, researchers
used live imaging techniques, such as functional MRI, intrinsic
signal optical imaging, and multi-photon calcium imaging to
reveal cortical maps, which not only showed ODCs but also
revealed spatial relationships with other functional maps of
V1 such as orientation columns (Cheng et al., 2001; Kaskan
et al., 2007; Lu and Roe, 2008; Garg et al., 2019). All of
these techniques have pros and cons, such as having results
restricted to a particular layer, having low spatial resolution
and requiring pre-treatment before imaging. A demonstration
of ODCs with IEG expression following MI was first introduced
in macaques by Chaudhuri et al. (1995) and was followed by
its use in other studies (Horton et al., 2000; Soares et al.,

2005). Besides macaques, this procedure has been applied to
marmosets and cats (Markstahler et al., 1998; Van Der Gucht
et al., 2000; Nakagami et al., 2013). The IEG method was also
used to reveal architectonic parcellation in the mouse visual
cortex (Van der Gucht et al., 2007). Those studies illustrated
that IEG expression can imitate CO staining and neurofilament
staining, but they did not use IEG expression to thoroughly
study the representations of ODCs. We have noticed that the
activity-dependent changes in IEG expression are capable of
revealing functional compartments that have not been revealed
by CO methods in macaque, owl monkeys, tree shrews and
even rats (Takahata et al., 2009, 2014; Laing et al., 2015;
Takahata and Kaas, 2017). This IEG method enables researchers
to study ocular dominance-related structures in all layers of
entire V1 and even outside V1 at a single cell-resolution. In
addition, availability of specific ISH probe is almost promising
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FIGURE 6 | Comparison between CO histochemistry and ISH for ZIF268 in adjacent tangential sections of V1 (layer, staining, Case ID and hemispheres are as

indicated in the figure). (a) and (b) are in layers 2/3, and (c) and (d) are in layers 5/6. (a) and (c) are corresponding V1 parts of the same hemisphere ipsilateral to the

enucleated eye, while (b) and (d) are the V1 contralateral to the enucleated eye from different animals. Depth from the pial surface of each section is provided in each

panel. CO blobs and IEG patches are marked and superimposed in the right panels. Corresponding blood vessels between staining are circled in red. Scale bars =

500 µm for all.

for any gene and any animal species, whereas the signal/noise
ratio of immunohistochemistry largely relies on availability of
specific antibody, which has been commonly used to study

IEG expression. Furthermore, light exposure for 1–3 h following
dark rearing can peak signal/noise contrast using IEG methods
(Nakagami et al., 2013).

Frontiers in Neuroanatomy | www.frontiersin.org 10 October 2021 | Volume 15 | Article 751810324

https://www.frontiersin.org/journals/neuroanatomy
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroanatomy#articles


Li et al. ODCs in Squirrel Monkeys

FIGURE 7 | Higher magnification of tangential sections of V1 stained for CO, ZIF268 mRNA, and c-FOS mRNA (ID 19-04, left) as annotated. Different layers are

compared for a corresponding part. Scale bar = 1mm.

Transcription of IEG is triggered by intracellular calcium and
cAMP, which are enhanced through the activation of NMDA
receptors and L-type calcium channels, and it is thought that
the expression is enhanced by neuronal activity where an
action potential is coincident with synaptic activity (Bito et al.,
1997). Likewise, the expression of IEGs is directly coupled with
neuronal activity and the turnover rate of IEG transcripts is
remarkably fast; their accumulation peaks at ∼30min after the
onset of neuronal activity and decreases to background level
∼30min after the offset of neuronal activity (Zangenehpour and
Chaudhuri, 2002). In contrast, it takes a few days of stimulation
to reflect activity changes in CO histochemistry (Wong-Riley,
1979; Takahata et al., 2009). An important difference between
c-FOS and ZIF268 is the existence of a negative feedback loop
for the expression of c-FOS which leads to negligible levels after
prolonged/repeated stimulations (Sassone-Corsi et al., 1988), but
not for ZIF268. This suggests that the use of c-FOS expression
as a mapping tool is more suitable for the detection of transient

activity change, while ZIF268 expression would rather reflect
ongoing synaptic activity (Sauvage et al., 2019). Therefore, we
believe that examination of IEG mRNA is the most sensitive
among currently available methods of revealing ODCs, although
it requires to sacrifice animal’s life. As a caution, there are some
minor differences in their expression during development or in
laminar pattern among different IEGs (Mower and Kaplan, 2002;
Soares et al., 2005; Sauvage et al., 2019). Besides, transcription of
IEG can also be triggered through the activation of receptors for
chemical signaling molecules, such as TrkB for BDNF in absence
of electrical activity or increase of cytosolic calcium (Pizzorusso
et al., 2000). Thus, one needs to be aware of it when he/she
evaluates IEG signals as neuronal activity marker in the brain.

Patchy IEG Expression Outside Layer 4
Our results are basically consistent with the previous idea
that there is no ocular dominance segregation at geniculo-
striate afferent terminals in a majority of squirrel monkeys
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(Hendrickson et al., 1978; Hendrickson and Wilson, 1979;
Hendrickson and Tigges, 1985; Adams and Horton, 2003).
Although an electrophysiological study demonstrated a
substantial presence of monocular cells in layer 4 (4C) of V1
in this species (Adams and Horton, 2006), and our observation
of scattered neurons with intense IEG labeling may illustrate
a distribution of ocular dominance cells in layer 4 (4C), any
functional domain was not observed even at a micro architecture
level. We observed, however, patchy expression patterns
outside layer 4 (4C) particularly in infragranular layers, which
corresponded to CO blob patterns. We did not have purely
naïve squirrel monkey case in this study, therefore, we cannot
show IEG expression patterns without deprivation treatment.
However, we argue that the appearance of blob-like patchy
patterns is associated with our visual treatments, since the patchy
pattern was relatively obscure in TTX cases, and CO blob-like
patchy IEG patterns have not been observed in other species
without eye treatment. We first thought that the patchy pattern
may represent ocular dominance segregation in squirrel monkey
V1, but it is unlikely because the IEG expression was high in
blobs and low in interblob regions in both hemispheres. The
previous electrophysiological and anatomical study also showed
no geographical correlation between CO blobs and ODCs, and
that neurons located outside layer 4 are highly binocular in
squirrel monkeys, different from macaques (Adams and Horton,
2006).

CO histochemistry shows some blob-like patterns in
infragranular layers, especially in New World and prosimian
primates (Carroll andWong-Riley, 1984; Condo andCasagrande,
1990), but the pattern is usually faint. In our interpretation, these
faint patchy patterns of CO activity represent the distribution of
minor afferent inputs from the thalamus (Takahata, 2016; Yao
et al., 2021). However, the patchy IEG pattern observed in this
study was particularly distinct in infragranular layers and may
provide new insights into our understanding of the functional
organization of V1. The clear IEG pattern in infragranular
blobs is reminiscent of our macaque study (Takahata et al.,
2009). In the macaque, the IEG expression level in blobs exceeds
surrounding regions, especially in infragranular layers, within a
few hours after monocular deprivation or inactivation treatment.
In contrast, IEG expression appears homogeneous within the
identical ODCs in chronic deprivation (several days to weeks)
cases. Other than that, there is no study describing similar
to infragranular blob domains. One possible interpretation
is that this domain is related to depth perception. Perhaps,
interblob neurons in infragranular layers code binocular
disparity, and thus decrease their firing rate to less than half in
the condition of MI, although such disparity coding neurons
are reported to reside in V3 and in thick stripes of V2 in
macaques (Chen et al., 2008; Anzai et al., 2011). Alternatively,
infragranular blob neurons may code non-disparity depth
perception. 3-D depth perception does not only depend on
binocular disparity, but also monocular cues, for example,
the sense of perspective from blurriness of color, degree of
defocus, speed of movement and overlap of objects (Caziot et al.,
2017; McCann et al., 2018). Apparently, there are still many
unknown circuits related to binocularity and depth perception,

and blob-related functional architecture within the primate V1,
but it is especially difficult to study these circuits in infragranular
layers because optical imaging or multi-photon calcium imaging
cannot access these layers. So far, histology is the only available
method to study sub-millimeter scale functional architecture in
deep layers.

Significance of Studying ODCs in Squirrel

Monkeys
Previous studies of CO expression and the current study of
IEG expression report that most squirrel monkeys lack ODCs
in normal conditions, despite the fact that ODCs have been
reported in a wide variety of species. Especially among primates,
ODCs have been clearly observed in NewWorld marmosets, owl
monkeys, spider monkeys, capuchin monkeys (Florence et al.,
1986; Hess and Edwards, 1987; Rosa et al., 1988; Chappert-
Piquemal et al., 2001; Kaskan et al., 2007; Nakagami et al.,
2013; Takahata et al., 2014), and even in prosimian galagos (Xu
et al., 2005), as well as many genera in Old World monkeys,
chimps and humans (Hubel and Wiesel, 1977; Hendrickson
et al., 1978; Tigges and Tigges, 1979; Florence and Kaas, 1992;
Adams et al., 2007). ODC-like patches have been reported even
in rodent V1 (Laing et al., 2015; Andelin et al., 2020). As
far as we know, the squirrel monkey is the only exception
among primate species. On the other hand, some individuals
showed clear ODCs in CO expression (Adams and Horton,
2003, 2006), and transneuronal tracer also exhibited some ocular
segregation in geniculo-striate inputs (Horton and Hocking,
1996). More dramatically, large ODCs were clearly observed in
a strabismic squirrel monkey, illustrating that ODC formation
is facilitated when visual interaction is weak between the two
eyes (Livingstone, 1996). Apparently, some minor differences in
genetics or visual experience divide the fate of ODCoccurrence in
squirrel monkey V1. Thus, squirrel monkeys can be good subjects
for studying the underlying molecular and cellular mechanisms
of development and evolution of ODCs. For example, in squirrel
monkeys in which ODCs are observed, ODCs tend to localize in
peripheral visual field of V1, and prefer layer 4b (4Cb) rather than
layer 4a (4Ca). From this observation, it has been hypothesized
that a difference in the relative timing of the maturation
of geniculo-striate inputs and intracortical lateral connectivity
determines the variability of ODC expression in New World
monkeys (Livingstone, 1996). A theoretical neuroscience study
suggested that three types of ODC patterns, that are stripe, blob,
and uniform, can occur according to the values of the correlation
strength and the degree of activity imbalance between the two
eyes (Tanaka, 1991). Another group suggests that the balance
between the size of afferent sorting filter (receptive field of LGN
afferent) and the density of LGN afferents in the binocular zone of
V1 determines whether ODCs arise or not (Mazade and Alonso,
2017; Najafian et al., 2019).

As for functional aspects, one study measured visually evoked
potentials of a squirrel monkey responding to random-dot
stereoscopic stimuli. Contrary to the idea that ODCs serve
important roles for stereopsis, V1 neurons of the squirrel
monkey showed responses that were consistent with the provided
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stereoscopic cues, suggesting that the monkey was capable of
stereoscopic depth perception (Livingstone et al., 1995) (although
please note, only a single monkey was tested and the animal’s
brain was not examined for the presence of ODCs). In addition,
the visual acuity of squirrel monkeys is as good as that of humans
(Cavonius and Robbins, 1973; Merigan, 1976). These studies
together indicate that the occurrence of ODC formation is not
directly required for stereopsis, and led the idea that ODCs are
an epiphenomenon of developmental programming (Horton and
Adams, 2005). The more direct question is whether the presence
of ODCs is necessary for disparity coding neurons to emerge.
As this question have been discussed previously (Livingstone
et al., 1995; Horton and Adams, 2005; Adams and Horton, 2006),
although the regularity of ODCs seems to provide an excellent
means of comparing the inputs from the two eyes in an orderly
fashion, the squirrel monkeys seem to be able to encode disparity
information without their benefit, or at least with only a poorly
developed version of them. Perhaps, ODCs are essential for
stereopsis in most primates and other animals with binocular
overlap, and squirrel monkeys have some quite different and
unique mechanism for detecting stereopsis. These monkeys may
discriminate depth, for example, by combining information
about eye vergence with information about correlation and
uncorrelation in the two eyes as discussed above. As another
possibility, the distinct and stripe-like character of ODCs may
not be necessary for stereopsis, although grouping of cells
with similar eye preference would seem likely to facilitate the
connections involved. Regardless, our current data urge further
study of infragranular neurons of V1 for possible involvement in
depth perception as well.

On the other hand, theoretical neuroscientists suggest that
cortical neurons increase “wiring economy” by making clusters
of synchronizing neurons within a limited space (Mitchison,
1991; Swindale et al., 2000; Koulakov and Chklovskii, 2001;
Nauhaus et al., 2016). According to them, several different
types of synchronization, such as receptive field, orientation
preference, color preference, ON/OFF center preference, as
well as ocular dominance in the visual cortex, compete

with each other to develop different types of clusters or
columns. Finally, they compromise with each other within
a columnar space to create a final form that maximizes

economy, as represented by the shape of ODCs. The absence
of ODCs may illustrate the lack of this competition of cluster
formation among different visual features, due to sufficient
space or weak orientation preference and/or color preference.
Therefore, studying orientation maps and color maps in
squirrel monkeys may provide insights into the development of
cortical columns.
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Background: It is necessary to seek alternative therapies for depression, because side

effects of medications lead to poor adherence and some patients do not achieve a

clinical treatment effect. Recently the role of exercise as a low-cost and easy-to-use

treatment for depression has gained attention with a number of studies showing that

exercise is effective at reducing depressive symptoms and improving body functions

such as cardiorespiratory system and cognitive function. Because of the heterogeneity

of exercise therapy programs, there is no standardized and unified program. Few studies

have summarized the specific properties of exercise programs (type, intensity, duration,

and frequency) and clinical prescriptions for exercise are not mentioned in most articles.

Aims: This study aimed to investigate the feasibility and efficacy of exercise therapy

for patients with depression, in order to appraise the evidence and outline accepted

guidelines to direct individualized treatment plans for patients with depression based on

their individual situations.

Methods: A systematic review of English language literature including papers published

from 2010 to present in PubMed was performed. Given the feasibility of prescribing

exercise therapy for patients with depression, nearly 3 years of clinical studies on the

treatments of depressive symptoms with exercise were first reviewed, comparing the

exercise programs utilized.

Conclusions: Exercise has therapeutic effects on depression in all age groups (mostly

18–65 years old), as a single therapy, an adjuvant therapy, or a combination therapy,

and the benefits of exercise therapy are comparable to traditional treatments for

depression. Moderate intensity exercise is enough to reduce depressive symptoms, but

higher-dose exercise is better for overall functioning. Exercise therapy has become more

widely used because of its benefits to the cardiovascular system, emotional state, and

systemic functions.

Recommendations: Aerobic exercise/mind-body exercise (3–5 sessions per week with

moderate intensity lasting for 4–16 weeks) is recommended. Individualized protocols

in the form of group exercise with supervision are effective at increasing adherence

to treatment.

Keywords: depression, exercise, neuroinflammation, neuroplasticity, therapeutic mechanism
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INTRODUCTION

Depression is characterized by low mood, anhedonia, and loss of
interest. It has a relatively high incidence affecting both mental
and physical health and places a heavy burden on individuals,
families, and society. The World Health Organization once
showed that ∼350 million people were currently suffering from
depression, and the disease may last for years (1). The Global
Burden of Disease project revealed that depression was now
the most serious disease burden of non-fatal neuropsychiatric
diseases, and was projected to be in the top three of all disease
burdens by 2030 (2). The financial toll of depression is enormous.
The annual cost of days lost to depression and anxiety worldwide
is estimated at $1.15 trillion, and is projected to triple by 2030 (3).
The treatment and prevention of depression is a hot and widely
studied research topic.

At present, depression therapies mainly include
pharmacotherapy, psychotherapy, biological interventions
[electric convulsive therapy (ECT), transcranial direct current
stimulation, and transcranial magnetic stimulation], and
naturopathic interventions. Antidepressants play a significant
role in the treatment of depression, but there are disadvantages
to their use, including the possibility of more and longer lasting
side effects, poor adherence to antidepressant medications,
increased risk of cardiovascular disease, low remission rate,
and high recurrence rate (4–6). Only half of patients taking
antidepressants achieve a clinical treatment effect, a decrease of
50% or more in depressive symptoms (7). In addition, dropout
rates of drug therapy ranged from 15 to 132% higher than placebo
(6). Concerns about antidepressant efficacy and tolerability in
patients have led to interest in non-pharmacological treatments
for depression (5). Compared with medication therapy, patients
who are particularly averse to drugs and worry about side
effects prefer non-medication therapy (5). In Steffi et al.’s
interview of patients with depression (8), among the treatment
options of psychotherapy, natural remedies, acupuncture,
relaxation, psychotropic drugs, meditation/yoga, and ECT,
psychotherapy was identified as the most favored treatment in
cases of depression, with half of the interviewees identifying
it as their first choice, while psychotropic drug treatment was
ranked fourth. Non-pharmacological interventions may have
a beneficial effect on relapse rates following treatment (9) and
lower adverse effects (5). Therefore, exercise therapy, as an
emerging non-pharmacological treatment, is a new feasible
choice in the treatment of depression. It is simple to perform
(10). Additionally, such therapy has a low cost (10, 11) and has
almost no side effects (10, 11). It can prevent recurrence (12), has
a positive role in overall body function (11), and has no stigma.
A growing body of research has shown that exercise can relieve
symptoms of depression, and that it can be used as an adjunct or
individual treatment.

A systematic review of English language literature published
from 2010 to present in PubMed was performed, with 822 studies
searched. Terms included in the cross-searches were: depression,
exercise, physical activity, swimming, aerobic exercise, non-
pharmacological treatment, and exercise therapy. Randomized
controlled studies, case-control studies, reviews, and animal

experiments were included in our work. Inclusion criteria were:
(1) treatment with an exercise program; (2) patients with
depression or depressive symptoms estimated by depression
scales such as the Hamilton Depression Scale, Beck Depression
Inventory and the Diagnostic and Statistical Manual of Mental
Disorders; and (3) the outcome measures included primary
depression outcomes (cognition, mood state, and psychometric
outcomes), or associated health outcomes (quality of life, anxiety,
cardiorespiratory system, physiological outcomes, etc.). The
literature screening process excluded articles that did not address
depressive illness or depressive symptoms, and that did not
include depressive symptoms and related improvement in the
primary measures. Studies on prevention of depression were
not included.

In the last 10 years of the literature, heterogeneity in exercise
therapy programs has been found. There is no standardized
and unified program. Moreover, few studies summarize the
specific properties of exercise programs (type, intensity, duration,
and frequency), and clinical prescriptions for exercise are not
mentioned in most articles. This paper reviews observational
and interventional studies incorporating both preclinical and
clinical studies on the relationship between exercise and
depression, including the selection and comparison of exercise
programs, the effects of exercise on depression treatment and
the related mechanisms, and the role of exercise in comorbid
diseases with depression, its clinical application, and prospects.
This paper aims to investigate the feasibility and efficacy of
exercise therapy for patients with depression to appraise the
evidence and outline accepted guidelines to direct individualized
treatment plans for patients with depression based on their
individual situations.

THE SELECTION AND COMPARISON OF

EXERCISE PROGRAMS

Exercise programs are generally heterogeneous, with different
types, intensities, durations, and frequencies. The types of
exercise include aerobic, non-aerobic, and mind-body exercise.
In clinical research, exercise types include walking (13–
18), various types of bicycle use (bicycle, stationary bicycle,
ergometric bicycle, and recumbent bicycle) (4, 19–30), swimming
(29), jogging or treadmill use (20, 23, 24, 27, 28, 31), cross-
training (22), jumping rope (22), use of “transport” machines
(23), step aerobics and cardio-kickboxing (15), resistance
exercises using TheraBand, dumbbells, Swiss Balls, etc. (29),
stretching exercises (19, 32–34), free weight training (35),
traditional Chinese exercises such as Taijiquan and Qigong
(36–39), yoga (15, 32–34, 40), and Pilates (15, 41). Aerobic
exercise was the most selected intervention in the experiments.
To improve participants’ compliance, several types of exercises
were provided for participants to choose from (20). Various
forms of exercise, including yoga, resistance, and aerobic exercise,
have shown beneficial effects on the mental health of young
people (42). Similarly, mind-body exercise, aerobic exercise,
and resistance exercise are effective treatments for depressive
symptoms in elderly patients (43).
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In clinical trials, the most common way to determine exercise
intensity is to set the amount of time each week or each day.
Other studies have also utilized metabolic equivalent (MET)
(44), heart rate (HR) or maximal heart rate (HRmax) (4, 14,
20, 21, 24, 44–46), maximal oxygen uptake (VO2 max) (4,
44, 47, 48), maximum power output (Wmax) (49), Borg Scale
(16, 28), kilocalories burned per kilogram of body weight per
week (KKW) (20, 24, 47), and ratings of perceived exertion
(RPE) (4, 14, 24, 27, 48–50). Moderate-intensity exercise is the
most popular choice in previous studies, but the standard for
moderate exercise remains equivocal. In addition, high-intensity
exercise programs and low-intensity exercise programs may
also produce positive results. Low-intensity exercises include
yoga, stretching exercises, mechanical exercises, and combined
exercises, which are sometimes utilized in control groups in
experiments. Moderate- and high-intensity exercise programs
are often considered to have a greater antidepressant effect, but
a higher intensity program often has lower compliance and a
higher dropout rate (51). Hence, various factors, such as the
intensity, longevity, and sustainability of exercise, need to be
taken into consideration (52). There is no standardized exercise
therapy program at present, and individualized treatment
programs may play a role in the efficacy of exercise therapy.

In addition to a single-type exercise program, several studies
(19, 53) combine different types of high-intensity and low-
intensity exercises to form a systematic and structured exercise
program. Similarly, one experiment (22) chose an exercise
program that had both high-intensity (16–17 on the Borg Scale)
and low-intensity (13–14 on the Borg Scale) exercises, resulting
in improvements in the Montgomery-Asberg Depression Rating
Scale (MADRS) score (mean change=-10.3, 95% confidence
interval (CI) [−13.5 to −7.1], p = 0.038) and cardiovascular
fitness (mean change= 2.4ml oxygen/kg/min, 95% CI [1.5–3.3],
p = 0.017) in the exercise group. The duration of the exercise
program ranges from 4 to 24 weeks, with most experiments
choosing 12 weeks. Another publication chose a single exercise
session (17), but only showed a transient regulation effect. Only
a handful of studies had follow ups at 6-month or 1-year periods
to examine long-term effects, and in one 16-month work (54),
patients with MDD (major depressive disorder) were followed
for up to a year after 4 months of aerobic training. The results
showed that regular exercise during the follow-up period seems
to enhance the beneficial effects of short-term exercise and
augment the efficacy of antidepressants. In a 12-month follow-
up in another study (34), no increase was found in the severity
of depression among patients with mild to moderate depression,
suggesting that the beneficial effects of exercise on depression
were not temporary. However, few studies are followed up, and
more evidence is consequently needed. The frequency of exercise
was based on the number of days or sessions per week, and most
of the trials adapted exercise protocols with 3–5 days/sessions
per week.

It is controversial whether the intensity and dose of exercise
improves depressive symptoms differently. Hanssen et al. (4)
demonstrated that both high-intensity low volume (HILV) (25
repetitions of 30 s high-intensity intervals at 80% VO2 max)
and moderate continuous aerobic training (MCT) (20min

at a constant pace of 60% VO2 max) exercise regimens
(three times a week for a period of 4 weeks) significantly
reduced the depression severity index, with the former being
superior. Similarly, one work has found that a higher dose
(intensity, duration, and frequency) according to public health
guidelines improved depressive symptoms more greatly than a
lower dose of exercise (33). Compared to moderate exercise
intensities, higher intensities are able to increase circulating
brain-derived neurotrophic factor (BDNF) (55), a neurotrophin
that is decreased significantly in depression patients. Commonly,
moderate and vigorous exercise both improve the level of
depression in patients with moderate depression, but very
low-intensity exercise has no effect (46). A meta-analysis
(56) concluded that moderate exercises, aerobic exercises, and
interventions supervised by exercise professionals were more
effective in MDD patients, and the benefits of exercise may
have been underestimated in previous meta-analyses due to
publication bias. However, other studies (33, 48) have suggested
that the effect of exercise on depression is independent of the
dose, intensity, or other natures of exercise. Exercise intensity
may not be the main factor affecting depressive relief, as
light exercise is sufficient to improve the outcome of late-life
depression (25). Additionally, low-intensity mind-body exercise
(such as yoga) has a significant effect as a treatment for depression
(43). One probable explanation for why light exercise is more
beneficial than moderate exercise is that the former is easier to
perform and patients gain a greater sense of self-esteem and
control (33).

This paper suggest that aerobic exercise was the most selected
intervention in the experiments and moderate intensity was
chosen the most though the standard for moderate exercise
remains equivocal. The duration of the exercise program
ranges from 4 to 24 weeks, with most experiments choosing
12 weeks. Most of the trials adapted exercise protocols
with 3–5 days/sessions per week. Consequently, there is
no standardized exercise therapy program at present, and
individualized treatment program may play a role in the efficacy
of exercise therapy. This article provides a summary table of
clinical studies of exercise therapy for depression or depressive
symptoms in recent years, listed in Table 1. Many of the latest
studies (18, 30, 37, 38, 41, 66–69) are included.

THE MECHANISMS OF EXERCISE

THERAPY FOR DEPRESSION

It is widely known that exercise has beneficial effects on
depressive symptoms and body functions. However, more
research is needed into the mechanisms underlying the
antidepressant effects of exercise. Most studies on the
mechanisms of the antidepressant effect of exercise are
rodent studies, and some clinical studies are involved as well.
Therefore, we have synthesized rodent research and human
studies to summarize the mechanisms of the antidepressant
effect of exercise.

The mechanisms of exercise therapy for depression are related
to psychological mechanisms and physiological mechanisms. The
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TABLE 1 | The effects of recent exercise interventions in patients with diagnosed depression.

References Sample Interventions Main findings Possible mechanisms Recommendations

Blumenthal et al.

(57)

148 MDD patients

Mild to moderate severity

About 51-year-olds

16 weeks aerobic exercise, 3

sessions/week, a target heart rate

(HR) ranges of between 70 and

85% of HR reserve; each session

lasted 45min

• Home exercise, supervised exercise and

sertraline groups decreased state anxiety

scores [standardized difference = 0.3

[95% CI = −0.6, −0.04]; p = 0.02],

compared to controls

• There is no significant difference in anxiety

scores in the sertraline group compared to

the exercise groups (standardized

difference = all exercise vs. sertraline =

0.13; 95% CI = −0.11, 0.37; p = 0.29)

• Exercise gives people a

greater sense of engagement

in life

• Exercise increases feelings of

control, independence and

mastery, feelings of

empowerment and well-being,

and confidence

• Physical improvements help

people feel more confident

and capable of positively

influencing mood

• Aerobic exercise (i.e.,

cycling, treadmill walking

or running) (≥3

sessions/week with

moderate-to-vigorous

intensity) is beneficial for

mild to severe depression.

Schmitter et al.

(58)

120 MDD adult outpatients 12 weeks running or indoor cycling,

3 sessions/week, moderate

intensity (64–76% of HRmax); each

session lasted 45min

• Results may improve treatment outcomes

in MDD

• Results may facilitate implementation of

prescriptive exercise treatment in

outpatient settings

Abdelbasset

et al. (59)

69 patients with depression and

heart failure

Mild to moderate severity

40–60-year-olds

12 weeks aerobic exercise

programs (low to moderate intensity

exercise program: first 6 weeks at

40–50% of the max HR, last 6

weeks at 50–70% of the max HR;

moderate-intensity exercise

program: at 60–70% of max HR), 3

sessions/week; each session lasted

20–45min

• Low to moderate intensity exercise

program reduced the severity of

depression (PHQ-9 scores: 16.12 ± 3.1 at

baseline, 7.74 ± 3.26 at 6 weeks; 3.65 ±

1.21 at 12 weeks)

• Moderate-intensity exercise program

reduced the severity of depression (PHQ-9

scores: 16.34 ± 2.58 at baseline, 7.83 ±

3.22 at 6 weeks; 3.12 ± 1.18 at 12 weeks)

• Non-significant differences were between

the 2 exercise programs

Imboden et al.

(30)

42 patients with depression

Major depression (HDRS-17 score

was >16)

18–60-year-olds

6 weeks aerobic exercise, moderate

intensity (60–75% of maximal heart

rate), 3 sessions/week; each

session lasted 45min

• Short-term time effects were found in both

groups for symptom-severity, mental

toughness, physical self-description

endurance score, cognitive flexibility, and

body mass index (i.e., HDRS-17: AE: 22.0

± 4.0 at baseline, 10.2 ± 6.5 at

post-treatment; Control group: 20.9 ± 2.6

at baseline, 10.0 ± 7.8 at post-treatment)

• Aerobic exercise (AE) was associated with

comparably large depression alleviation vs.

stretching exercise and with add-on

benefits on working memory.

Özkan et al. (60) 65 women with postnatal

depression

Pretest mean scores of the

exercises (16.41 ± 1.61) and

control group (15.74 ± 2.35) by

Edinburgh postpartum depression

scale (EPDS)

28.90 ± 4.83 years old

4 weeks exercise, ≥5 days/week,

mild to severe intensity; each

session lasted ≥30min

• Exercise decreased the severity of

depressive symptoms experienced in the

postpartum period (Posttest EPDS:

exercises group participants: 7.29 ± 1.67,

control group participants: 12.54 ± 2.65)

• Exercises done in the postpartum period

can enable psychosocial well-being,

less anxiety

• Exercise increases the level of

serotonin in the brain

(Continued)
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TABLE 1 | Continued

References Sample Interventions Main findings Possible mechanisms Recommendations

Liu et al. (61) 213 centrally obese adults with

depression

19–77-year-olds

24 weeks tai chi, 3 sessions/week;

each session lasted 90min

• Intervention improved physical functioning,

role physical, and role emotional for the

SF-36 subscales at 12 and 24 weeks [i.e.,

Between-group difference (95% CI): 15.1

(4.3–25.9) at 3 months; 18.0 (7.0–29.0) at

6 months (p < 0.01)]

• Exercise increases emotional

well-being, feelings of

positivity, psychological

self-efficacy and functional

abilities, decreases pain

• Exercise reduces the secretion

of corticotropin, leads to a

reduction in the sympathetic

activity and helps modulation

of

neuro-endocrine-immunologic

pathways

• Yoga increases the activity of

the GABA system to

improve mood

• Mind-body exercise

(i.e., yoga, tai chi) is

recommended to last

longer per session than

aerobic exercise.

• High-dose yoga may have

greater improvements on

all scales than

low-dose yoga.

Streeter et al.

(62)

28 MDD patients

Moderate severity

18–55-year-olds

12 weeks yoga, 2 sessions/week in

low-dose group and 3 in high-dose

group; each session lasted 90min

• Both high-dose and low-dose group

improved BDI-II scores (Low-dose group:

from 27.73 ± 8.00 to 10.20 ± 10.21;

high-dose group: from 24.38 ± 7.21 to

4.92 ± 4.54)

Scott et al. (63) 32 adults with MDD

18–65-year-olds

20 weeks yoga, high-dose group

(HDG) (three 90-min yoga classes

and four 30-min homework

sessions per week), low-dose

group (LDG) (two 90-min yoga

classes and three 30-min

homework sessions per week)

• Significant improvements in all outcome

measures (depression, anxiety, sleep

quality, etc.) were found for both groups,

with acute and cumulative benefits

• HDG showed greater improvements on all

scales (i.e., Patient Health Questionnaire:

Low-dose: 4.867 ± 3.563; high-dose:

3.400 ± 2.473 at 12 weeks)

Haussleiter et al.

(64)

111 inpatients

Major depression

45.05 ± 12.19 years old

6 week standardized guided

exercise therapy (GET) and

self-organized activity (SOA), 3

sessions/week; each session lasted

50min

• GET was superior to SOA in reducing

depression symptom severity (p = 0.017),

specifically improving suicidality (p =

0.028) as well as time (p = 0.003) and

severity of diurnal variation (p = 0.027)

• The effects may be associated

with improvement of the

immune system, control of

body weight, etc.

• The effects may be associated

with increased serum

insulin-like growth factor

1 levels

Studies of comparison

classes:

• The exercise program with

instruction was superior

to the program without

instruction.

• Both aerobic and

stretching exercises have

considerable

antidepressant effects.

The type of exercise may

not affect antidepressant

effects much.

Moraes et al.

(65)

27 older patients with MDD

60–81-year-olds

12 weeks aerobic training (AT),

strength training (ST), control group

(CG), moderate intensity (AT: 60%

of the VO2 max or 70% of the

HRmax; ST: 70% of the maximum

strength capacity; CG: low

intensity), 2 sessions/week; each

session lasted 30min

• Compared with the CG, the AT and ST

groups reduced depressive symptoms (i.e.,

HAM-D score: AT: 14.33 ± 2.82 before

and 7.44 ± 2.06 after, ST: 13.44 ± 3.46

before and 8.55 ± 2.87 after, CG: 14.57 ±

1.81 before and 13.42 ± 2.07 after)
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former includes psychosocial and cognitive factors; the latter
includes anti-inflammatory effects, neuroplasticity mechanisms,
etc. The biochemical factors involved include β-endorphin (20),
vascular endothelial growth factor (VEGF) (70), brain-derived
neurotrophic factor (BDNF) (20, 49, 71), 5-hydroxytryptamine
(5-HT) (20, 70), insulin-like growth factor 1 (IGF-1) (70,
72), histone methyltransferase G9a (73), neuropeptide oxytocin
(OXT) (73), arginine vasopressin (AVP) (73), and several others
(74–77), which will be introduced in detail below.

Psychosocial and Cognitive Factors
Person-centered physical therapy approaches (person-centered
aerobic exercise using intervals with higher perceived intensity
for 10 weeks) (22), in which investigators explored the patient’s
perceived needs and beliefs based on humanism, typically have
a better outcome in treating depression. This finding, as well
as the significant effects of mind-body exercise on depression
mentioned above, suggested the role of psychological factors in
the improvement of depressive symptoms through exercise, at
least to some extent.

Combining the results of previous studies, exercise can
enhance self-worth and self-esteem after receiving positive
feedback (78), and may augment self-efficacy, self-confidence,
sleep quality, and life satisfaction (20, 26, 79, 80). Physical
therapist-guided aerobic exercise enhanced the feeling of being
alive and made them feel that they were doing something good
for themselves (79). A review (81) that conducted non-systematic
searches to identify mechanisms of the antidepressant effect of
exercise provided evidence that exercise can promote self-esteem,
self-perception, and self-efficacy and can enhance social support
to create a buffer against depressive symptoms. For cognitive
function, a 12-week, multimodal exercise program of 70–90%
HRmaxmay play a role in transferring negative thoughts of youth
with MDD (53). Some studies (80, 82) also suggested that during
exercise interventions, patients may seek social support, which
reduces loneliness. Based on the psychological and social benefits,
group exercise is generally considered to be more effective
than individual exercise, but no studies have compared their
efficacies to each other (individual compared to group exercise).
In addition, exercise may also be related to mechanisms involved
in behavioral activation (53).

Anti-inflammatory and Anti-oxidant

Factors
Neuroinflammation is well-known to play a key role in the
pathogenesis of depression. In the central nervous system (CNS),
microglia are best known as the key immune cells of the brain
(83). Findings have shown that activation of microglia under
pathological conditions leads to a decrease in neurogenesis
(84) and the release of a large number of inflammatory
factors, including interleukin-18 (IL-18), interleukin-1β (IL-
1β), interleukin-6 (IL-6), and tumor necrosis factor-α (TNF-
α), which exerted neurotoxic effects and cause depression and
anxiety (85). A large number of studies have confirmed that
stress can cause the activation of microglia and the release
of proinflammatory factors (85, 86). Caspase-1 is the effector
protein of the nucleotide-binding and oligomerization domain

(NOD)-like receptor (NLR) protein 3 (NLRP3) inflammasome,
a member of the NLR family of cytosolic pattern recognition
receptors (87). The inflammasome is known to consist of the
NLR family member NLRP3, the apoptosis-associated speck-
like protein containing a caspase recruitment domain (ASC)
adaptor protein and the effector protein caspase-1. It has been
revealed that after exposure to stressors, assembly of the NLRP3
inflammasome increases, leading to an increase in the protein
levels of ASC and cleaved caspase 1 (88). NLRP3 continuously
cleaves IL-1β and IL-18 precursors into mature IL-1β and
IL-18 through activated caspase-1, thereby producing a large
number of downstream inflammatory mediators (89). After
caspase-1 is activated, cleaved caspase-1 is released from the
inflammasome (90). Thus, we proposed that exercise alleviates
depressive symptoms through antidepressant effects, although
the mechanism of exercise therapy for depression has not been
fully elucidated.

The anti-inflammatory effect of exercise has been mentioned
in articles (12, 53, 72, 74, 75). Sixteen-week exercise (dose
recommendations based on the Ainsworth Compendium of
Physical Activities) with at least four 40-min homework exercise
sessions per week, consisting of at least moderate physical
activity, increases the production of the anti-inflammatory
cytokine IL-10 and reduces the production of proinflammatory
cytokines, proinflammatory markers, and cytokines such as C-
reactive protein (CRP) and IL-6 in MDD, which may be the
mechanism of its antidepressant effect of depression (75). A
clinical investigation by Ventura et al. (76) showed that aerobic
exercise programs, of which in-clinic training consisting of a
combination of moderate intensity aerobic exercises (1-min
intervals) andmoderate to high intensity strength and calisthenic
conditioning (1-min intervals) for 45min twice a week over
a period of 6 months, can reduce IL-6 levels in patients with
schizophrenia, and that the reduction of pro-inflammatory IL-
6 level was significantly associated with reduced depressive
symptoms, suggesting that exercise plays an important role in the
anti-inflammatory mechanism in the treatment of depression.
More research is needed to illustrate the anti-inflammatory effect
of exercise.

Oxidative stress (OS)-related endothelial damage is associated
with the occurrence and development of a variety of diseases,
such as vascular depression and late-life depression (91).
Moderate aerobic exercise reduces OS and inflammation, reduces
endothelial damage, improves endogenous antioxidant defense
systems, and promotes the expression of superoxide dismutase,
glutathione peroxidase, and glutathione reductase. It also reduces
the concentration of several inflammatory biomarkers, such
as IL-6, homocysteine, and tumor necrosis factor-α (TNF-α),
and restrains the activity of NADH oxidase (74, 91). Brocardo
et al. (92) illustrated that voluntary wheel running alleviated
depression-like symptoms in male rats from prenatal ethanol
exposure and that the positive effects of exercise were linked to
increased levels of antioxidants such as glutathione. Moreover,
an animal study (93) has demonstrated that exercise increased
the endothelial nitric oxide synthase (eNOS) expression and
activation both in the vascular wall and in the perivascular
adipose tissue, which was associated with lowering ROS in
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the vascular wall, leading to the improvement of the vascular
function. In addition, the inhibition of hippocampal DNA
oxidation (11) was also mentioned. In clinical studies, 12-week
aquatic exercise in depressed elderly individuals (n = 92) was
shown to reduce depression and anxiety, and decreases oxidative
stress (94).

Neurogenesis and Neuroplasticity
The antidepressant effects of exercise are associated with
enhanced neurogenesis in the adult hippocampus, increased
synaptic growth, and synaptic plasticity (47, 74, 95, 96), which
effectively stimulate neurogenesis in the hippocampal dentate
gyrus (DG) and promote hippocampal growth (12, 97). Within
the signaling pathways, two related growth factors are VEGF and
IGF-1 (70). Research by Tang et al. (98) indicated that exercise
increases the expression of oligodendrocyte-related proteins
and the number of oligodendrocytes in the hippocampus of
rats with depression. In previous studies, growth-associated
protein 43 (GAP-43) and synaptophysin (SYN) were involved
in the alterations of hippocampal plasticity in mice, and
SIRT1/microRNA, CREB/BDNF, and AKT/GSK-3β signaling
pathways may be related to the regulation (77). Exercise also
promotes neural differentiation, enhances the plasticity of new
neurons by increasing the complexity of dendrites and the
short-term synaptic plasticity of some nerves, and has pro-
neurogenic action of progenitor cells of the hippocampus (95).
Ma et al. (96) examined the roles of physical exercise in inducing
hippocampal neurogenesis in humans and rodents to determine
its effectiveness in the prevention or decline of cognition,
confirming that physical exercise induces neurogenesis including
proliferation, differentiation, survival, maturation, and function.

BDNF is associated with neuronal survival and synaptic
plasticity (17), and a growing body of research suggests that
BDNFmaymediate exercise to improve depressive-like behavior.
Szuhany and Otto’s studies of outpatients with MDD and
persistent depression (99) demonstrated that both acute and
regular exercise caused an increase in BDNF. Several additional
studies (49, 71) have also linked BDNF to neurogenesis and
plasticity. A study of elderly women with major depression
showed that a single exercise session significantly increased
serum BDNF levels; however, it showed a significant secondary
decrease in BDNF serum levels after 30min of rest (17),
suggesting that acute exercise might be beneficial for MD
treatment and further studies including the effects of long-term
exercise on BDNF serum levels are needed. However, to date
there are no reports of sustained augmentation of BDNF after
acute exercise (74). Differences between studies suggest that more
longitudinal studies are needed to demonstrate the relationship
between exercise and BDNF.

In addition, exercise causes an increase in neurotransmitters
associated with increased activity of dopamine, 5-
hydroxytryptamine, and noradrenaline in the central nervous
system (CNS) (28, 74, 100). The volume and structural integrity
of the hippocampus, anterior cingulate cortex (ACC), prefrontal
cortex, and corpus callosum and alteration of the responsivity
of the ventral striatum are also related to the neural mechanism
of exercise therapy for depression (100, 101). A more recent

study (102) also confirmed that moderate-intensity (which was
defined as 50–70% of maximum heart rate) aerobic exercise,
consisting of 30min running, 4 days per week for 3 months, can
induce structural changes in the rostral ACC in adolescents with
subthreshold mood syndromes.

Other Physiological Factors
The relationship between exercise and the hypothalamic pituitary
adrenal (HPA) axis is complex and is influenced by the different
natures of exercise and stress and the characteristics of the
research population (74). There is experimental evidence that
short-term running stimulates neurogenesis in rats, while long-
term exercise may be turned into a stressor by the activation of
the HPA axis, which reduces the rate of cell proliferation (97).

Swimming can alleviate the depression-like behavior of rat
offspring, which is associated with mitochondrial movement
related to O-GlcNAc transferase (OGT), which includes the
PINK1/Parkin and AKT/GSK3 signaling pathways. Another
study (103) has also shown that this effect was related to the
improvement of mitochondrial morphology and function, which
illustrated that hippocampal ATP production and mitochondrial
membrane potential of rats in the exercise group increased
significantly, while the production of mitochondrial superoxide
decreased significantly; also, the high HPA activity in rats with
depression was reversed. Endurance exercise has also been
shown to stimulate mitochondrial biogenesis in a wide range of
tissues (74).

The neuroimmune mechanisms of exercise include an
increase in the number of macrophages entering the CNS
in cellular immunity, the upregulation of CXCL1, CXCL12,
MKP-1, and IGF-1 in humoral immunity, and the activation
of anti-inflammation and antioxidation, as detailed in Harris
Eyre’s review (104). The downstream changes were as follows:
(1) HPA axis: glucocorticoids (GCs) were downregulated, and
glucocorticoid receptor (GR) receptor activity and density
increased. (2) Neurodegenerative changes: neuronal proliferation
increased, metabolism decreased, BDNF was upregulated, and
caspase activation decreased. (3) Monoamine metabolism: 5-
HT and NA were upregulated, and indoleamine-2,3-dioxygenase
(IDO) and quinolinic acid (Quin) were downregulated.

The antidepressant effects are related to hormonal responses.
The mechanisms involved include increased testosterone levels
(11) and endorphins release (46) as well. Resistance exercise
has been shown to elicit a significant acute hormonal response,
involving hormones including testosterone, growth hormones
(GH), cortisol, insulin-like growth factors (IGFs), insulin,
catecholamine, and other hormones, as detailed in Kraemer’s
review (105).

It is also believed that exercise regulates the metabolism of
kynurenine, which enhances antidepressant ability (106–108).

THE THERAPEUTIC EFFECT OF EXERCISE

ON DEPRESSION

The beneficial effects of exercise on depression and depressive
symptoms have been demonstrated in the last decade, with a large
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body of research supporting the effect of physical exercise on
reducing depressive symptoms in patients (26, 95). For instance,
a study (30) aimed at patients with depression (aged 18–60)
revealed regardless of aerobic exercise or stretching exercise,
there was a significant short-term time effect for symptom
severity [Hamilton Depression Rating Scale 17 (HDRS17):
p < 0.001, η

2
= 0.70; BDI: p < 0.001, η

2
= 0.51], mental

toughness (p < 0.001, η
2
= 0.32), physical self-description

endurance score (p = 0.013, η
2
= 0.16), cognitive flexibility

(p = 0.013, η2
= 0.14), and body mass index (BMI) (p = 0.006,

η
2
= 0.19). A meta-analytical review (109) that included 1,452

clinically depressed adults revealed that large effects in favor of
exercise were found, irrespective of the exercise mode and study
quality, compared to the control condition.

A summary of clinical studies over the past 3 years on the
exercise effects on depression is provided in Table 1. Aerobic
exercises (i.e., stride walking, treadmills, cycling, cross trainers)
for people with other conditions (schizophrenia, dementia,
chronic stroke, at high risk of depression, etc.) (18, 66, 72, 107,
110–124) and mind-body exercises (i.e., yoga, tai chi, Qigong,
Ba-Duan-Jin, Pilates) for people with other conditions (healthy
state, menopause, aging, scleroderma, Parkinson’s disease,
fibromyalgia, HIV, etc.) (37, 39–41, 120, 125–136) were proven
to improve depression, anxiety, cognitive function, and overall
functions such as sleep quality, psychological well-being, sexual
function, and cardiorespiratory fitness as well. Although aerobic
exercise and mind-body exercise are the most studied types of
exercise with significant results, resistance exercise, stretching
exercise, endurance exercise, and other types of exercise have
also proven to be effective treatment options for depression (67,
72, 107, 110, 137–140). Structured/combined exercise (including
resistance, aerobic, strength, balance, relaxation, and endurance
exercise) is recommended (53, 69, 141–151); however, there have
been no studies comparing structured exercise with a single
exercise program.

Existing studies have almost covered patients with depression
in a wide range of characteristics. Most of the research subjects
were adults (18–65 years old), and a few subjects were teenagers
and elderly people. Exercise benefits young people in terms
of improving their mental health, and there is a bidirectional
relationship between physical activity and adolescent mental
health (42). Nasstasia et al. (53) used a structured multimodal
exercise program combined with motivational interviewing
(MI) as adjunctive therapy in patients aged 15–25 with major
depression (MDD), resulting in a significant difference in the
revised Beck Depression Inventory II (BDI-II) cognitive and
affective subscales of the intervention group after treatment
and improved somatic health and behavioral activation. Several
studies of patients with late-life (older than 65) depression (152)
have also confirmed that exercise reduced depressive symptoms.

There are a number of trials (29, 153–155) that have
failed to prove the efficacy of exercise in treating depressive
symptoms. For instance, clinical research in 2012 has shown
that the provision of tailored advice and encouragement for
physical activity did not improve depression outcomes or
antidepressant use in adults with depression when compared
with usual care (156). In Table 1, there are two experiments

that failed to reveal the antidepressant effect of exercise. One
study (157) reported that a sedentary program may be more
beneficial to boys’ moods than exercise. Another study (158)
reported that 1-week high cadence cycling failed to improve
depression symptoms. Methodological weaknesses, excessively
severe depressive symptoms in participants, discrepancies in the
mean age of the sample, imperfect exercise programs, and bias
would affect the results.

The Role of Exercise in the Treatment of

Depression—As a Single Therapy, an

Adjuvant Therapy, or a Combination

Therapy
Exercise can be used as a single treatment for depression (47). As
a single therapy, one clinical trial (24) reported that depressive
symptoms were significantly reduced in MDD patients (58%)
after 8 weeks of moderate aerobic exercise, compared with 22%
in the placebo group.

As a therapy to treat depression, exercise is an intervention
with moderate and significant effects that can be used as an
independent approach and as an adjuvant to antidepressant
therapy (159). Aerobic exercise has been performed as an
independent intervention and as an adjunct intervention to
medication and psychotherapy (160). For patients with major
depression who are resistant to medication, moderate intensity
exercise as an adjunct intervention can ameliorate depressive
and functional parameters (13). For MDD patients, the addition
of exercise therapy to sertraline therapy was associated with a
higher rate of depression relief and a significant improvement
in symptoms than the sertraline-only group, with improvements
observed from the end of the 4th week of exercise (161,
162). As adjunct treatments to pharmacotherapy for major
depressive disorder (MDD) in older persons, the aerobic training
and strength training groups showed significant reductions in
depressive symptoms (treatment response = 50% decrease in
the pre to post intervention assessment) through the Hamilton
Depression Rating Scale and Beck Depression Inventory,
compared with the control group (65). In a clinical publication
(4) aiming to investigate the effects of different exercise
modalities on the depression severity index and arterial stiffness,
the results confirmed the positive effects of aerobic exercise as
adjuvant treatment for patients with depression. In addition, the
combination of exercise and sertraline treatment has a positive
effect on cardiac autonomic control, reducing cardiovascular risk
(163). A recent review (95) suggests that fluoxetine and running
may have similar but not completely overlapping ranges of
antidepressant effects and may therefore effectively complement
each other to relieve depression- and anxiety-like symptoms.
These findings further support the effectiveness of exercise as an
adjunct to antidepressant therapy.

Cognitive behavior therapy (CBT) is one of the three major
schools in the field of psychotherapy. The combination of
exercise and CBT has a greater improvement for mild to
moderate depression, suicidal ideation, and activities of daily
living than CBT alone (16), and an exploratory randomized
controlled trial reported that the combination of CBT and
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exercise had an anti-inflammatory effect by increasing IL-10
and reducing CRP in patients with major depression (75). The
initial phase of cognitive activation allows patients to find the
benefits of exercise on a psychological level and thus increase
their motivation to exercise, which in turn benefits patients
with depression more, making this is a benign combination.
In addition, there is preliminary evidence (160) that suggests
the feasibility of combining repetitive transcranial magnetic
stimulation (rTMS) with aerobic exercise.

Evidence suggests that exercise programs can improve
depressive symptoms and overall functioning as an adjunct to
traditional therapies such as medication or psychotherapy.

Comparison of Exercise Therapy With

Other Therapies or Between Exercise

Therapies
Exercise therapy is believed to be equivalent to psychotherapy
and medication therapy (32). A meta-analysis (159) showed
that when compared with established psychotherapy (cognitive
behavioral therapy, interpersonal psychotherapy, and cognitive
therapy) or antidepressant treatment, there was no difference in
the therapeutic effect of exercise. Another meta-analysis (164)
specifically compared exercise therapy and selective serotonin
reuptake inhibitor (SSRI) antidepressant treatment and found
no difference in efficacy. Chronotherapy is the application of
temporal pharmacology to improve efficacy and reduce adverse
reactions. Exercise therapy is less effective than chronotherapy
in patients with major depression (165), but both therapies are
viable treatments, with depressive symptoms continuing to be
improved and remitted during long-term follow-up. In addition
to the comparisons between exercise therapy and traditional
treatment methods such as medication and psychotherapy, there
are some studies comparing exercise methods with different
doses or different programs (4, 63–65, 166–173). The following
information can be obtained from existing studies: The benefits
of exercise therapy are comparable to traditional treatments for
depression (168–170). In general, moderate intensity exercise is
enough to reduce depressive symptoms, but higher doses are
better for overall functioning (4, 63, 166). Mind-body exercise
or aerobic exercise under supervision are recommended, and
they are superior to stretching exercise and breathing exercise
(30, 64, 171, 172).

The Role of Exercise in Depression

Combined With Other Diseases
Currently, an increasing number of people focus on combined
depression because the prognosis of the patient is generally
worse when disease is combined with depression. As a treatment
for these patients, exercise has a considerable beneficial effect
(174). For example, exercise reduced the depressive symptoms
of cancer patients with primary lung cancer, chemotherapy
cancer, and gastroesophageal junction cancer (14, 19, 107).
While reducing the depressive symptoms of diabetes and other
chronic diseases, exercise can also reduce cardiovascular risk
factors and improve psychological status and the quality of
life (36, 175). For clinical heart failure patients, exercise has
obvious benefits for depressive symptoms, and the beneficial

effects are consistent regardless of age, intervention duration,
exercise settings, and test quality (78). In addition, exercise has
a certain degree of curative effect on depressive symptoms and
the overall function of patients with schizophrenia, Alzheimer’s
disease, Parkinson’s disease, hemodialysis, arthritis, and other
rheumatisms, heart transplantation, multiple sclerosis, etc. (10,
95, 140, 176–179). In prenatal and postpartum depression,
exercise is an effective treatment method, which has been
confirmed by several studies (82, 180). Consequently, exercise
therapy has become more widely used because of its benefits
to the cardiovascular system, emotional state and systemic
functions. The advantages of exercise therapy are reflected when
the body has contraindications to drugs.

Additional Effects of Exercise
Exercise as an optional treatment for depression can not only
improve depression symptoms and reduce their severity, but
also has a positive effect on the overall function of the body,
cardiorespiratory fitness (45, 181), and cognitive function (24,
26). As mentioned earlier, the combination of structural physical
exercise and sertraline treatment may be beneficial to the
autonomous cardiac control of elderly MDD patients (163).
Another large sample study (44) showed that the combination
of exercise and sertraline can also improve the risk factors for
coronary heart disease in patients with MDD and reduce the risk
of atherosclerotic cardiovascular disease (ASCVD). In addition,
exercise improves arterial stiffness (4).

Many depressed patients have persistent symptoms after
taking antidepressants, such as cognitive impairment. One
investigation (182) explored the effects of different doses of
exercise on the cognitive function of MDD patients and
concluded that the cognitive function of participants in the high-
dose group [16 kcal per kg per week (KKW)] was significantly
improved compared to that of the low-dose group (4 KKW).
In both groups, depressive symptoms and cognitive functions in
multiple areas, such as psychomotor speed, visuospatial memory,
and executive function, were improved. On the other hand, a
systematic meta-analysis by Sun et al. (183) reported that exercise
failed to show significant effects on the overall cognitive function
and individual cognitive domains of MDD patients. However,
interventions that combine physical exercise with cognitive
activities can significantly enhance overall cognitive function.
Low-intensity exercises show a more positive effect than high-
intensity exercises, which may be related to better compliance
with low-intensity exercises. There is direct evidence that exercise
can improve the performance of cognitive tasks such as spatial
memory, pattern separation, situational fear adjustment, and new
object recognition (95). The multiple beneficial effects of exercise
therapy make its clinical application more valuable.

FUTURE DEVELOPMENT AND

APPLICATION OF EXERCISE TO THE

TREATMENT OF DEPRESSION

One of the first ideas that suggested exercise as a preventative
and therapeutic approach to depression was proposed by Brown
(184), but there were no clinical studies of exercise therapy in
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depression at that time. Since the 1990s, there has been a growing
awareness of the link between exercise and mental health. There
is also a growing body of research on the effects of exercise on
physical and mental illnesses such as depression and anxiety.
In 1992, an investigation confirmed that high-intensity aerobic
exercise had positive effects on well-being in an adolescent
population (185).

Currently, the relevance of the exercise to prevent or treat
depression is well-established. However, limitations still need
to be solved. Due to the heterogeneity of exercise programs
and methods for evaluating curative effects selected in different
studies, more high-quality studies are needed to explore standard
exercise programs, the comparison of therapies, and the efficacy
of combined use. Longer follow-ups are also required to
determine the long-term efficacy of exercise. The mechanism
of exercise treatment for depression also needs further research
and exploration. A relatively large number of patients are not
willing to participate in the exercise treatment because they
lack motivation, and the feasibility of regular exercise training
at home under less supervision has not been clarified at this
time (4). The use of behavioral activation (186), mobile app
support (4), and a short duration of physical activity (187) are
promising tools to increase motivation and adherence to regular
exercise. Group and supervised exercise patterns weremore likely
to increase motivation (113). Severe depression may be better
treated with antidepressants as an initial therapy (5).

TheWorld Health Organization (WHO) and the UKNational
Institute for Health and Clinical Excellence (NICE) guidelines
recommend physical exercise as the standard complementary
treatment option for depression (109). Among previous
depression treatment guidelines, the suggestion proposed by
NICE in 2009 recommended physical exercise as the initial
treatment for mild to moderate depression (154). In Rethorst’s
review of the antidepressive effects of exercise, it was suggested
that exercise be conducted three times a week for 45–59min
per session, lasting for 10–16 weeks (188).

Currently, clinical exercise prescriptions have not yet been
widely used. The reasons why doctors do not generally prescribe
exercise include lack of infrastructure (58%), belief that exercise
prescriptions are not effective (50%), that patients do not follow
the prescription due to habit (50%), and that patients are in
poor physical condition (33%) [see questionnaires of Zanetidou
et al. (25)]. After participating in the study, most doctors changed
their views, with 80% of them prescribing medications for elderly
patients to treat their depressive symptoms. In addition to the
aforementioned questionnaire results, Murri et al. (189) also
concluded the following common views: exercise has a positive
effect on the body (“from the neck down”), but its effectiveness
in treating the core features of depression (“from the neck up”)
is not fully understood. It is believed that only strenuous exercise

is effective and that exercise is harmful to the elderly. Therefore,
some stereotypes hinder the large-scale application of exercise
prescriptions. Currently, the beneficial effects of exercise are
increasingly recognized, and more exercise is prescribed.

PROSPECTS AND CONCLUSIONS

At present, people pay more attention to lifestyle, as a healthy
lifestyle improves many disease symptoms. Exercise is expected
to be popular in the clinical treatment of depression in the future,
and the following points should be considered when prescribing
exercises in clinical practice: on the one hand, the individual
exercise program should be customized based on the patient’s age,
gender, exercise ability, financial ability, and value synergistically.
On the other hand, the patient’s personal preference should be
foremost. Additionally, the exercise plan should be supervised
or instructed by professionals such as physical therapists,
personal trainers, and other health professionals providing
regular guidance or special support.

Exercise has therapeutic effects on depression in all age groups
(mostly 18–65 years old), as a single therapy, an adjuvant therapy,
or combination therapy, and the benefits of exercise therapy are
comparable to traditional treatments for depression. Moderate
intensity exercise is enough to reduce depressive symptoms, but
higher-dose exercise is better for overall functioning. Exercise
therapy has become more widely used because of its benefits
to the cardiovascular system, emotional state and systemic
functions. Aerobic exercise/mind-body exercise (3–5 sessions
per week with moderate intensity lasting for 4–16 weeks) is
recommended. Individualized protocols in the form of group
exercise with supervision are effective at increasing adherence
to treatment.
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67. Gökşin I, Aşiret GD. The effect of progressive muscle relaxation on the

adaptation of elderly women to depression and old age: a randomised clinical

trial. Psychogeriatrics. (2021) 21:333–41. doi: 10.1111/psyg.12673

68. Tang Y, Jiang J, Shen P, Li M, You H, Liu C, et al. Liuzijue is a promising

exercise option for rehabilitating discharged COVID-19 patients. Medicine.

(2021) 100:e24564. doi: 10.1097/MD.0000000000024564

69. Izquierdo-Alventosa R, Inglés M, Cortés-Amador S, Gimeno-Mallench L,

Chirivella-Garrido J, Kropotov J, et al. Low-intensity physical exercise

improves pain catastrophizing and other psychological and physical aspects

in women with fibromyalgia: a randomized controlled trial. Int J Environ Res

Public Health. (2020) 17:3634. doi: 10.3390/ijerph17103634

70. Kiuchi T, Lee H, Mikami T. Regular exercise cures depression-like behavior

via VEGF-Flk-1 signaling in chronically stressed mice. Neuroscience. (2012)

207:208–17. doi: 10.1016/j.neuroscience.2012.01.023

71. Erickson KI, Miller DL, Roecklein KA. The aging hippocampus: interactions

between exercise, depression, and BDNF. Neuroscientist. (2012) 18:82–

97. doi: 10.1177/1073858410397054

72. Liu IT, Lee WJ, Lin SY, Chang ST, Kao CL, Cheng YY. Therapeutic

effects of exercise training on elderly patients with dementia:

a randomized controlled trial. Arch Phys Med Rehabil. (2020)

101:762–9. doi: 10.1016/j.apmr.2020.01.012

Frontiers in Psychiatry | www.frontiersin.org 12 November 2021 | Volume 12 | Article 705559341

https://doi.org/10.1016/j.jpsychores.2019.109883
https://doi.org/10.24869/psyd.2020.380
https://doi.org/10.23736/S0022-4707.20.10730-8
https://doi.org/10.1111/eip.12737
https://doi.org/10.1016/j.arr.2019.100999
https://doi.org/10.1097/PSY.0000000000000301
https://doi.org/10.1016/j.jad.2015.01.006
https://doi.org/10.1016/j.jad.2016.04.030
https://doi.org/10.1016/j.jpsychires.2011.05.002
https://doi.org/10.1016/j.beth.2016.04.003
https://doi.org/10.1016/j.psyneuen.2011.09.017
https://doi.org/10.1038/tp.2015.225
https://doi.org/10.1016/j.jad.2015.10.019
https://doi.org/10.1016/j.neubiorev.2017.04.004
https://doi.org/10.1016/j.jad.2019.08.035
https://doi.org/10.1097/PSY.0b013e31820433a5
https://doi.org/10.1016/j.psychres.2008.06.030
https://doi.org/10.1016/j.jpsychires.2016.02.023
https://doi.org/10.1002/da.23088
https://doi.org/10.1186/s12888-020-02989-z
https://doi.org/10.1097/MD.0000000000016820
https://doi.org/10.1111/ppc.12500
https://doi.org/10.1089/acm.2019.0050
https://doi.org/10.1089/acm.2019.0234
https://doi.org/10.1097/PRA.0000000000000435
https://doi.org/10.1097/NMD.0000000000001240
https://doi.org/10.1159/000503750
https://doi.org/10.1186/s12888-021-03307-x
https://doi.org/10.1111/psyg.12673
https://doi.org/10.1097/MD.0000000000024564
https://doi.org/10.3390/ijerph17103634
https://doi.org/10.1016/j.neuroscience.2012.01.023
https://doi.org/10.1177/1073858410397054
https://doi.org/10.1016/j.apmr.2020.01.012
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Xie et al. The Anti-depression Effect of Exercise

73. Kim TK, Lee JE, Kim JE, Park JY, Choi J, Kim H, et al. G9a-mediated

regulation of OXT and AVP expression in the basolateral amygdala mediates

stress-Induced lasting behavioral depression and its reversal by exercise.Mol

Neurobiol. (2016) 53:2843–56. doi: 10.1007/s12035-015-9160-z

74. Lopresti AL, Hood SD, Drummond PD. A review of lifestyle

factors that contribute to important pathways associated with

major depression: diet, sleep and exercise. J Affect Disord. (2013)

148:12–27. doi: 10.1016/j.jad.2013.01.014

75. Euteneuer F, Dannehl K, Del Rey A, Engler H, Schedlowski M, Rief

W. Immunological effects of behavioral activation with exercise in major

depression: an exploratory randomized controlled trial. Transl Psychiatry.

(2017) 7:e1132. doi: 10.1038/tp.2017.76

76. Ventura J, McEwen S, Subotnik KL, Hellemann GS, Ghadiali M, Rahimdel

A, et al. Changes in inflammation are related to depression and amount of

aerobic exercise in first episode schizophrenia. Early Interv Psychiatry. (2020)

15:213–16. doi: 10.1111/eip.12946

77. Liu W, Xue X, Xia J, Liu J, Qi Z. Swimming exercise reverses CUMS-induced

changes in depression-like behaviors and hippocampal plasticity-related

proteins. J Affect Disord. (2018) 227:126–35. doi: 10.1016/j.jad.2017.10.019

78. Tu RH, Zeng ZY, Zhong GQ, WuWF, Lu YJ, Bo ZD, et al. Effects of exercise

training on depression in patients with heart failure: a systematic review

and meta-analysis of randomized controlled trials. Eur J Heart Fail. (2014)

16:749–57. doi: 10.1002/ejhf.101

79. Danielsson L, Kihlbom B, Rosberg S. “Crawling out of the cocoon”: patients’

experiences of a physical therapy exercise intervention in the treatment of

major depression. Phys Ther. (2016) 96:1241–50. doi: 10.2522/ptj.20150076

80. Schuch FB, Dunn AL, Kanitz AC, Delevatti RS, Fleck MP. Moderators of

response in exercise treatment for depression: a systematic review. J Affect

Disorders. (2016) 195:40–9. doi: 10.1016/j.jad.2016.01.014

81. Kandola A, Ashdown-Franks G, Hendrikse J, Sabiston CM, Stubbs B.

Physical activity and depression: towards understanding the antidepressant

mechanisms of physical activity. Neurosci Biobehav Rev. (2019) 107:525–

39. doi: 10.1016/j.neubiorev.2019.09.040

82. Daley AJ, Blamey RV, Jolly K, Roalfe AK, Turner KM, Coleman

S, et al. A pragmatic randomized controlled trial to evaluate the

effectiveness of a facilitated exercise intervention as a treatment for

postnatal depression: the PAM-PeRS trial. Psychol Med. (2015) 45:2413–

25. doi: 10.1017/S0033291715000409

83. Yirmiya R, Rimmerman N, Reshef R. Depression as a microglial disease.

Trends Neurosci. (2015) 38:637–58. doi: 10.1016/j.tins.2015.08.001

84. Bassett B, Subramaniyam S, Fan Y, Varney S, Pan H, Carneiro

AMD, et al. Minocycline alleviates depression-like symptoms by

rescuing decrease in neurogenesis in dorsal hippocampus via blocking

microglia activation/phagocytosis. Brain Behav Immun. (2021)

91:519–30. doi: 10.1016/j.bbi.2020.11.009

85. Stein DJ, Vasconcelos MF, Albrechet-Souza L, Ceresér KMM, de Almeida

RMM. Microglial over-activation by social defeat stress contributes to

anxiety- and depressive-like behaviors. Front Behav Neurosci. (2017)

11:207. doi: 10.3389/fnbeh.2017.00207

86. Kim TK, Kim JE, Choi J, Park JY, Lee JE, Lee EH, et al. Local Interleukin-18

system in the basolateral amygdala regulates susceptibility to chronic stress.

Mol Neurobiol. (2017) 54:5347–58. doi: 10.1007/s12035-016-0052-7

87. Jin C, Flavell RA.Molecular mechanism of NLRP3 inflammasome activation.

J Clin Immunol. (2010) 30:628–31. doi: 10.1007/s10875-010-9440-3

88. Yue N, Huang H, Zhu X, Han Q, Wang Y, Li B, et al. Activation

of P2X7 receptor and NLRP3 inflammasome assembly in hippocampal

glial cells mediates chronic stress-induced depressive-like behaviors. J

Neuroinflammation. (2017) 14:102. doi: 10.1186/s12974-017-0865-y

89. Reddy VS, Harskamp RE, van Ginkel MW, Calhoon J, Baisden CE, Kim

IS, et al. Interleukin-18 stimulates fibronectin expression in primary human

cardiac fibroblasts via PI3K-Akt-dependent NF-kappaB activation. J Cell

Physiol. (2008) 215:697–707. doi: 10.1002/jcp.21348

90. Boucher D, Monteleone M, Coll RC, Chen KW, Ross CM, Teo

JL, et al. Caspase-1 self-cleavage is an intrinsic mechanism to

terminate inflammasome activity. J Exp Med. (2018) 215:827–

40. doi: 10.1084/jem.20172222

91. Luca M, Luca A. Oxidative stress-related endothelial damage in vascular

depression and vascular cognitive impairment: beneficial effects of

aerobic physical exercise. Oxidative Med Cell Longevity. (2019) 2019:1–

6. doi: 10.1155/2019/8067045

92. Brocardo PS, Boehme F, Patten A, Cox A, Gil-Mohapel J, Christie BR.

Anxiety- and depression-like behaviors are accompanied by an increase in

oxidative stress in a rat model of fetal alcohol spectrum disorders: protective

effects of voluntary physical exercise. Neuropharmacology. (2012) 62:1607–

18. doi: 10.1016/j.neuropharm.2011.10.006

93. Meziat C, Boulghobra D, Strock E, Battault S, Bornard I, Walther G, et al.

Exercise training restores eNOS activation in the perivascular adipose tissue

of obese rats: impact on vascular function. Nitric Oxide. (2019) 86:63–

7. doi: 10.1016/j.niox.2019.02.009

94. Silva LAD, Tortelli L, Motta J, Menguer L, Mariano S, Tasca G, et al. Effects of

aquatic exercise on mental health, functional autonomy and oxidative stress

in depressed elderly individuals: a randomized clinical trial. Clinics. (2019)

74:e322. doi: 10.6061/clinics/2019/e322

95. Micheli L, Ceccarelli M, D’Andrea G, Tirone F. Depression

and adult neurogenesis: positive effects of the antidepressant

fluoxetine and of physical exercise. Brain Res Bull. (2018)

143:181–93. doi: 10.1016/j.brainresbull.2018.09.002

96. Ma CL, Ma XT, Wang JJ, Liu H, Chen YF, Yang Y. Physical exercise induces

hippocampal neurogenesis and prevents cognitive decline. Behav Brain Res.

(2017) 317:332–9. doi: 10.1016/j.bbr.2016.09.067

97. Lucassen PJ, Meerlo P, Naylor AS, van Dam AM, Dayer AG,

Fuchs E, et al. Regulation of adult neurogenesis by stress, sleep

disruption, exercise and inflammation: implications for depression

and antidepressant action. Neuropsychopharmacology. (2010)

20:1–17. doi: 10.1016/j.euroneuro.2009.08.003

98. Tang J, Liang X, Zhang Y, Chen L, Wang F, Tan C, et al. The effects

of running exercise on oligodendrocytes in the hippocampus of rats with

depression induced by chronic unpredictable stress. Brain Rese Bull. (2019)

149:1–10. doi: 10.1016/j.brainresbull.2019.04.001

99. Szuhany KL, Otto MW. Assessing BDNF as a mediator of

the effects of exercise on depression. J Psychiatr Res. (2020)

123:114–8. doi: 10.1016/j.jpsychires.2020.02.003

100. Sacheli MA, Neva JL, Lakhani B, Murray DK, Vafai N, Shahinfard

E, et al. Exercise increases caudate dopamine release and ventral

striatal activation in Parkinson’s disease. Mov Disord. (2019) 34:1891–

900. doi: 10.1002/mds.27865

101. Gujral S, Aizenstein H, Reynolds CF 3rd, Butters MA, Erickson KI. Exercise

effects on depression: possible neural mechanisms. Gen Hosp Psychiatry.

(2017) 49:2–10. doi: 10.1016/j.genhosppsych.2017.04.012

102. Lin K, Stubbs B, Zou W, Zheng W, Lu W, Gao Y, et al. Aerobic exercise

impacts the anterior cingulate cortex in adolescents with subthreshold mood

syndromes: a randomized controlled trial study. Transl Psychiatry. (2020)

10:155. doi: 10.1038/s41398-020-0840-8

103. Wu T, Huang Y, Gong Y, Xu Y, Lu J, Sheng H, et al. Treadmill

exercise ameliorates depression-like behavior in the rats with prenatal

dexamethasone exposure: the role of hippocampal mitochondria. Front

Neurosci. (2019) 13:264. doi: 10.3389/fnins.2019.00264

104. Eyre H, Baune BT. Neuroimmunological effects of physical

exercise in depression. Brain Behav Immun. (2012) 26:251–

66. doi: 10.1016/j.bbi.2011.09.015

105. Kraemer WJ, Ratamess NA. Hormonal responses and adaptations

to resistance exercise and training. Sports Med. (2005) 35:339–

61. doi: 10.2165/00007256-200535040-00004

106. Notarangelo FM, Pocivavsek A, Schwarcz R. Exercise your

kynurenines to fight depression. Trends Neurosci. (2018)

41:491–3. doi: 10.1016/j.tins.2018.05.010

107. Herrstedt A, Bay ML, Simonsen C, Sundberg A, Egeland C, Thorsen-Streit S,

et al. Exercise-mediated improvement of depression in patients with gastro-

esophageal junction cancer is linked to kynurenine metabolism. Acta Oncol.

(2019) 58:579–87. doi: 10.1080/0284186X.2018.1558371

108. Allison DJ, Nederveen JP, Snijders T, Bell KE, Kumbhare D, Phillips SM,

et al. Exercise training impacts skeletal muscle gene expression related

to the kynurenine pathway. Am J Physiol Cell Physiol. (2019) 316:C444–

8. doi: 10.1152/ajpcell.00448.2018

109. Nebiker L, Lichtenstein E, Minghetti A, Zahner L, Gerber M, Faude

O, et al. Moderating effects of exercise duration and intensity in

Frontiers in Psychiatry | www.frontiersin.org 13 November 2021 | Volume 12 | Article 705559342

https://doi.org/10.1007/s12035-015-9160-z
https://doi.org/10.1016/j.jad.2013.01.014
https://doi.org/10.1038/tp.2017.76
https://doi.org/10.1111/eip.12946
https://doi.org/10.1016/j.jad.2017.10.019
https://doi.org/10.1002/ejhf.101
https://doi.org/10.2522/ptj.20150076
https://doi.org/10.1016/j.jad.2016.01.014
https://doi.org/10.1016/j.neubiorev.2019.09.040
https://doi.org/10.1017/S0033291715000409
https://doi.org/10.1016/j.tins.2015.08.001
https://doi.org/10.1016/j.bbi.2020.11.009
https://doi.org/10.3389/fnbeh.2017.00207
https://doi.org/10.1007/s12035-016-0052-7
https://doi.org/10.1007/s10875-010-9440-3
https://doi.org/10.1186/s12974-017-0865-y
https://doi.org/10.1002/jcp.21348
https://doi.org/10.1084/jem.20172222
https://doi.org/10.1155/2019/8067045
https://doi.org/10.1016/j.neuropharm.2011.10.006
https://doi.org/10.1016/j.niox.2019.02.009
https://doi.org/10.6061/clinics/2019/e322
https://doi.org/10.1016/j.brainresbull.2018.09.002
https://doi.org/10.1016/j.bbr.2016.09.067
https://doi.org/10.1016/j.euroneuro.2009.08.003
https://doi.org/10.1016/j.brainresbull.2019.04.001
https://doi.org/10.1016/j.jpsychires.2020.02.003
https://doi.org/10.1002/mds.27865
https://doi.org/10.1016/j.genhosppsych.2017.04.012
https://doi.org/10.1038/s41398-020-0840-8
https://doi.org/10.3389/fnins.2019.00264
https://doi.org/10.1016/j.bbi.2011.09.015
https://doi.org/10.2165/00007256-200535040-00004
https://doi.org/10.1016/j.tins.2018.05.010
https://doi.org/10.1080/0284186X.2018.1558371
https://doi.org/10.1152/ajpcell.00448.2018
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Xie et al. The Anti-depression Effect of Exercise

neuromuscular vs. endurance exercise interventions for the treatment

of depression: a meta-analytical review. Front Psychiatry. (2018)

9:305. doi: 10.3389/fpsyt.2018.00305

110. Broberg L, Tabor A, Rosthøj S, Backhausen M, Frokjaer VG, Damm P,

et al. Effect of supervised group exercise on psychological well-being among

pregnant women with or at high risk of depression (the EWE Study): a

randomized controlled trial. Acta Obstet Gynecol Scand. (2021) 100:129–

38. doi: 10.1111/aogs.13982

111. Aguiar LT, Nadeau S, Britto RR, Teixeira-Salmela LF, Martins JC, Samora

GAR, et al. Effects of aerobic training on physical activity in people with

stroke: a randomized controlled trial. NeuroRehabilitation. (2020) 46:391–

401. doi: 10.3233/NRE-193013

112. McIntyre KM, Puterman E, Scodes JM, Choo TH, Choi CJ, PavlicovaM, et al.

The effects of aerobic training on subclinical negative affect: a randomized

controlled trial. Health Psychol. (2020) 39:255–64. doi: 10.1037/hea0000836

113. Ryu J, Jung JH, Kim J, Kim CH, Lee HB, Kim DH, et al. Outdoor cycling

improves clinical symptoms, cognition and objectively measured physical

activity in patients with schizophrenia: a randomized controlled trial. J

Psychiatr Res. (2020) 120:144–53. doi: 10.1016/j.jpsychires.2019.10.015

114. Norouzi E, Hosseini F, Vaezmosavi M, Gerber M, Pühse U, Brand S. Zumba

dancing and aerobic exercise can improve workingmemory, motor function,

and depressive symptoms in female patients with Fibromyalgia. Eur J Sport

Sci. (2020) 20:981–91. doi: 10.1080/17461391.2019.1683610

115. Lederman O, Ward PB, Rosenbaum S, Maloney C, Watkins A, Teasdale S,

et al. Stepping up early treatment for help-seeking youth with at-risk mental

states: feasibility and acceptability of a real-world exercise program. Early

Interv Psychiatry. (2020) 14:450–62. doi: 10.1111/eip.12871

116. Kogure GS, Lopes IP, Ribeiro VB, Mendes MC, Kodato S, Furtado CLM,

et al. The effects of aerobic physical exercises on body image among

women with polycystic ovary syndrome. J Affect Disord. (2020) 262:350–

8. doi: 10.1016/j.jad.2019.11.025

117. Lin FL, Yeh ML, Lai YH, Lin KC, Yu CJ, Chang JS. Two-month breathing-

based walking improves anxiety, depression, dyspnoea and quality of life in

chronic obstructive pulmonary disease: a randomised controlled study. J Clin

Nurs. (2019) 28:3632–40. doi: 10.1111/jocn.14960

118. Abdelbasset WK, Alqahtani BA, Elshehawy AA, Tantawy SA, Elnegamy

TE, Kamel DM. Examining the impacts of 12 weeks of low to moderate-

intensity aerobic exercise on depression status in patients with systolic

congestive heart failure - a randomized controlled study. Clinics. (2019)

74:e1017. doi: 10.6061/clinics/2019/e1017

119. Al-Sharman A, Khalil H, El-Salem K, Aldughmi M, Aburub A. The effects

of aerobic exercise on sleep quality measures and sleep-related biomarkers

in individuals with multiple sclerosis: a pilot randomised controlled trial.

NeuroRehabilitation. (2019) 45:107–15. doi: 10.3233/NRE-192748

120. Kong Z, Sze TM, Yu JJ, Loprinzi PD, Xiao T, Yeung AS, et al. Tai Chi

as an alternative exercise to improve physical fitness for children and

adolescents with intellectual disability. Int J Environ Res Public Health. (2019)

16:1152. doi: 10.3390/ijerph16071152

121. Kucharski D, Lange E, Ross AB, Svedlund S, Feldthusen C, Önnheim K,

et al. Moderate-to-high intensity exercise with person-centered guidance

influences fatigue in older adults with rheumatoid arthritis. Rheumatol Int.

(2019) 39:1585–94. doi: 10.1007/s00296-019-04384-8

122. Huang HP, Wen FH, Yang TY, Lin YC, Tsai JC, Shun SC, et al. The effect

of a 12-week home-based walking program on reducing fatigue in women

with breast cancer undergoing chemotherapy: a randomized controlled

study. Int J Nurs Stud. (2019) 99:103376. doi: 10.1016/j.ijnurstu.2019.

06.007

123. Murawski B, Plotnikoff RC, Rayward AT, Oldmeadow C, Vandelanotte C,

Brown WJ, et al. Efficacy of an m-health physical activity and sleep health

intervention for adults: a randomized waitlist-controlled trial. Am J Prev

Med. (2019) 57:503–14. doi: 10.1016/j.amepre.2019.05.009

124. Tollár J, Nagy F, Moizs M, Tóth BE, Sanders LMJ, Hortobágyi T. Diverse

exercises similarly reduce older adults’ mobility limitations. Med Sci Sports

Exerc. (2019) 51:1809–16. doi: 10.1249/MSS.0000000000002001

125. Saltan A, Ankarali H. Does pilates effect on depression status,

pain, functionality, and quality of life in university students?

A randomized controlled study. Perspect Psychiatr Care. (2021)

57:198–205. doi: 10.1111/ppc.12547

126. Huberty J, Sullivan M, Green J, Kurka J, Leiferman J, Gold K, et al. Online

yoga to reduce post traumatic stress in women who have experienced

stillbirth: a randomized control feasibility trial. BMC Complement Med Ther.

(2020) 20:173. doi: 10.1186/s12906-020-02926-3

127. Huberty J, Eckert R, Dueck A, Kosiorek H, Larkey L, Gowin K, et al.

Online yoga inmyeloproliferative neoplasm patients: results of a randomized

pilot trial to inform future research. BMC Complement Altern Med. (2019)

19:121. doi: 10.1186/s12906-019-2530-8

128. Cetin SY, Calik BB, Ayan A. Investigation of the effectiveness

of Tai Chi exercise program in patients with scleroderma: a

randomized controlled study. Complement Ther Clin Pract. (2020)

40:101181. doi: 10.1016/j.ctcp.2020.101181

129. Moon S, Sarmento CVM, Steinbacher M, Smirnova IV, Colgrove Y, Lai SM,

et al. Can Qigong improve non-motor symptoms in people with Parkinson’s

disease - a pilot randomized controlled trial? Complement Ther Clin Pract.

(2020) 39:101169. doi: 10.1016/j.ctcp.2020.101169

130. Quigley A, Brouillette MJ, Gahagan J, O’Brien KK, MacKay-Lyons M.

Feasibility and impact of a yoga intervention on cognition, physical function,

physical activity, and affective outcomes among people living with hiv: a

randomized controlled pilot trial. J Int Assoc Provid AIDS Care. (2020)

19:2325958220935698. doi: 10.1177/2325958220935698

131. Jiao J, Russell IJ, Wang W, Wang J, Zhao YY, Jiang Q. Ba-Duan-Jin alleviates

pain and fibromyalgia-related symptoms in patients with fibromyalgia:

results of a randomised controlled trial. Clin Exp Rheumatol. (2019) 37:953–

962.

132. Sharma KNS, Pailoor S, Choudhary NR, Bhat P, Shrestha S. Integrated yoga

practice in cardiac rehabilitation program: a randomized control trial. J

Altern Complement Med. (2020) 26:918–27. doi: 10.1089/acm.2019.0250

133. Lundt A, Jentschke E. Long-term changes of symptoms of

anxiety, depression, and fatigue in cancer patients 6 months

after the end of yoga therapy. Integr Cancer Ther. (2019)

18:1534735418822096. doi: 10.1177/1534735418822096

134. Aibar-Almazán A, Hita-Contreras F, Cruz-Díaz D, de la Torre-

Cruz M, Jiménez-García JD, Martínez-Amat A. Effects of pilates

training on sleep quality, anxiety, depression and fatigue in

postmenopausal women: a randomized controlled trial. Maturitas. (2019)

124:62–7. doi: 10.1016/j.maturitas.2019.03.019

135. Papp ME, Nygren-Bonnier M, Gullstrand L, Wändell PE, Lindfors P. A

randomized controlled pilot study of the effects of 6-week high intensity

hatha yoga protocol on health-related outcomes among students. J Bodyw

Mov Ther. (2019) 23:766–72. doi: 10.1016/j.jbmt.2019.05.013

136. Chen CH, Hung KS, Chung YC, Yeh ML. Mind-body interactive qigong

improves physical and mental aspects of quality of life in inpatients with

stroke: a randomized control study. Eur J Cardiovasc Nurs. (2019) 18:658–

66. doi: 10.1177/1474515119860232

137. Whitworth JW, Nosrat S, SantaBarbara NJ, Ciccolo JT. Feasibility of

resistance exercise for posttraumatic stress and anxiety symptoms: a

randomized controlled pilot study. J Trauma Stress. (2019) 32:977–

84. doi: 10.1002/jts.22464

138. de Lima TA, Ferreira-Moraes R, Alves W, Alves TGG, Pimentel CP, Sousa

EC, et al. Resistance training reduces depressive symptoms in elderly people

with Parkinson disease: a controlled randomized study. Scand J Med Sci

Sports. (2019) 29:1957–67. doi: 10.1111/sms.13528

139. Sadeghi Bahmani D, Razazian N, Farnia V, Alikhani M, Tatari F, Brand S.

Compared to an active control condition, in persons with multiple sclerosis

two different types of exercise training improved sleep and depression, but

not fatigue, paresthesia, and intolerance of uncertainty. Mult Scler Relat

Disord. (2019) 36:101356. doi: 10.1016/j.msard.2019.07.032

140. D. Sadeghi Bahmani, Kesselring J, PapadimitriouM, Bansi J, Pühse U, Gerber

M, et al. In Patients with multiple sclerosis, both objective and subjective

sleep, depression, fatigue, and paresthesia improved after 3 weeks of regular

exercise. Front Psychiatry. (2019) 10:265. doi: 10.3389/fpsyt.2019.00265

141. Campo G, Tonet E, Chiaranda G, Sella G, Maietti E, Bugani G, et al.

Exercise intervention improves quality of life in older adults after

myocardial infarction: randomised clinical trial. Heart. (2020) 106:1658–

64. doi: 10.1136/heartjnl-2019-316349

142. Quist M, Langer SW, Lillelund C, Winther L, Laursen JH, Christensen KB,

et al. Effects of an exercise intervention for patients with advanced inoperable

Frontiers in Psychiatry | www.frontiersin.org 14 November 2021 | Volume 12 | Article 705559343

https://doi.org/10.3389/fpsyt.2018.00305
https://doi.org/10.1111/aogs.13982
https://doi.org/10.3233/NRE-193013
https://doi.org/10.1037/hea0000836
https://doi.org/10.1016/j.jpsychires.2019.10.015
https://doi.org/10.1080/17461391.2019.1683610
https://doi.org/10.1111/eip.12871
https://doi.org/10.1016/j.jad.2019.11.025
https://doi.org/10.1111/jocn.14960
https://doi.org/10.6061/clinics/2019/e1017
https://doi.org/10.3233/NRE-192748
https://doi.org/10.3390/ijerph16071152
https://doi.org/10.1007/s00296-019-04384-8
https://doi.org/10.1016/j.ijnurstu.2019.06.007
https://doi.org/10.1016/j.amepre.2019.05.009
https://doi.org/10.1249/MSS.0000000000002001
https://doi.org/10.1111/ppc.12547
https://doi.org/10.1186/s12906-020-02926-3
https://doi.org/10.1186/s12906-019-2530-8
https://doi.org/10.1016/j.ctcp.2020.101181
https://doi.org/10.1016/j.ctcp.2020.101169
https://doi.org/10.1177/2325958220935698
https://doi.org/10.1089/acm.2019.0250
https://doi.org/10.1177/1534735418822096
https://doi.org/10.1016/j.maturitas.2019.03.019
https://doi.org/10.1016/j.jbmt.2019.05.013
https://doi.org/10.1177/1474515119860232
https://doi.org/10.1002/jts.22464
https://doi.org/10.1111/sms.13528
https://doi.org/10.1016/j.msard.2019.07.032
https://doi.org/10.3389/fpsyt.2019.00265
https://doi.org/10.1136/heartjnl-2019-316349
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Xie et al. The Anti-depression Effect of Exercise

lung cancer undergoing chemotherapy: a randomized clinical trial. Lung

Cancer. (2020) 145:76–82. doi: 10.1016/j.lungcan.2020.05.003

143. Ozkul C, Guclu-Gunduz A, Eldemir K, Apaydin Y, Yazici G, Irkec

C. Combined exercise training improves cognitive functions in

multiple sclerosis patients with cognitive impairment: a single-

blinded randomized controlled trial. Mult Scler Relat Disord. (2020)

45:102419. doi: 10.1016/j.msard.2020.102419

144. Oliveira VHF, Rosa FT, Santos JC, Wiechmann SL, Narciso AMS, Franzoi de

Moraes SM, et al. Effects of a combined exercise training program on health

indicators and quality of life of people living with hiv: a randomized clinical

trial. AIDS Behav. (2020) 24:1531–41. doi: 10.1007/s10461-019-02678-3

145. Hall KS, Morey MC, Bosworth HB, Beckham JC, Pebole MM, Sloane R, et al.

Pilot randomized controlled trial of exercise training for older veterans with

PTSD. J Behav Med. (2020) 43:648–59. doi: 10.1007/s10865-019-00073-w

146. Rhee SY, Song JK, Hong SC, Choi JW, Jeon HJ, Shin DH, et al. Intradialytic

exercise improves physical function and reduces intradialytic hypotension

and depression in hemodialysis patients. Korean J Intern Med. (2019)

34:588–98. doi: 10.3904/kjim.2017.020

147. Soriano-Maldonado A, Carrera-Ruiz Á, Díez-Fernández DM, Esteban-

Simón A, Maldonado-Quesada M, Moreno-Poza N, et al. Effects

of a 12-week resistance and aerobic exercise program on muscular

strength and quality of life in breast cancer survivors: study protocol

for the EFICAN randomized controlled trial. Medicine. (2019)

98:e17625. doi: 10.1097/MD.0000000000017625

148. Samuel SR, Maiya AG, Fernandes DJ, Guddattu V, Saxena PUP,

Kurian JR, et al. Effectiveness of exercise-based rehabilitation on

functional capacity and quality of life in head and neck cancer

patients receiving chemo-radiotherapy. Support Care Cancer. (2019)

27:3913–20. doi: 10.1007/s00520-019-04750-z

149. Penttinen H, Utriainen M, Kellokumpu-Lehtinen PL, Raitanen J, Sievänen

H, Nikander R, et al. Effectiveness of a 12-month exercise intervention on

physical activity and quality of life of breast cancer survivors; five-year results

of the BREX-study. In Vivo. (2019) 33:881–8. doi: 10.21873/invivo.11554

150. Yildiz Kabak V, Cetinkaya DU, Kuskonmaz B, Cetin N, Duger T. Effects

of multimodal exercise on clinical status and patient-reported outcomes

in children undergoing hematopoietic stem cell transplantation. Pediatr

Hematol Oncol. (2019) 36:410–21. doi: 10.1080/08880018.2019.1648619

151. Apóstolo J, Dixe MDA, Bobrowicz-Campos E, Areosa T, Santos-Rocha

R, Braúna M, et al. Effectiveness of a combined intervention on

psychological and physical capacities of frail older adults: a cluster

randomized controlled trial. Int J Environ Res Public Health. (2019)

16:3125. doi: 10.3390/ijerph16173125

152. Klil-Drori S, Klil-Drori AJ, Pira S, Rej S. Exercise intervention

for late-life depression: a meta-analysis. J Clin Psychiatry. (2020)

81:19r12877. doi: 10.4088/JCP.19r12877

153. Underwood M, Lamb SE, Eldridge S, Sheehan B, Slowther AM,

Spencer A, et al. Exercise for depression in elderly residents of care

homes: a cluster-randomised controlled trial. Lancet. (2013) 382:41–

9. doi: 10.1016/S0140-6736(13)60649-2

154. Brondino N, Rocchetti M, Fusar-Poli L, Codrons E, Correale L, Vandoni M,

et al. A systematic review of cognitive effects of exercise in depression. Acta

Psychiatr Scand. (2017) 135:285–95. doi: 10.1111/acps.12690

155. Matthews J, Torres SJ, Milte CM, Hopkins I, Kukuljan S, Nowson CA,

et al. Effects of a multicomponent exercise program combined with calcium-

vitamin D(3)-enriched milk on health-related quality of life and depressive

symptoms in older men: secondary analysis of a randomized controlled trial.

Eur J Nutr. (2020) 59:1081–91. doi: 10.1007/s00394-019-01969-8

156. Chalder M, Wiles NJ, Campbell J, Hollinghurst SP, Haase AM, Taylor

AH, et al. Facilitated physical activity as a treatment for depressed adults:

randomised controlled trial. BMJ. (2012) 344:e2758. doi: 10.1136/bmj.e

2758

157. Williams CF, Bustamante EE, Waller JL, Davis CL. Exercise effects on quality

of life, mood, and self-worth in overweight children: the SMART randomized

controlled trial. Transl Behav Med. (2019) 9:451–9. doi: 10.1093/tbm/ibz015

158. Harper SA, Dowdell BT, Kim JH, Pollock BS, Ridgel AL. Non-motor

symptoms after one week of high cadence cycling in parkinson’s disease. Int

J Environ Res Public Health. (2019) 16: 2104. doi: 10.3390/ijerph16122104

159. Kvam S, Kleppe CL, Nordhus IH, Hovland A. Exercise as a

treatment for depression: a meta-analysis. J Affect Disord. (2016)

202:67–86. doi: 10.1016/j.jad.2016.03.063

160. Ross RE, VanDerwerker CJ, Newton JH, George MS, Short EB, Sahlem GL,

et al. Simultaneous aerobic exercise and rTMS: feasibility of combining

therapeutic modalities to treat depression. Brain Stimul. (2018) 11:245–

6. doi: 10.1016/j.brs.2017.10.019

161. Murri MB, Amore M, Menchetti M, Toni G, Neviani F, Cerri M, et al.

Physical exercise for late-life major depression. Br J Psychiatry. (2015)

207:235–42. doi: 10.1192/bjp.bp.114.150516

162. MurriMB, Ekkekakis P,MenchettiM,Neviani F, Trevisani F, Tedeschi S, et al.

Physical exercise for late-life depression: effects on symptom dimensions and

time course. J Affect Disord. (2018) 230:65–70. doi: 10.1016/j.jad.2018.01.004

163. Toni G, Murri MB, Piepoli M, Zanetidou S, Cabassi A, Squatrito S, et al.

Physical exercise for late-Life depression: effects on heart rate variability. Am

J Geriatr Psychiatry. (2016) 24:989–97. doi: 10.1016/j.jagp.2016.08.005

164. Samartzis L, Dimopoulos S, Tziongourou M, Koroboki E, Kyprianou T,

Nanas S. SSRIs versus exercise training for depression in chronic heart

failure: a meta-analysis of randomized controlled trials. Int J Cardiol. (2013)

168:4956–8. doi: 10.1016/j.ijcard.2013.07.143

165. Martiny K, Refsgaard E, Lund V, Lunde M, Thougaard B, Lindberg L,

et al. Maintained superiority of chronotherapeutics vs. exercise in a 20-week

randomized follow-up trial in major depression.Acta Psychiatr Scand. (2015)

131:446–57. doi: 10.1111/acps.12402

166. Plag J, Schmidt-Hellinger P, Klippstein T, Mumm JLM, Wolfarth B, Petzold

MB, et al. Working out the worries: a randomized controlled trial of high

intensity interval training in generalized anxiety disorder. J Anxiety Disord.

(2020) 76:102311. doi: 10.1016/j.janxdis.2020.102311

167. Rolid K, Andreassen AK, Yardley M, Gude E, Bjørkelund E, Authen AR,

et al. High-intensity interval training and health-related quality of life in

de novo heart transplant recipients - results from a randomized controlled

trial. Health Qual Life Outcomes. (2020) 18:283. doi: 10.1186/s12955-020-

01536-4

168. Otones P, García E, Sanz T, Pedraz A. A physical activity program

versus usual care in the management of quality of life for pre-frail older

adults with chronic pain: randomized controlled trial. BMC Geriatr. (2020)

20:396. doi: 10.1186/s12877-020-01805-3

169. Hallgren M, Helgadóttir B, Herring MP, Zeebari Z, Lindefors N,

Kaldo V, et al. Exercise and internet-based cognitive-behavioural therapy

for depression: multicentre randomised controlled trial with 12-month

follow-up. Br J Psychiatry. (2016) 209:414–20. doi: 10.1192/bjp.bp.115.

177576

170. Redwine LS, Wilson K, Pung MA, Chinh K, Rutledge T, Mills PJ, et al.

A randomized study examining the effects of mild-to-moderate group

exercises on cardiovascular, physical, and psychological well-being in

patients with heart failure. J Cardiopulm Rehabil Prev. (2019) 39:403–

8. doi: 10.1097/HCR.0000000000000430

171. Kwok JYY, Kwan JCY, Auyeung M, Mok VCT, Lau CKY, Choi

KC, et al. Effects of mindfulness yoga vs stretching and resistance

training exercises on anxiety and depression for people with parkinson

disease: a randomized clinical trial. JAMA Neurol. (2019) 76:755–

63. doi: 10.1001/jamaneurol.2019.0534

172. Evaristo KB, Mendes FAR, Saccomani MG, Cukier A, Carvalho-Pinto RM,

Rodrigues MR, et al. Effects of aerobic training versus breathing exercises

on asthma control: a randomized trial. J Allergy Clin Immunol Pract. (2020)

8:2989–96.e4. doi: 10.1016/j.jaip.2020.06.042

173. Schönfelder M, Oberreiter H, Egger A, Tschentscher M, Droese S,

Niebauer J. Effect of different endurance training protocols during

cardiac rehabilitation on quality of life. Am J Med. (2021) 134:805–

11. doi: 10.1016/j.amjmed.2020.10.048

174. Rozanski A, Exercise as medical treatment for depression. J Am Coll Cardiol.

(2012) 60:1064–6. doi: 10.1016/j.jacc.2012.05.015

175. de Groot M, Doyle T, Kushnick M, Shubrook J, Merrill J, Rabideau

E, et al. Can lifestyle interventions do more than reduce diabetes

risk? Treating depression in adults with type 2 diabetes with exercise

and cognitive behavioral therapy. Curr Diab Rep. (2012) 12:157–

66. doi: 10.1007/s11892-012-0261-z

Frontiers in Psychiatry | www.frontiersin.org 15 November 2021 | Volume 12 | Article 705559344

https://doi.org/10.1016/j.lungcan.2020.05.003
https://doi.org/10.1016/j.msard.2020.102419
https://doi.org/10.1007/s10461-019-02678-3
https://doi.org/10.1007/s10865-019-00073-w
https://doi.org/10.3904/kjim.2017.020
https://doi.org/10.1097/MD.0000000000017625
https://doi.org/10.1007/s00520-019-04750-z
https://doi.org/10.21873/invivo.11554
https://doi.org/10.1080/08880018.2019.1648619
https://doi.org/10.3390/ijerph16173125
https://doi.org/10.4088/JCP.19r12877
https://doi.org/10.1016/S0140-6736(13)60649-2
https://doi.org/10.1111/acps.12690
https://doi.org/10.1007/s00394-019-01969-8
https://doi.org/10.1136/bmj.e2758
https://doi.org/10.1093/tbm/ibz015
https://doi.org/10.3390/ijerph16122104
https://doi.org/10.1016/j.jad.2016.03.063
https://doi.org/10.1016/j.brs.2017.10.019
https://doi.org/10.1192/bjp.bp.114.150516
https://doi.org/10.1016/j.jad.2018.01.004
https://doi.org/10.1016/j.jagp.2016.08.005
https://doi.org/10.1016/j.ijcard.2013.07.143
https://doi.org/10.1111/acps.12402
https://doi.org/10.1016/j.janxdis.2020.102311
https://doi.org/10.1186/s12955-020-01536-4
https://doi.org/10.1186/s12877-020-01805-3
https://doi.org/10.1192/bjp.bp.115.177576
https://doi.org/10.1097/HCR.0000000000000430
https://doi.org/10.1001/jamaneurol.2019.0534
https://doi.org/10.1016/j.jaip.2020.06.042
https://doi.org/10.1016/j.amjmed.2020.10.048
https://doi.org/10.1016/j.jacc.2012.05.015
https://doi.org/10.1007/s11892-012-0261-z
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Xie et al. The Anti-depression Effect of Exercise

176. Kelley GA, Kelley KS, Hootman JM. Effects of exercise on

depression in adults with arthritis: a systematic review with meta-

analysis of randomized controlled trials. Arthritis Res Ther. (2015)

17:21. doi: 10.1186/s13075-015-0533-5

177. Christensen SB, Dall CH, Prescott E, Pedersen SS, Gustafsson F.

A high-intensity exercise program improves exercise capacity, self-

perceived health, anxiety and depression in heart transplant recipients:

a randomized, controlled trial. J Heart Lung Transplant. (2012) 31:106–

7. doi: 10.1016/j.healun.2011.10.014

178. Dauwan M, Begemann MJ, Heringa SM, Sommer IE. Exercise improves

clinical symptoms, quality of life, global functioning, and depression in

schizophrenia: a systematic review and meta-analysis. Schizophr Bull. (2016)

42:588–99. doi: 10.1093/schbul/sbv164

179. Roeh A, Kirchner SK, Malchow B, Maurus I, Schmitt A, Falkai P, et al.

Depression in somatic disorders: is there a beneficial effect of exercise? Front

Psychiatry. (2019) 10:141. doi: 10.3389/fpsyt.2019.00141

180. Daley AJ, Foster L, Long G, Palmer C, Robinson O, Walmsley H, et al.

The effectiveness of exercise for the prevention and treatment of antenatal

depression: systematic review with meta-analysis. BJOG. (2015) 122:57–

62. doi: 10.1111/1471-0528.12909

181. Stubbs B, Rosenbaum S, Vancampfort D, Ward PB, Schuch FB. Exercise

improves cardiorespiratory fitness in people with depression: a meta-

analysis of randomized control trials. J Affect Disord. (2016) 190:249–

53. doi: 10.1016/j.jad.2015.10.010

182. Greer TL, Grannemann BD, Chansard M, Karim AI, Trivedi

MH. Dose-dependent changes in cognitive function with exercise

augmentation for major depression: results from the TREAD study. Eur

Neuropsychopharmacol. (2015) 25:248–56. doi: 10.1016/j.euroneuro.2014.

10.001

183. Sun M, Lanctot K, Herrmann N, Gallagher D. Exercise for cognitive

symptoms in depression: a systematic review of interventional studies.

Can J Psychiatry. (2018) 63:115–28. doi: 10.1177/070674371773

8493

184. Briazgounov IP. The role of physical activity in the prevention and

treatment of noncommunicable diseases. World Health Stat Q. (1988)

41:242–50.

185. Norris R, Carroll D, Cochrane R. The effects of physical activity and exercise

training on psychological stress and well-being in an adolescent population.

J Psychosom Res. (1992) 36:55–65. doi: 10.1016/0022-3999(92)90114-H

186. Szuhany KL, Otto MW. Efficacy evaluation of exercise as an

augmentation strategy to brief behavioral activation treatment for

depression: a randomized pilot trial. Cogn Behav Ther. (2020)

49:228–41. doi: 10.1080/16506073.2019.1641145

187. Boolani A, Sur S, Yang D, Avolio A, Goodwin A, Mondal S, et al. Six minutes

of physical activity improves mood in older adults: a pilot study. J Geriatr

Phys Ther. (2021) 44:18–24. doi: 10.1519/JPT.0000000000000233

188. Rethorst CD, Wipfli BM, Landers DM. The antidepressive effects of

exercise: a meta-analysis of randomized trials. Sports Med. (2009) 39:491–

511. doi: 10.2165/00007256-200939060-00004

189. Murri MB, Ekkekakis P, Magagnoli M, Zampogna D, Cattedra S,

Capobianco L, et al. Physical exercise in major depression: reducing the

mortality gap while improving clinical outcomes. Front Psychiatry. (2018)

9:762. doi: 10.3389/fpsyt.2018.00762

Conflict of Interest: The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2021 Xie,Wu, Sun, Zhou,Wang, Xiao andWang. This is an open-access

article distributed under the terms of the Creative Commons Attribution License (CC

BY). The use, distribution or reproduction in other forums is permitted, provided

the original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Psychiatry | www.frontiersin.org 16 November 2021 | Volume 12 | Article 705559345

https://doi.org/10.1186/s13075-015-0533-5
https://doi.org/10.1016/j.healun.2011.10.014
https://doi.org/10.1093/schbul/sbv164
https://doi.org/10.3389/fpsyt.2019.00141
https://doi.org/10.1111/1471-0528.12909
https://doi.org/10.1016/j.jad.2015.10.010
https://doi.org/10.1016/j.euroneuro.2014.10.001
https://doi.org/10.1177/0706743717738493
https://doi.org/10.1016/0022-3999(92)90114-H
https://doi.org/10.1080/16506073.2019.1641145
https://doi.org/10.1519/JPT.0000000000000233
https://doi.org/10.2165/00007256-200939060-00004
https://doi.org/10.3389/fpsyt.2018.00762
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychiatry#articles


Advantages  
of publishing  
in Frontiers

OPEN ACCESS

Articles are free to read  
for greatest visibility  

and readership 

EXTENSIVE PROMOTION

Marketing  
and promotion  

of impactful research

DIGITAL PUBLISHING

Articles designed 
for optimal readership  

across devices

LOOP RESEARCH NETWORK

Our network 
increases your 

article’s readership

Frontiers
Avenue du Tribunal-Fédéral 34  
1005 Lausanne | Switzerland  

Visit us: www.frontiersin.org
Contact us: frontiersin.org/about/contact 

FAST PUBLICATION

Around 90 days  
from submission  

to decision

90

IMPACT METRICS

Advanced article metrics  
track visibility across  

digital media 

FOLLOW US 

@frontiersin

TRANSPARENT PEER-REVIEW

Editors and reviewers  
acknowledged by name  

on published articles

HIGH QUALITY PEER-REVIEW

Rigorous, collaborative,  
and constructive  

peer-review

REPRODUCIBILITY OF  
RESEARCH

Support open data  
and methods to enhance  
research reproducibility

http://www.frontiersin.org/

	Cover
	Frontiers eBook Copyright Statement
	Fundamentals of 21st Century Neuroscience
	Table of Contents
	Editorial: Fundamentals of 21st Century Neuroscience
	Interplay of Genetics and …
	Evolution, Structure, and Function
	Anatomy, Cognition
	Neurological Disorders
	Development, Circuits
	Development, Connectivity
	Signaling, Immune System

	Interplay of Cellular Biology and …
	Signaling, Proteomics
	Microbiota, Parkinson's
	Circuits
	Plasticity, Proteomics
	Adult Neurogenesis, Cellular Markers
	Methodology—Cell Morphology, Brain Function

	Interplay of Circuits and …
	Behavior
	Electrophysiology, Behavior

	Interplay of the Immune System, the Nervous System and the Vasculature
	Interplay of Cognition and …
	Anatomy, Circuits
	Anatomy
	Methodology—Bayesian Brain Models

	Interplay of Behavior and …
	Proteomics
	Body and Brain
	Methodology—Behavior, Metabolism

	Author Contributions
	Acknowledgments

	Comparative Principles for Next-Generation Neuroscience
	INTRODUCTION
	COMPARATIVE NEUROBIOLOGY IN THE 21ST CENTURY
	THE NEXT FRONTIER
	AUTHOR CONTRIBUTIONS
	FUNDING
	ACKNOWLEDGMENTS
	REFERENCES

	Immunity Against BacterialInfection of the Central NervousSystem: An Astrocyte Perspective
	Introduction
	Astrocytes in Pathogen Recognition
	Reactive Astrocytosis: Effects in Neuroinflammation and Neuroprotection
	Astrocyte-T Cell Interaction
	Conclusion and Future Outlook
	Author Contributions
	Funding
	Acknowledgments
	References

	Rewiring the Drosophila Brain With Genetic Manipulations in Neural Lineages
	BRIEF HISTORICAL PERSPECTIVE
	SUMMARY OF THE ESTABLISHED PRINCIPLES
	Spatial Genes and the Assembly of Neural Circuits
	Temporal Genes and the Assembly of Neural Circuits
	Notch Signaling and the Assembly of Neural Circuits
	Current State of the Art

	HIGHLIGHT OF FUTURE DIRECTIONS
	AUTHOR CONTRIBUTIONS
	FUNDING
	ACKNOWLEDGMENTS
	REFERENCES

	Mammalian Models of Traumatic Brain Injury and a Place for Drosophila in TBI Research
	Introduction
	Epidemiology of Traumatic Brain Injury
	Current Models and Model Organisms Used for Tbi
	Fluid Percussion Injury (FPI) Models
	Controlled Cortical Impact (CCI) Injury Model
	Weight Drop–Impact Acceleration Injury
	Blast-Related Traumatic Brain Injury Model

	Drosophila as a Model for Tbi
	Drosophila Models of Tbi
	High-Impact Trauma (HIT) Device
	Bead Ruptor
	Closed Head Injury Model

	Comparison of 3 Tbi Devices
	Summary of Transcriptomic Changes Induced by Tbi
	Expression Analysis
	Future Directions
	Data Availability
	Author Contributions
	Funding
	References

	Axon Guidance and Collective Cell Migration by Substrate-Derived Attractants
	INTRODUCTION—A SHORT HISTORICAL PERSPECTIVE OF AXON GUIDANCE
	SUBSTRATE RECOGNITION AND AXON SORTING BY ADHESIVE INTERACTIONS
	AXONS AND MIGRATING CELLS ARE SUBJECT TO SIMILAR STEERING PRINCIPLES
	AXON GUIDANCE ALONG MARKED SUBSTRATES
	CONCLUSION
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES

	Pericytes and Neurovascular Function in the Healthy and Diseased Brain
	History of Pericyte Research
	Current State of Knowledge on Pericytes in the Brain
	Pericytes in the Neurovascular Unit
	Functions of Pericytes
	Cerebral Blood Flow
	Vascular Development and Maintenance
	The Blood-Brain Barrier
	Neuroinflammation
	Stem Cell Potential

	Paracrine Interactions of Pericytes

	Pericyte Dysfunction in Neurological Disease
	Ischemic Stroke
	Alzheimer's Disease
	Tumor Formation

	Current Techniques to Study Pericytes
	Single Cell Sequencing
	Pericyte Immunochemistry
	Pericytes in vitro
	Pericytes in vivo

	Future Directions
	Sub-Type Classification of Pericytes
	Pericyte-Specific Drug Targeting
	Therapeutic Administration of Pericytes

	Conclusion
	Key Concepts
	Pericyte
	Neurovascular Unit (NVU)
	Blood-Brain Barrier (BBB)
	Cerebral Blood Flow (CBF)
	Neurological Disease

	Author Contributions
	Funding
	Acknowledgments
	References

	Considering the Evidence for Anterior and Laterodorsal Thalamic Nuclei as Higher Order Relays to Cortex
	BACKGROUND
	SUMMARY OF THE ESTABLISHED PRINCIPLES
	First Order Nuclei
	Higher Order Nuclei

	CURRENT STATE OF THE ART
	FUTURE DIRECTIONS
	CONCLUDING REMARKS
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES

	Dorsal Striatal Circuits for Habits, Compulsions and Addictions
	BUNDLES OF HABITS
	WHAT ARE HABITS, COMPULSIONS, AND ADDICTIONS AND HOW ARE THEY RELATED?
	COMMON LIMBIC CIRCUITRY UNDERLYING REINFORCEMENT LEARNING AND BEHAVIORAL AUTOMATICITY
	EXPERIMENTAL PARADIGMS USED TO MODEL HABITS, COMPULSIONS AND ADDICTIONS
	THE DORSOLATERAL STRIATUM PLAYS A KEY ROLE IN HABIT FORMATION AND THE DEVELOPMENT OF COMPULSIONS/ADDICTIONS
	CORTICOSTRIATAL CIRCUITRY AND OTHER LIMBIC CIRCUITS UNDERLYING BEHAVIORAL AUTOMATICITY
	STRIATAL CELL-TYPES, MICROCIRCUITS, AND THEIR SPECIFIC CONTRIBUTIONS TO HABITS AND COMPULSIONS
	SYNAPTIC AND MOLECULAR CHANGES IN LIMBIC CIRCUITS FOR BEHAVIORAL AUTOMATICITY
	FACING FORWARD
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES

	Targeting the Synapse in Alzheimer's Disease
	Concepts of Plasticity
	Measures of Neuroplastic Deficiency in Ad
	Evidence for Amyloid and Tau Driven Changes in Synaptic Plasticity
	Approaches Toward Therapeutic Intervention
	Gaps and Issues in Translational Research
	Outlook
	Author Contributions
	References

	Gotta Trace `em All: A Mini-Review on Tools and Procedures for Segmenting Single Neurons Toward Deciphering the Structural Connectome
	Brief Historical Perspective
	Summary of the Established Principles
	Current State of the Art
	Segmentation Algorithms
	Metrics

	Highlight of Future Directions
	Author Contributions
	Acknowledgments
	References
	Key Concepts
	Key Concept 1 | Structural Brain Connectome
	Key Concept 2 | Digital Imaging
	Key Concept 3 | Tissue Clarification Methods
	Key Concept 4 | 3D Neuron Segmentation and Tracing


	The Evolving Concept of the Blood Brain Barrier (BBB): From a Single Static Barrier to a Heterogeneous and Dynamic Relay Center
	The Blood Brain Barrier: Historical Perspective
	Established Principles: From the Bbb to the Neurovascular Unit
	Influence of Brain Cells on CECs

	Shifting Paradigms: From a Single NVU to a Heterogeneous NVU
	Heterogeneity of NVU Components
	Physiological Heterogeneity

	Future Perspectives: Implication of Vascular Heterogeneity for Neuropathologies and In Vitro Modeling
	Concluding Remarks
	Key Concepts
	Blood–Brain Barrier
	Neurovascular Unit
	Brain Cellular Heterogeneity
	Vascular Heterogeneity

	Author Contributions
	Funding
	Acknowledgments
	References

	Oligomeric Receptor Complexes and Their Allosteric Receptor-Receptor Interactions in the Plasma Membrane Represent a New Biological Principle for Integration of Signals in the CNS
	SUMMARY OF THE ESTABLISHED PRINCIPLES. GPCR HOMOMERS AND HETEROMERS AND THEIR ALLOSTERIC RECEPTOR-RECEPTOR AND RECEPTOR-PROTEIN INTERACTIONS
	THE CLASS A GPCR HETEROMERS
	The Example of Multiple Adenosine A2AR Heteromers and Their Clinical Relevance
	A2AR—Alpha-Synuclein Interaction and Its Relevance for the Development of Parkinson's Disease
	A2AR Antagonists and Their Relevance for Cancer Immunotherapy
	The Nicotinic Acid Receptor

	THE CLASS B GPCR HETEROMERS
	THE CLASS C GPCR HETEROMERS
	Metabotropic Glutamate Receptor Heteroreceptor Complexes
	mGluR1-mGluR5 Heteroreceptor Complexes
	mGluR2-mGluR4 Heteroreceptor Complexes
	mGluR1-A1R Heteroreceptor Complexes
	Putative mGluR1-GABA(B) Heteroreceptor Complexes
	mGluR5-A2AR and mGluR5-D2R Heteroreceptor Complexes
	A2AR-D2R-mGluR5 Heteroreceptor Complexes
	mGluR5-MOR Heteroreceptor Complexes
	mGluR2-5-HT2AR Heteroreceptor Complexes

	GPCR-IONOTROPIC RECEPTOR HETEROMERS
	GPCR-RECEPTOR TYROSINE KINASE HETEROMERS
	ADAPTOR PROTEINS AS PART OF RECEPTOR COMPLEXES WITH FOCUS ON Sigma1R AS A TARGET FOR COCAINE
	CURRENT STATE OF THE ART. THE RECEPTOR INTERFACE
	Mapping of the Receptor Interface

	HOMO- AND HETERO-RECEPTOR COMPLEXES AND THEIR ALLOSTERIC RECEPTOR INTERACTIONS IN THE PLASMA MEMBRANE PROVIDE A MOLECULAR BASIS OF LEARNING AND MEMORY
	HIGHLIGHT OF FUTURE DIRECTIONS
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES

	Can NMDA Spikes Dictate Computations of Local Networks and Behavior?
	Regenerative Properties of Thin Dendrites – Nmda Spikes
	The Drive of Nmda spikes In Vivo – Input Clustering?
	Dendritic Spikes and In Vivo Synaptic Plasticity
	Impact of Dendritic Spikes on Behavior
	Conclusion and Open Questions
	Author Contributions
	Funding
	References

	Challenges to the Modularity Thesis Under the Bayesian Brain Models
	1. Introduction
	2. What Is Bottom-Up in Bayesian Brain?
	3. Modularity of Perception and Action
	4. Summary
	Author Contributions
	References

	Extracellular RNA in Central Nervous System Pathologies
	History of exRna
	Current Knowledge of exRna Regulation
	Diversity of exRNA Species
	Established Methods of exRNA Quantification
	Functional Properties of exRNA
	ExRNA as DAMPs and Toll-Like Receptor Ligands
	Stimulation of Cellular Expression and Release of TNF-α by RexRNA
	Influence of RexRNA on Blood Coagulation
	Regulation of Vascular Permeability and Infection by RexRNA
	Pharmacological RexRNA Interference


	ExRna in Cns Pathologies
	CNS Tumors
	Glioblastomas
	Low-Grade Glioma
	Brain Metastases

	Vascular Pathologies
	Ischemic Stroke
	Hemorrhagic Stroke
	Thrombosis in the Brain

	Multiple Sclerosis
	Neurodegenerative Diseases
	Perinatal and Traumatic Brain Injury

	Perspectives in exRna Research
	Author Contributions
	Funding
	Acknowledgments
	References

	A Mini-Review of the Role of Glutamate Transporter in Drug Addiction
	Introduction
	Methods
	The Role of GLT in Addiction in the VTA
	The Role of GLT in Addiction in the NAc
	The Role of GLT in Addiction in the PFC
	The Role of GLT in Addiction in the Hip
	The Role of GLT in Drug Addiction Induced by Different Kinds of Drug

	Summary
	Author Contributions
	Funding
	Acknowledgments
	References

	The Role of the Gut Microbiota in the Pathogenesis of Parkinson's Disease
	Introduction
	The hypothesis of PD in the gut
	Gut-brain axis in PD
	Enteric neuron damage in PD
	The EECs-neural circuit
	GM-related gut permeability and inflammatory mediators in PD
	GM changes in PD
	Medications and confounders for PD via the GM
	Fecal microbiota transplants for PD
	Conclusion
	Author Contributions
	Funding
	References

	Brain Structural Plasticity: From Adult Neurogenesis to Immature Neurons
	Brief Historical Perspective: Revisiting a Never-Ending Story
	Neurogenic Processes: Well-Defined Origin, Ill-Defined Markers, Uneven Outcome
	Origin
	Markers
	Outcome

	Current State of the Art: Adult Neurogenesis or Immature Neurons for the Human Brain?
	Current Research Gaps and Future Directions
	Key Concepts
	Author Contributions
	Acknowledgments
	References

	Effect of Electroacupuncture and Counseling on Sub-Threshold Depression: A Study Protocol �for a Multicenter Randomized Controlled Trial
	Introduction
	Methods
	Trial Objective
	Trial Design
	Setting
	Blinding
	Randomization
	Participants
	Elimination and Withdrawal Criteria
	Observation Criteria That Would Stop the Trial
	Sample Size
	Intervention
	EA Group
	Counseling Group
	Combination Therapy Group
	Safety and Adverse Events
	 Outcome Measures
	Statistical Analysis
	Quality Control

	Discussion
	Limitation

	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References

	Bridging Ecological Rationality, Embodied Emotion, and Neuroeconomics: Insights From the Somatic Marker Hypothesis
	Introduction
	Ecological Rationality and Somatic Marker Hypothesis
	Embodied Emotion and Somatic Marker Hypothesis
	Neuroeconomics and Somatic Marker Hypothesis
	Future Direction: Cross-Disciplinary Integration
	SMH Bridges Eco-Rationality, Embodied Emotion, and Neuroeconomics
	Integrating Eco-Rationality, Embodied Emotion, and Neuroeconomics Under the SMH

	Conclusion: an Integrated Framework of Rationality, Emotion, and Neuroeconomics
	Author Contributions
	FUNDING
	References

	A Review of the Effects of Abacus Training on Cognitive Functions and Neural Systems in Humans
	Introduction
	Cognitive Plasticity
	Mathematics
	Working Memory
	Numerical Magnitude Processing
	Fluid Intelligence

	Neural Plasticity
	Frontal-Parietal Regions
	Occipital-Temporal Regions

	Conclusion and Future Directions
	Author Contributions
	Funding
	References

	A Review of Cerebral Hemodynamics During Sleep Using Near-Infrared Spectroscopy
	Introduction
	Background
	Basic Principles of NIRS
	Potential Application of NIRS in Sleep Researches

	Hemodynamic Signal Variation in Human Sleep
	Cerebral Hemodynamics in Regular Sleep Staging
	Cerebral Hemodynamics in Sleep-Disordered Breathing
	Cerebral Hemodynamics Under Different Sleep-Disordered Breathing Events
	Physiological Factors Affecting Cerebral Hemodynamics During Sleep-Disordered Breathing
	Comparison and Relations Between Cerebral Oxygenation and Systemic Oxygenation
	The Evaluation of Treatment Efficacy of Positive Airway Pressure Therapy


	Discussion of the Physiological and Pathological Mechanisms in Sleep Associated With NIRS
	Discussion of Cerebrovascular Autonomic Regulation Mechanism
	Discussion of the Regulation Mechanism Between Peripheral Oxygenation and Cerebral Oxygenation

	Discussion of the Experimental Design and Signal Processing
	Discussion of Experimental Design
	Discussion of Signal Processing Method

	Future Perspectives
	Author Contributions
	Funding
	References

	Neurogenetic and Neuroepigenetic Mechanisms in Cognitive Health and Disease
	INTRODUCTION: A SYMBIOTIC LIAISON BETWEEN GENES AND THE ENVIRONMENT
	ESTABLISHED PRINCIPLES: GENETIC AND EPIGENETIC REGULATION OF GENE EXPRESSION IN THE BRAIN
	STATE OF THE ART: INTEGRATED ``OMICS'' APPROACHES TO STUDY GENETIC AND EPIGENETIC VARIABILITY AND DISEASE RISK
	CURRENT RESEARCH GAPS AND FUTURE DIRECTIONS
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES
	GLOSSARY

	Immunoreactivity of Vesicular Glutamate Transporter 2 Corresponds to Cytochrome Oxidase-Rich Subcompartments in the Visual Cortex of Squirrel Monkeys
	Introduction
	Materials and Methods
	Tissue Preparation
	CO Histochemistry
	Immunohistochemistry (IHC)
	In situ Hybridization (ISH)
	Nissl Staining
	Data Analysis

	Results
	Coincidence Between CO Histochemistry and VGLUT2-ir in V1
	Coincidence Between CO Histochemistry and VGLUT2-ir in V2
	Thalamic Origin of VGLUT2 Protein

	Discussion
	Parallel Visual Pathways of the Geniculo-Striate Projection
	Pulvino-Cortical Projection and Extrastriate Visual Cortices
	Interpretation of CO Histochemistry

	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	Stimulation and Recording of the Hippocampus Using the Same Pt-Ir Coated Microelectrodes
	Introduction
	Materials and Methods
	Electrode Arrays
	Surgical Procedure
	Data Acquisition
	Spontaneous Activity Recording
	Electrochemical Characterization
	Stimulation Parameters
	Voltage Transient Response
	Neural Response to Stimulation
	Spike Sorting Analysis

	Results
	Electrochemical Measurements
	Electrode Response to Stimulation Pulses
	Recording of Spontaneous Neural Activity
	Short Latency Neural Response to Stimulation
	Prolong Effect of Stimulation

	Discussion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	Extrasynaptic Communication
	INTRODUCTION
	Cellular Basis of Extrasynaptic Exocytosis
	Extrasynaptic Exocytosis From Different Neuronal Compartments
	Discovery of Extrasynaptic Communication
	Somatic Release of Serotonin
	Vesicle Transport
	Energy Cost of the Vesicle Transport
	Calcium and Exocytosis
	Molecules Catalyzing Exocytosis
	Dense-Core Vesicle Recycling
	Synaptic vs. Extrasynaptic Exocytosis
	Transmitter Spillover
	Glia as Mediator of Extrasynaptic Communication
	Extrasynaptic Integration of Retinal Responses to Light

	CONCLUSIONS
	AUTHOR CONTRIBUTIONS
	FUNDING
	REFERENCES

	Expression of Urea Transporter B in Normal and Injured Brain
	Introduction
	Methods
	Animals
	Single-Cell RNA Sequencing

	Traumatic Brain Injury Model
	Neuron Culture
	Human Subjects
	Immunofluorescence
	Immunohistochemistry

	Results
	UT-B Mainly Expressed in the Astrocytes and Interneurons
	Expression of UT-B in Glial Cells
	Expression of UT-B in Neurons of the Central Nervous System
	Subcellular Localization of UT-B in Normal Circumstance, Hypo- or Hyperosmolar State
	Expression of UT-B Increased After Traumatic Brain Injury

	Discussion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	Age Related Response of Neonatal Rat Retinal Ganglion Cells to Reduced TrkB Signaling in vitro and in vivo
	Introduction
	Materials and Methods
	Animals
	Dissociation and Purification of RGCs for Culture
	Immunohistochemistry and Quantification of Cell Cultures
	Inhibiting TrkB Receptor Activation in vivo
	Histological Processing of Retinal Sections
	Imaging and Quantification of Retinal Sections
	Statistical Analysis

	Results
	In vitro Experiments
	In vitro, E15 Labeled RGCs
	In vitro, E18 Labeled RGCs
	In vivo Experiments
	In vivo Total RGC Counts (Independent of RGC Birthdate)
	In vivo E15 RGCs
	In vivo E18 RGCs

	Discussion
	Combined Cultures and in vivo Counts—Irrespective of Birthdate
	Neurotrophin Depletion and Survival of E15 and E18 RGC Cohorts

	Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	Persistence of Neuronal Alterations in Alcohol-Dependent Patients at Conclusion of the Gold Standard Withdrawal Treatment: Evidence From ERPs
	Introduction
	Materials and Methods
	Participants
	Experimental Design
	Electrophysiological Recordings
	Data Processing
	ERPs

	Statistical Analysis

	Results
	Demographic and Clinical Results
	Electrophysiological Results
	Event-Related Potentials (ERPs)


	Discussion
	Conclusion and Perspectives
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	The Expression Patterns of Cytochrome Oxidase and Immediate-Early Genes Show Absence of Ocular Dominance Columns in the Striate Cortex of Squirrel Monkeys Following Monocular Inactivation
	Introduction
	Materials and Methods
	Animals
	Tissue Preparation
	CO Histochemistry
	Nissl Staining
	In situ Hybridization (ISH)
	Data Analysis

	Results
	Activity Changes in LGN Neurons Following MI
	Overall CO and IEG Expression Patterns in Layer 4 (4C) of V1
	IEG Expression in Other Layers

	Discussion
	Technical Issues
	Patchy IEG Expression Outside Layer 4
	Significance of Studying ODCs in Squirrel Monkeys

	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	References

	The Effects and Mechanisms of Exercise on the Treatment of Depression
	Introduction
	The Selection and Comparison of Exercise Programs
	The Mechanisms of Exercise Therapy for Depression
	Psychosocial and Cognitive Factors
	Anti-inflammatory and Anti-oxidant Factors
	Neurogenesis and Neuroplasticity
	Other Physiological Factors

	The Therapeutic Effect of Exercise on Depression
	The Role of Exercise in the Treatment of Depression—As a Single Therapy, an Adjuvant Therapy, or a Combination Therapy
	Comparison of Exercise Therapy With Other Therapies or Between Exercise Therapies
	The Role of Exercise in Depression Combined With Other Diseases
	Additional Effects of Exercise

	Future Development and Application of Exercise to the Treatment of Depression
	Prospects and Conclusions
	Author Contributions
	Funding
	References

	Back cover


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




