THE WORLD ACCORDING TO
ZEBRAFISH: HOW NEURAL
CIRCUITS GENERATE BEHAVIOUR

Topic Editors
German Sumbre and Gonzalo G. de Polavieja

frontiers in
NEURAL CIRCUITS


http://journal.frontiersin.org/ResearchTopic/829
http://journal.frontiersin.org/ResearchTopic/829
http://journal.frontiersin.org/ResearchTopic/829
http://journal.frontiersin.org/ResearchTopic/829
http://www.frontiersin.org/neural_circuits
http://journal.frontiersin.org/ResearchTopic/829

FRONTIERS COPYRIGHT
STATEMENT

© Copyright 2007-2014
Frontiers Media SA.
All rights reserved.

All content included on this site, such as
text, graphics, logos, button icons, images,
video/audio clips, downloads, data
compilations and software, is the property
of or is licensed to Frontiers Media SA
(“Frontiers”) or its licensees and/or
subcontractors. The copyright in the text
of individual articles is the property of their
respective authors, subject to a license
granted to Frontiers.

The compilation of articles constituting
this e-book, wherever published, as well
as the compilation of all other content on
this site, is the exclusive property of
Frontiers. For the conditions for
downloading and copying of e-books from
Frontiers’ website, please see the Terms
for Website Use. If purchasing Frontiers
e-books from other websites or sources,
the conditions of the website concerned
apply.

Images and graphics not forming part of
user-contributed materials may not be
downloaded or copied without
permission.

Individual articles may be downloaded
and reproduced in accordance with the
principles of the CC-BY licence subject to
any copyright or other notices. They may
not be re-sold as an e-book.

As author or other contributor you grant a
CC-BY licence to others to reproduce
your articles, including any graphics and
third-party materials supplied by you, in
accordance with the Conditions for
Website Use and subject to any copyright
notices which you include in connection
with your articles and materials.

All copyright, and all rights therein, are
protected by national and international
copyright laws.

The above represents a summary only.
For the full conditions see the Conditions
for Authors and the Conditions for
Website Use.

ISSN 1664-8714
ISBN 978-2-88919-328-8
DOI 10.3389/978-2-88919-328-8

frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering
approach to the world of academia, radically improving the way scholarly research is managed.
The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share
and generate knowledge. Frontiers provides immediate and permanent online open access to all
its publications, but this alone is not enough to realize our grand goals.

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online
journals, promising a paradigm shift from the current review, selection and dissemination
processes in academic publishing.

All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service
to the scholarly community. At the same time, the Frontiers Journal Series operates on a revo-
lutionary invention, the tiered publishing system, initially addressing specific communities of
scholars, and gradually climbing up to broader public understanding, thus serving the interests
of the lay society, too.

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interac-
tions between authors and review editors, who include some of the world’s best academicians.
Research must be certified by peers before entering a stream of knowledge that may eventually
reach the public - and shape society; therefore, Frontiers only applies the most rigorous and
unbiased reviews.

Frontiers revolutionizes research publishing by freely delivering the most outstanding research,
evaluated with no bias from both the academic and social point of view.

By applying the most advanced information technologies, Frontiers is catapulting scholarly
publishing into a new generation.

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are
collections of at least ten articles, all centered on a particular subject. With their unique mix
of varied contributions from Original Research to Review Articles, Frontiers Research Topics
unify the most influential researchers, the latest key findings and historical advances in a hot
research area!

Find out more on how to host your own Frontiers Research Topic or contribute to one as an
author by contacting the Frontiers Editorial Office: researchtopics@frontiersin.org

Frontiers in Neural Circuits

November 2014 | The world according to zebrafish: How neural circuits generate behaviour | 1


http://www.frontiersin.org/neural_circuits
http://journal.frontiersin.org/ResearchTopic/829
http://www.frontiersin.org/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

THE WORLD ACCORDING
TO ZEBRAFISH: HOW NEURAL
CIRCUITS GENERATE BEHAVIOUR

Topic Editors:

Germén Sumbre, Ecole Normale Supérieure, France

Gonzalo G. de Polavieja, Instituto Cajal, CSIC, Spain; Champalimaud Neuroscience
Programme, Champalimaud Center for the Unknown, Lisbon, Portugal

Understanding how the brain functions

is one of the most ambitious current
scientific goals. This challenge will only

be accomplish by a multidisciplinary
approach involving genetics, molecular
biology, optics, ethology, neurobiology and
mathematics and using tractable model

systems.
The cover picture shows a photomontage of the The zebrafish larva is a transparent
brain of a transgenic zebrafish larva expressing genetically tractable small vertebrate,

GCaMP3 in the entire neuronal population,
imaged using SPIM (Panier et al. 2013), and
adult zebrafish swimming around it. The cover
represents the spirit of this special topic aiming
to the understanding of how neural circuits
generate behaviour.

ideal for the combination state-of-the-
art imaging techniques (e.g. two-photon
scanning microscopy, single-plane
illumination microscopy, spatial light
modulator microscopy and lightfield
microscopy), bioluminiscence and

Adult zebrafish picture taken by Olga Simén. optogenetics to monitor and manipulate
Brain image taken by Thomas Panier and neuronal activity from single specific
Raphaél Candelier. Photomontage performed by neurons up to the entire brain, in an intact
Ori Di Vincenzo. behaving organism.

Furthermore, the zebrafish model offers large and increasing collection of mutant and
transgenic lines modelling human brain diseases.

With these advantages in hand, the zebrafish larva became in the recent years, a novel
animal model to study neuronal circuits and behaviour, taking us closer than ever before to
understand how the brain controls behaviour.
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Understanding how the brain controls motor behavior and gener-
ates cognitive functions still remains one of the most challenging
goals in science and neuroscience in particular.

Toward this goal it is important to use a multidisciplinary
approach involving genetics, molecular biology, optics, ethology,
neurobiology, and mathematical modeling. This strategy is most
efficient when using animal models with relatively simple ner-
vous systems still capable of producing complex motor behaviors.
Genetically tractable models enable labeling specific neurons and
monitoring and manipulating neuronal activity of single cells or
entire circuits via optogenetics (Fenno et al., 2011; Akerboom
et al., 2013; Aston-Jones and Deisseroth, 2013; Chen et al., 2013;
Marvin et al., 2013).

The zebrafish Danio rerio is a small shoaling tropical fresh-
water fish native to rivers of south Asia. It is a member of the
teleostei infraclass, a monophyletic group that emerged ~340
million years ago (Amores et al., 2011). Compared to other ver-
tebrate species, teleost fish underwent an additional round of
whole-genome duplication (Meyer and Schartl, 1999).

Zebrafish has been used for developmental and genetic studies
since the late 1950s. By the 1980s, zebrafish was already used as
a genetically tractable organism. In 2001 the zebrafish genome-
sequencing project was launched and recently its protein-coding
genes were compared to those of humans (Friedrich et al,
2010; Howe et al., 2013). This large-scale project showed that
zebrafish have 26,206 protein-coding genes (Collins et al., 2012),
with ~70% of human genes having at least one obvious zebrafish
ortholog (Howe et al., 2013).

The combination of high-throughput mutagenesis and
TILLING (Wienholds et al., 2003) or specifically targeted DNA
sequence mutations [Zinc-finger nucleases (Doyon et al., 2008),
TALENS (Sander et al., 2011) and CRISPR (Hwang et al., 2013)],
enable DNA precise editing and thus the generation of trans-
genic and/or specific mutant zebrafish lines. Among this increas-
ing collection of available mutants, several were identified as
vertebrate models of certain human neurodevelopmental, neu-
rological, and neurodegenerative syndromes and diseases [e.g.,
Parkinson’s (Lam et al., 2005; Flinn et al., 2008), Alzheimer’s
(Newman et al, 2007, 2011), Rett’s syndrome (Pietri et al.,

2013), ALS (Gibbs et al., 1976; Burrill and Easter, 1994; Da
Costa et al., 2014), tinnitus (Wu et al., 2014), psychiatric disor-
ders (Norton, 2013), Huntington’s disease (Schiffer et al., 2007),
Lowe’s syndrome (Ramirez et al., 2012), and more (Sager et al.,
2010)].

Furthermore, large-scale enhancer-trap screens in combina-
tion with DNA insertion methods (e.g., Tol2, Kawakami and
Shima, 1999), bioinformatics and the Gal4/UAS system gener-
ated a vast collection of transgenic fish and a large database of
tissue/cell-type specific promoters (Scott et al., 2007; Asakawa
et al., 2008).

An additional advantage of the zebrafish larva model is its
transparent skin, small size and the fact that it mainly uses
cutaneous breathing (up to ~14 days post-fertilization, dpf).
These three characteristics make possible to restrain larvae in a
drop of low-melting agarose without the use of any paralyzers
or anesthetics, in intact conditions, without the use of surgical
procedures to expose and image the brain.

With the development of recent state-of-the-art optical tech-
niques including two-photon scanning microscopy (Ahrens
et al., 2012; Portugues et al., 2014), Single plain illumination
microscopy (Ahrens et al., 2013b; Panier et al., 2013), lightfield
microscopy (Broxton et al., 2013), and Spatial light modulator
microscopy (Quirin et al., 2013), the entire brain can be now
simultaneously imaged and its activity monitored with single or
near single-cell resolution. On the other hand, fiber optics (Miri
etal., 2011; Kubo et al., 2014), Digital micromirror devices (Wyart
et al., 2009), and holographic pattern illumination (Vaziri and
Emiliani, 2012) can be used to stimulate optogenetic tools in
single cells or large neuronal circuits.

The combination of all these techniques together with the
larva’s small size and skin transparency enable monitoring in
toto brain dynamics and manipulate its activity in an intact,
non-anesthetized, non-paralyzed vertebrate (Ahrens et al., 2013b;
Panier et al., 2013; Portugues et al., 2014).

From a behavioral point of view, upon hatching the larva needs
to immediately catch prey and avoid predators in order to survive.
This strong evolutionary pressure leads to a rapid development of
functional sensory systems in general, and vision in particular,
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creating a reach repertoire of visuo-motor behaviors (Fleisch and
Neuhauss, 2006; Portugues and Engert, 2009). For example, the
startle escape response [a flash of light induces a directional
swimming behavior (Burgess and Granato, 2007)], optokinetic
response [OKR, compensatory eye saccades evoked by coher-
ent field motion (Rinner et al., 2005; Mueller and Neuhauss,
2010)], optomotor response [OMR, compensatory tail move-
ments evoked by coherent field motion (Orger et al., 2000)],
dorsal-light response (DLR, Neuhauss, 2003), feeding behavior
(Budick and O’Malley, 2000), and eye lateralization [preferential
use of one eye over the other depending on the type of visual stim-
ulus (Mikl6si and Andrew, 2006)]. Furthermore, they also show
rheotaxis (Olszewski et al., 2012), odor and gustatory-induced
behaviors (Mathuru et al., 2012; Boyer et al., 2013), learning and
memory (Aizenberg and Schuman, 2011; Valente et al., 2012;
Roberts et al., 2013), and circadian rhythms and sleep (Naumann
et al., 2010; Chiu and Prober, 2013; Elbaz et al., 2013), among
others.

At the juvenile and adult stages, zebrafish develop more com-
plex behaviors such as social learning, shoaling, group deci-
sion making and learning, courtship, territoriality, and hierarchy
(Arganda et al., 2012; Oliveira, 2013).

With all these multidisciplinary advantages in hand and a rela-
tive simple nervous system [~100,000 neurons at 7 dpf (Hill et al.,
2003; Naumann et al., 2010)], still with a well-conserved ver-
tebrate structure, the zebrafish is becoming an emerging exper-
imental model in neurosciences and neuroethology (Friedrich
et al., 2010).

Recent studies have shown that it is also possible to moni-
tor and/or manipulate neuronal dynamics in partially agarose-
restrained behaving intact larvae and therefore correlate neuronal
activity and motor behavior. Moreover, close-loop visual virtual
reality can be used so larvae can get visual feedback of their own
acts despite being immobilized (Ahrens et al., 2012, 2013a).

Alternatively, although lacking cellular resolution, using trans-
genic larvae expressing a bioluminescence protein such as GFP-
Aequorin expressed in specific cell populations, it is possible to
monitor brain activities in unrestrained freely behaving animals
(Naumann et al., 2010).

Furthermore, due to the zebrafish ex-uterus development all
embryonic and larval developmental stages following fecundation
are accessible for imaging.

The combination of the genetic and optical state-of-the-art
techniques with the zebrafish experimental model is yielding
high-dimensional large data sets pushing the limits of current
data analysis standards, forcing for the development of new
methodologies and novel theoretical models.

A future challenge in the field will be monitoring whole-brain
activity with near single-neuron resolution from multiple freely
behaving and socially interacting individuals.

In this topic we have gathered a collection of original arti-
cles, reviews, and opinions covering a wide-spectrum of topics
from behavior up to whole-brain activity recordings, both in wild
type and in neurological human-syndrome models, providing
an overview of current state and future directions of zebrafish
circuits neuroscience and behavior research field.

We have organized this eBook in 4 different chapters:

. Neuroanatomy

. Neuronal circuit dynamics

. Behavior

. Models of brain disorders and addiction

= W N =

The zebrafish model in combination with recently developed
imaging techniques, optogenetics, and sophisticated mathemati-
cal methods for analysis of the acquired large data sets is bringing
us closer than ever before to the understanding of how brain
dynamics relates to behavior.
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One of the large remaining challenges in the field of zebrafish neuroscience is the
establishment of techniques and preparations that permit the recording and perturbation
of neural activity in animals that can interact meaningfully with the environment. Since
it is very difficult to do this in freely behaving zebrafish, | describe here two alternative
approaches that meet this goal via tethered preparations. The first uses head-fixation in
agarose in combination with online imaging and analysis of tail motion. In the second
method, paralyzed fish are suspended with suction pipettes in mid-water and nerve root
recordings serve as indicators for intended locomotion. In both cases, fish can be immersed
into a virtual environment and allowed to interact with this virtual world via real or fictive
tail motions. The specific examples given in this review focus primarily on the role of
visual feedback — but the general principles certainly extend to other modalities, including

proprioception, hearing, balance, and somatosensation.

Keywords: fictive locomotion, virtual environments, zebrafish, bioluminescence imaging, closed-loop system

There are two fundamentally different forms of sensory informa-
tion that are being processed by the brain. The form that is more
commonly studied — also the form that neuroscientists mostly
worry about — is the kind that informs the brain about what
is happening in the outside world. This kind of information is
represented by neural activity that is evoked by changes in the
environment due to all possible kinds of physical or biological
events. We live, after all, in a constantly changing world and it
clearly helps to be informed speedily of these changes. A large part
of neuroscience is involved with the study of how this kind of sen-
sory evoked activity is represented at different stages of processing
in the brain and how it gets filtered for optimal extraction of the
information that is most relevant for the generation of adaptive
behaviors.

The zebrafish is a good model system to address these kinds
of questions, since its translucence and small size makes it ide-
ally suited for monitoring neural activity throughout the brain
with modern optical methods. This striking advantage features
prominently in other articles in this special issue and there are
multiple examples across many modalities where such studies
have added to our understanding of how sensory information
is represented in the brain (Niell and Smith, 2005; Ramdya and
Engert, 2008; Sumbre et al., 2008; Del Bene et al., 2010; Blumhagen
etal,, 2011; Grama and Engert, 2012) and how this neural activ-
ity ultimately leads to the generation of specific behaviors. Thus,
fish have been shown to turn in specific directions with specific
turn amplitudes (Orger et al., 2008), to modulate their swim speed
according to sensory input (McLean etal., 2008), and to change
the threshold for escape turns according to situational context
(Mu etal., 2012).

The topic of this review is not related to this kind of ques-
tion at all. Rather, it addresses the issue of how the second form
of sensory information gets processed, namely the kind of sen-
sory activity that results from the motion of the animal itself.
Such self-generated sensory stimuli are termed reafference and

they occur across many modalities whenever any movement is
executed. When walking forward we experience reverse optic flow,
that is, we perceive the world to be moving in the opposite direc-
tion. We also experience pressure on the bottom of our feet and
air might flow over our skin. Whenever we vocalize we experience
a very distinct auditory reafference, namely the sound of our own
voice which, of course, needs to get processed quite differently
than somebody else’s utterance and such reafference clearly is a
useful thing to pay attention to when we learn to sing or speak.
I'm sure we can, with some creative thinking, even come up with
good examples of olfactory reafference.

The main difference between this reafferent signal and the ini-
tially mentioned form of sensory input, commonly known as
the exafference, is that it does not inform us about what effect
the world has on us, but rather tells us what effect we have on the
world. As such it informs the brain about the success and accuracy
of ongoing movements and is immensely useful for — and most
likely central to — all forms of motor learning and motor adapta-
tion. The easiest way one can imagine such a learning process to
take place, is that the reafference gets compared, somewhere in the
brain, to an expected value, most likely represented by an efference
copy, thatis, a copy of the motor-command that is usually available
in many brain regions. As soon as a difference is detected between
expected outcome and actual reafference, plasticity mechanisms
need to kick in, in order to adjust future motor-commands.

It is clear that such motor learning phenomena cannot be stud-
ied in paralyzed — and much less in anesthetized — animals, since
here the actual execution of a behavior is the origin and cause of
sensory stimulation.

If the goal is then to study the neural dynamics underlying these
reafferent signals, a way has to be found that allows the monitor-
ing of neural activity, ideally at cellular resolution and throughout
the whole brain, while the animal is interacting with its environ-
ment. An additional requirement for such an experimental set-up
is that it ought to allow control over the reafferent signal. In order
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Fish in the matrix

to do this, an explicit decoupling of the motor action from the
resulting sensory feedback is required such that the feedback link
can now be programed in under complete experimental control.
In such a setting, the subject can be rendered stronger or weaker
than in real life by modifying the gain of the motor to sensory
transformation. This is a feature that usually comes for free in all
virtual environments where the simulated speed and strength of
the operator/subject can be dialed in at will.

Such virtual environments usually require the tethering of the
animal — and elegant implementations of this approach, where
the tethering of the animal has been made compatible with 2-
photon imaging, have been described for fruitflies suspended in
midair in flight-simulators (Maimon etal., 2010; Tang et al., 2004)
or walking on two dimensional treadmills (Seelig and Jayaraman,
2011) and in rodents running in place on floating styrofoam balls
(Dombeck etal., 2007; Harvey etal., 2009) (Figures 1A,B). A
major challenge in zebrafish research has long been to design a
similar paradigm around a small animal wriggling in water.

The first step to implement such a paradigm is to establish tech-
nology that allows the readout of behavior in immobilized or at
least head-fixed preparations, and this has been solved in various
ways in the past. One, reasonably straightforward, route is first to
embed the fish in low-melting-point agarose (low-melting-point
such as not to boil the animal when immersing it into the still liquid
medium), then to free the tail once the agarose has set and sub-
sequently observe tail motion with a high-speed camera to obtain
a proxy of intended locomotion (Figure 1C). This approach has
been used in a number of imaging — as well as perturbation stud-
ies in the zebrafish larva (O’Malley et al., 1996, 2004; Ritter et al.,
2001; Szobota etal., 2007; Sumbre etal., 2008; Wyart et al., 2009).
An alternative approach is to paralyze the animal with a toxin that
specifically blocks the neuromuscular junction (substances like
curare or bungarotoxin are commonly used), then suspend it in
mid-water with several suction pipette and have two or more of
the pipettes double as recording electrodes to measure nerve root
activity through the skin on both sides of the body (Figure 1D).
These nerve recordings have been used extensively in lamprey as
a readout for fictive swimming (Fagerstedt etal., 2001) and have
also lead to exciting findings on midbrain circuitry in goldfish
(Fetcho and Svoboda, 1993) and zebrafish (Masino and Fetcho,
2005). Such recordings provide very similar information to tail
motion monitored with a camera and provide the additional ben-
efit of removing all possible motion artifacts. One residual, but
significant concern associated with these paralytica is of course
that they might also interfere with processing at the level of the
CNS. As such it is recommended to bolster all experiments that
involve fictive swim recordings with thorough controls that ensure
that central processing is not compromised by the neurotoxins.
One possible way to do this is to perform comparable experi-
ments in non-paralyzed preparations — head-fixed, but tail-free
for example —and deal with the resulting motion artifacts through
enhanced image analysis (Dombeck etal., 2007).

To make the leap from providing a simple read-out of behav-
ior, be it fictive or physical, to a set-up where the animal actually
interacts meaningfully with the environment, another essential
step is necessary: the behavior needs to be analyzed in real time
and fed back into a computer system that updates the environment

(usually a virtual one) according to the recorded locomotor events.
This classic approach using virtual environments is well known
to all users of flight simulators and all players of first person
video games such as Quake or Doom. In the absence of a closed-
feedback loop, the delivery of sensory information to the animal
is decoupled from the behavior and analysis of true interaction or
navigation is not possible. The active player of a video game would
then become a passive watcher of television.

Probably the first implementations of such closed-loop systems
are described by Bernhard Hassenstein and Werner Reichardt in
the 1950s (Hassenstein and Reichardt, 1956), where a riisselkifer
(Chlorophanus viridis) walks interactively on a spangenglobus
(Figure 2), an ultra lightweight globe made of bamboo twigs (Has-
senstein, 1991). This closed-loop preparation was famously used to
generate the still valid Hassenstein—Reichardt model for the fun-
damental computations underlying direction selective responses
in the visual system.

In order to apply such a closed-loop system to the larval
zebrafish, locomotor events need to be analyzed online and the
computed locomotion must then be used to update a virtual envi-
ronment displayed on computer screens placed either below or
around the animal. Importantly, the gain in this virtual navigation
setting can be dialed in by the experimenter. A given locomotor
readout can be translated into a large or small distance covered in
the virtual world and thus the animal can be equipped with virtual
superpower or virtual feebleness at the dial of a button. Both ways
of implementing swimming in a virtual world, fictive swims as well
as actual tail motion in a head-fixed preparation, have been used
recently in two articles that described the ability of larval zebrafish
to adapt to these gain changes. In both studies larval zebrafish were
immersed into virtual environments and the fictive strength of the
fish — represented by the feedback gain of the closed-loop system —
was changed periodically between high and low settings. In both
cases it was found that fish indeed change their swimming behav-
ior in response to such changes in the biophysics of the virtual
environment (Portugues and Engert, 2011; Ahrens etal., 2012).

One of the main contributions that these studies provided was
the development of efficient algorithms that allow the translation
of locomotor activity into intended movement of the animal and
subsequently the real time update of a virtual environment that
was represented by computer monitors surrounding the fish. Par-
ticularly in the case where motor nerve recordings serve as the
exclusive source of behavioral output, analogies to the movie “The
Matrix” are obvious: the feature film describes a world in the dis-
tant future where the heroes interact with an entirely virtual world
simply by virtue of activity in their brains.

It should be noted that in most of the preparations described
in this mini-review, closed-loop feedback has been restricted to
vision. In principle it is possible to add other modalities and
immerse the animal into a more complete virtual world. The inner
ear or the neuromasts of the lateral line could be stimulated when-
ever a swim event occurs to mimic locomotor-feedback in the form
of acceleration or water flow; the tail could be moved passively
to provide proprioceptive feedback and one could also change the
cues related to temperature and/or chemo-sensation in correlation
with the position of the animal in the virtual world. An interesting
observation is that in most cases such a complete representation of
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FIGURE 1 | Existing methods for simultaneous behavior and neural
recording. (A) a fly in a flight arena while whole-cell recordings are made
from VS cells (from the Dickinson lab, Maimon etal., 2010, reproduced with
permission). (B) A mouse walking on a suspended ball through a virtual reality
environment while its brain is two-photon scanned (from the Tank lab,
Dombeck etal., 2007, reproduced with permission; Harvey etal., 2009).

(C) Diagram illustrating the closed-loop experimental setup in a larval
zebrafish. A moving grating is shown to a head-restrained larva (the

grating speed is represented by the red arrow) and its behavior is
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monitored with a high-speed camera. When the fish swims the stimulus
slows down such that the relative motion between the larva and the

moving grating resembles freely swimming conditions. The scale bar

at the bottom right is 1 mm. (D) Left: Photomicrograph of a fish

suspended in mid-water from five pipettes, two of which double as
recording electrodes. Right: Example of a two-channel recording

of a fictive swim. The left (blue) and right (red) signals are out of

phase, as in earlier fictive swimming publications such as Masino and Fetcho
(2005).

reafference is not necessary for appropriate and meaningful behav-
ior in a virtual world. Often it is sufficient to provide meaningful
and consistent feedback to a single modality and then the absence
of feedback in remaining input channels gets quickly ignored.
Good examples for such phenomena are found in current
attempts to develop brain machine interfaces that allow mon-
keys as well as human subjects to move cursors over computer
screens, or operate machinery simply by thinking about it. These

serve probably as the best examples for the necessary plasticity in
such closed systems since here the brain has very little a priory
information of how activity in specific neuronal ensembles leads
to changes in the environment via the motor systems that connect
the two.

As such it is obvious that the brain needs to learn how to
control the environment through these novel means, presumably
via established algorithms of motor learning.

Frontiers in Neural Circuits

www.frontiersin.org

January 2013 | Volume 6 | Article 125 | 12


http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive

Engert

Fish in the matrix

FIGURE 2 | Tethered Chlorophanus walking on a Y-maze globe.

An intriguing finding in the zebrafish studies — as well as the
preceding experiments on flies — was that animals are able to
adapt their behavior to different conditions of the virtual environ-
ment with surprising speed. Very similar adjustments to artificially
induced changes in reafference were found in a series of landmark
studies in the weakly electric fish. Here changes in the reafference
of the animal’s electric discharge was found to be canceled precisely
by a negative image presynaptic to secondary sensory neurons —
and this cancellation adapted quickly when the strength of the reaf-
ference was artificially manipulated (Bell, 1981; Bell etal., 1997).
Furthermore, this adjustable subtraction of an expected value from
the actual reafference was not limited to weakly electric fish; sim-
ilar adaptations were found in many ray finned fishes that are
equipped with sensitive electro receptive organs where reafferent
signals are generated by various forms of rhythmic muscle activity

like breathing or swimming (Bodznick etal., 1999; Zhang and
Bodznick, 2008).

Analogously, in a swimming zebrafish a change in the “strength”
of the virtual fish, e.g., a scenario where the fish suddenly found
itself with much more — or much less — power than expected,
the animals responded within a few seconds by adapting their
behavior: a “weak” fish, for instance, increased its swim vigor
to compensate for the decrease in strength of the visual feed-
back, whereas a “strong” fish did the opposite. Interestingly, the
animals also “remembered” these changes in behavior for some
time.

Since fish are readily amenable to whole brain calcium imag-
ing — as is made clear in several other articles in this issue —
it was straightforward to isolate several different types of neu-
ral activity that occurred during this behavior (Ahrens etal,
2012). Some neurons increased their activity when the fish swam
harder, others when the fish swam more gently. Yet other groups,
arguably the most interesting ones, were specifically active dur-
ing the period when reafferent feedback was changed to render
the animal unexpectedly weak or powerful. These “error” or
“surprise” neurons are good candidates for the sites in the fish’s
brain where an efference copy gets compared to the reafference
and they were found in many different brain areas, includ-
ing the inferior olive and the cerebellum, both areas known
to be involved in motor control in mammals. While it is still
unclear how far the similarities between larval zebrafish’s and
mammalian brains extend in terms of anatomy and neuronal
cell-types, it is clear that the general principles are pretty much
conserved. Essential elements, like the inferior olive, the differ-
ent nuclei of the cerebellum as well as individual neuronal types
such as Purkinje and granule cells are certainly present in both
species.

As such these studies open the field for a whole array of exper-
iments that hopefully will shed light on the neural basis of motor
learning in the vertebrate brain.

To summarize, these closed-loop implementations of fish
behavior in virtual environments allow first forays into the study of
entire neural ensembles, spanning from sensory input all the way
to motor output, in a behaving animal that is flexibly adjusting its
behavior in responses to changes in the feedback it receives from
the environment. It thus opens the way for many similar experi-
ments in which we can exhaustively study neural activity during
true interactive behavior in a vertebrate model organism. Hope-
fully, this will serve to illuminate how large populations of neurons,
across many brain areas, work together to generate flexible
behavior.
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The clever choice of animal models has been instrumental for many breakthrough
discoveries in life sciences. One of the outstanding challenges in neuroscience is the
in-depth analysis of neuronal circuits to understand how interactions between large
numbers of neurons give rise to the computational power of the brain. A promising
model organism to address this challenge is the zebrafish, not only because it is cheap,
transparent and accessible to sophisticated genetic manipulations but also because it offers
unigue advantages for quantitative analyses of circuit structure and function. One of the
most important advantages of zebrafish is its small brain size, both at larval and adult
stages. Small brains enable exhaustive measurements of neuronal activity patterns by
optical imaging and facilitate large-scale reconstructions of wiring diagrams by electron
microscopic approaches. Such information is important, and probably essential, to obtain
mechanistic insights into neuronal computations underlying higher brain functions and
dysfunctions. This review provides a brief overview over current methods and motivations
for dense reconstructions of neuronal activity and connectivity patterns. It then discusses
selective advantages of zebrafish and provides examples how these advantages are

exploited to study neuronal computations in the olfactory bulb.

Keywords: zebrafish, neuronal circuit, reconstruction, activity pattern, olfactory system

During the last century, a series of seminal discoveries demon-
strated that brains are constructed modularly from distinct types
of neurons, that information is transmitted by discrete action
potentials, that electrical signals are generated and shaped by a
plethora of ion channels, and that signals are passed and mod-
ulated through synapses (Albright etal., 2000). Many of these
phenomena are now understood, in principle, at the molecular and
biophysical level. Additional results provided detailed anatomi-
cal descriptions of the brain, uncovered mechanisms governing
brain development, and revealed the engagement of defined brain
regions in perceptual and cognitive tasks. Nevertheless, for many
brain functions it is still unclear how they emerge from the bio-
physical properties of neurons and their interactions. Important
elementary computations underlying higher brain functions are
performed by subsets of neurons — neuronal circuits — that are
typically defined as anatomically distinct networks of 102 — 107
neurons in vertebrates. Because circuit-level computations depend
on dynamic interactions between large numbers of neurons, they
cannot be fully analyzed by studying one neuron at a time. Rather,
understanding neuronal circuit function also requires quantita-
tive analyses of activity patterns across neuronal populations and
rigorous analyses of network connectivity. Since neuronal circuits
are stunningly complex even in comparison to other biological
systems, a profound understanding of neuronal circuits is an enor-
mous task. However, without such an understanding, key aspects
of the brain remain elusive, and the rational design of treatments
for psychiatric and neurological disorders is severely hampered.
Quantitative analyses of neuronal circuit structure and function
therefore present an outstanding scientific challenge, not only for

neuroscience but also for other fields such as engineering and
theoretical disciplines.

ANALYSIS OF NEURONAL CIRCUITS: METHODS AND MODEL
SYSTEMS

Over the last decade, technological developments have opened
fundamentally new opportunities to study neuronal circuits. These
include sophisticated molecular approaches to identify, label and
manipulate specific types of neurons in the brain, quantitative
paradigms to study behavior, advances in extracellular recording
techniques to measure action potential firing of multiple neurons
in behaving animals, and important developments in intracellu-
lar recording methods (Luo etal., 2008; Scanziani and Hausser,
2009). In addition, three technologies are currently changing the
landscape of neuroscience research. First, multiphoton calcium
imaging can visualize activity patterns across large numbers of
neurons with single-neuron spatial resolution and a temporal
resolution between a few milliseconds and approximately a sec-
ond (Denk and Svoboda, 1997; Kerr and Denk, 2008). Although
multiphoton microscopy was first described more than 20 years
ago (Denk etal., 1990), the technique became widely used only
recently, partly because optical know-how has spread within the
neuroscience community and because microscopes with good
performance can now be obtained commercially. In parallel,
genetically encoded calcium indicators were optimized to the point
that they reliably report the occurrence of one or a few action
potentials with sufficient signal-to-noise ratio (Akerboom etal.,
2012; Looger and Griesbeck, 2012). As a consequence, multipho-
ton calcium imaging is now used in many laboratories to measure
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neuronal activity across populations of neurons, providing direct
insights into the function of neuronal circuits.

Second, opto- or pharmacogenetic tools have been developed to
depolarize or hyperpolarize defined neurons by light or by specific
chemical compounds, respectively. Neuronal activity can now be
manipulated with unprecedented spatial, temporal and cell type
specificity through the intersection of genetic targeting and optical
stimulation (Bamann etal., 2010; Mattis etal., 2011; Yizhar etal.,
2011; Zhanget al.,2011). When applied in behaving animals, opto-
and pharmacogenetic manipulations can uncover causal relation-
ships between the activity of identified neurons and behavioral
outputs. Furthermore, opto- or pharmacogenetic tools can be used
to perturb activity patterns within an active circuit, to impose spe-
cific neuronal activity patterns onto a population, and to up- or
downregulate the activity of specific cell types. These approaches
are extremely valuable for systematic analyses of functional circuit
properties in vitro and in vivo.

Third, novel methods have been developed to analyze the con-
nectivity between neurons in a circuit. Genetic labeling with
combinations of fluorescent proteins permits light-microscopic
tracing of multiple neurons within a tissue (Livet etal., 2007;
Lichtman and Denk, 2011), and transsynaptic viral tracers can
visualize neurons that are monosynaptically connected to one or
a few target neurons (Wickersham etal., 2007; Luo etal., 2008).
These approaches cannot, however, reconstruct the complete set
of neuronal connections in most circuits. Currently, dense circuit
reconstructions rely on morphological tracing of neurons and on
the identification of their synaptic connections in image stacks.
This approach requires high spatial resolution (~25 nm or better)
throughout large volumes (often >100 pm in each dimension;
Lichtman and Denk, 2011). In small volumes, nanometer resolu-
tion has been achieved by imaging of serial ultrathin sections in
a transmission electron microscope (Harris etal., 2006) but this
approach cannot easily be scaled up because it depends heavily
on manual labor. Recently, methods for efficient ultrastructural
imaging of large volumes have been developed that are based on
the automated sectioning of a tissue block (Denk and Horstmann,
2004; Hayworth etal., 2006; Kasthuri etal., 2007; Helmstaedter
etal,, 2008; Knott etal., 2008; Briggman and Bock, 2012; Denk
etal., 2012). In one approach, an automated tape-collecting ultra-
microtome (ATUM) is used to cut sections at a thickness of
<30 nm and collect them on a carbon-coated tape (Hayworth
etal., 2006; Kasthuri etal., 2007; Tapia etal., 2012). Sections are
then imaged in a scanning electron microscope (SEM). Other
approaches section the tissue block inside the vacuum chamber
of an SEM and take images of the block face, rather than the
section, after each cut. Sections can be either cut by a diamond
knife (SBEM), which achieves thicknesses <25 nm and offers a
large field of view (>1 mm), or milled by a focused ion beam
(FIB-SEM), which achieves thicknesses down to 5 nm but in a
smaller field of view (<80 pwm; Denk and Horstmann, 2004; Helm-
staedter etal., 2008; Knott et al., 2008; Briggman and Bock, 2012).
An advantage of the ATUM approach is that sections are preserved,
allowing for post-staining, repeated imaging, and parallel imaging
in multiple microscopes. Block face methods discard sections but
minimize image registration problems, achieve thinner cutting,
and have been reported repeatedly to cut thousands of sections

without a single loss (Denk and Horstmann, 2004; Briggman et al.,
2011). Although 3D electron microscopy and the associated sam-
ple preparation methods are demanding, the rate-limiting step for
the reconstruction of entire circuits is usually data analysis, i.e.,
the tracing of neurons and the identification of synapses in stacks
of EM images (Helmstaedter etal., 2008). The current gold stan-
dard for the reliable reconstruction of neurons is manual tracing
(Helmstaedter etal., 2011), making the dense reconstruction of
large circuits an enormous task. However, as connectivity imposes
hard constraints on the exchange of information between neurons,
solid and comprehensive information about a circuit‘s wiring dia-
gram is highly valuable and, in many cases, likely to be necessary
to understand how a circuit computes (Briggman and Bock, 2012;
Denk etal., 2012). Reconstructing wiring diagrams of neuronal
circuits is therefore a critical challenge in systems neuroscience.

To exploit the full potential of novel methods it is important to
apply them in appropriate model systems. History shows that the
selection of animal models such as Drosophila, mice, C. elegans or
Aplysia has been critical for breakthrough discoveries, much like
the development of novel technologies. Because many approaches
to neuronal circuits rely on genetically encoded probes there is a
strong incentive to choose a species for which advanced molecu-
lar and transgenic methods are established. Among invertebrates,
obvious candidates are C. elegans and Drosophila. Some princi-
ples of information processing in other species can, however, not
be addressed in C. elegans. Moreover, electrophysiological record-
ings are difficult, and the behavioral repertoire is limited. Many
results obtained in Drosophila have been instructive and can be
generalized to vertebrates. Interesting insights into general com-
putational principles are likely to emerge from comparative studies
of neuronal circuits that evolved independently but perform sim-
ilar tasks in invertebrates and vertebrates. Some brain functions,
however, are likely to differ between insects and vertebrates, as sug-
gested by obvious differences in general brain anatomy and many
other observations. It is thus desired to complement insect model
systems with vertebrate models that offer similar experimental
advantages.

The main genetic model systems among vertebrates are the
mouse and the zebrafish. Driven by advances in genetic meth-
ods, the mouse has become popular in neuroscience and many
important techniques were established for experiments in vitro
and in vivo. However, detailed analyses of neuronal circuit struc-
ture and function are still presenting a major challenge. An
important limitation of mice is often that only a small frac-
tion of the neurons involved in a given computation can be
recorded, reconstructed or manipulated experimentally. Zebrafish
have less of a history in neuroscience although they have no obvi-
ous principal limitations. In fact, recent studies demonstrated
that key approaches such as whole-cell recordings, multipho-
ton calcium imaging, and quantitative behavioral analyses can
be applied very efficiently. Moreover, the spectrum of meth-
ods for genetic manipulations has been extended significantly,
for example by introducing two-component expression systems
such as the Gal4- and the Tet-systems, and by establishing
approaches for the targeted mutation of genes (Scott etal,
2007; Zhu etal., 2009; Huang etal., 2011; Bedell etal., 2012).
Importantly, valuable resources have been created within the
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growing community of zebrafish neuroscientists, including large
collections of Gal4 driver lines to target genetically encoded probes
to specific types of neurons (Scott etal., 2007; Baier and Scott,
2009; Kawakami etal., 2010). An ongoing effort at the Sanger
Center is creating mutations in every gene within the next few
years (http://www.sanger.ac.uk/Projects/D_rerio/zmp/). As a con-
sequence, zebrafish now offer a broad spectrum of opportunities
for neurophysiological and molecular experiments that shows no
obvious shortcomings compared to mice. Currently, the main lim-
itation of zebrafish may be the availability of quantitative assays
for complex behaviors. This situation is unlikely to reflect a limited
behavioral repertoire of zebrafish but may simply be due to the fact
that zebrafish neuroethology is still at an early stage. Indeed, var-
ious studies have demonstrated that zebrafish and closely related
species display complex behaviors including schoaling, territo-
rial behavior, kin recognition, associative learning including trace
conditioning, place preference learning, spatial navigation, and
others (Prober etal., 2006; Rodriguez etal., 2006; Gerlach etal.,
2008; Saverino and Gerlai, 2008; Agetsuma et al., 2010; Norton and
Bally-Cuif, 2010; Arganda et al., 2012; Karnik and Gerlai, 2012). It
is therefore likely that advanced and quantitative behavioral assays
for zebrafish can and will be developed in the future to study higher
brain functions. A main difference between zebrafish and mice is
their brain size. The zebrafish brain is substantially smaller both in
terms of physical size and in terms of the number of neurons. Since
small brain size provides clear advantages for quantitative analy-
ses of neuronal activity and connectivity patterns, zebrafish offer
the possibility to study features of neuronal circuits that cannot
easily be studied in mice, as discussed below. The zebrafish there-
fore offers unique advantages for quantitative studies of neuronal
circuit structure and function.

ZEBRAFISH AS A MODEL IN SYSTEMS NEUROSCIENCE:

SIZE MATTERS

Originally, the zebrafish has been chosen as a model system for
genetics and developmental biology. Based on pioneering work by
Streisinger etal. (1981), a group of researches including Chris-
tiane Nisslein-Volhard, Monte Westerfield, and many others
established important resources and used zebrafish to analyze ver-
tebrate development by large-scale mutagenesis screens (see issue
123 of Development, 1996). Some advantages of zebrafish for
developmental genetics, such as their transparency at early devel-
opmental stages and their low cost, are also useful for systems
neuroscience. Nevertheless, neurophysiology remained an exotic
area of research in zebrafish for many years. Recently, however,
zebrafish neuroscience started to boom, which may be due to
two major reasons. First, pioneering studies demonstrated that
advanced methods including electrophysiology, imaging of geneti-
cally encoded probes, and optogenetics, can be used and combined
very efficiently in larval and adult zebrafish. Second, as quantitative
analyses of neuronal circuits moved into the focus of neuroscience,
a growing community of scientists becomes interested in projects
that appear feasible in zebrafish but daunting in larger species.
As a consequence, zebrafish neuroscience has attracted scientists
with diverse backgrounds and has become a highly dynamic and
stimulating field.

Some advantages of zebrafish for neuroscience are “convenient”
rather than “essential.” For example, the transparency of zebrafish
larvae is often considered an advantage because it allows for
calcium imaging of neuronal activity patterns and for optogenetic
manipulations of neurons without the need for surgical proce-
dures (O’Malley etal., 1996; Baier and Scott, 2009; Wyart etal,,
2009; Blumhagen etal., 2011; Ahrens etal., 2012; del Bene and
Wyart, 2012; Ahrens and Keller, 2013; Portugues etal., 2013). In
some cases, however, surgical procedures are no principal barrier
to reach the scientific goal. Neuronal population activity in some
brain areas of behaving rodents can, for example, be measured
by multiphoton calcium imaging using head-fixation and a vir-
tual environment (Dombeck etal., 2007) or using head-mounted
miniature microscopes (Sawinski etal., 2009; Ghosh etal., 2011).
Likewise, optogenetic manipulations can be performed without
dramatic experimental limitations using implanted optical fibers
(Yizhar etal., 2011). Transparency is therefore essential only under
specific experimental constraints, for example when optical access
is needed simultaneously at different locations or from different
directions (Ahrens etal., 2012; Tomer etal., 2012; Ahrens and
Keller, 2013).

Other advantages of zebrafish are more fundamental because
they enable experiments that cannot be performed in other organ-
isms using available technology. Often, these advantages are related
to the small size of the zebrafish brain. Size is a basic, yet very
important, property of a model organism because key steps in
the analysis of neuronal circuits have size constraints. These are
particularly obvious for the exhaustive measurements of neu-
ronal activity patterns by multiphoton calcium imaging and for
the reconstruction of wiring diagrams by 3D-EM. The zebrafish
brain is only <0.5 mm thick and 1.5 mm long in larvae, and
between 0.4 and 2 mm thick and about 4.5 mm long in adults
(Wullimann etal., 1996). The total number of neurons is on
the order of 10° in larvae and 107 in adults (Hill etal., 2003;
Hinsch and Zupanc, 2007).

The small physical size of the zebrafish brain obviously facili-
tates optical access for measurements of neuronal activity patterns
by multiphoton calcium imaging. However, physical brain size
is not always a principal limitation for imaging neuronal activity
patterns because gradient index lenses or other technical solutions
can now provide access even to deep neurons in the rodent brain
(Ghosh etal., 2011). Rather, the primary constraint on measure-
ments of neuronal activity patterns is often the absolute number of
neurons that can be sampled during the time available for an exper-
iment. Many experiments, particularly those that involve behavior,
cannot be extended beyond a few hours and require the repeated
application of multiple stimuli, separated by resting periods. As a
consequence, the number of neurons whose activity can be sam-
pled is typically not larger than a few thousand, and often much
smaller. This number may be increased by future developments
of technologies such as selective plane illumination microscopy
(Tomer etal., 2012; Ahrens and Keller, 2013). However, solutions
for exhaustive sampling of circuits that contain millions of neu-
rons will likely remain difficult or impossible in the near future. In
zebrafish, however, homologous circuits usually consist of much
fewer neurons than in mice. The olfactory bulb (OB), for exam-
ple, contains only ~500 neurons in larval zebrafish and 20000 —
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30000 neurons in adults (Mack-Bucher et al., 2007; Wiechert et al.,
2010), as compared to ~10° — 107 neurons in adult mice. Zebrafish
therefore allow for the sampling of neuronal activity across a large
fraction of neurons in many brain areas.

Why is exhaustive sampling of neuronal activity patterns
important? Some computations of neuronal circuits can indeed
be studied by sparse sampling. In particular, sparse sampling is
sufficient when responses are dense and when a computation can
be explained by simple statistical properties of neuronal activity
patterns. For example, responses of individual neurons in sensory
brain areas are often scaled as a function of the mean input by an
operation termed “normalization” (Carandini and Heeger, 2011).
This operation has been studied in detail in the retina and primary
visual cortex for responses to well-defined stimuli such as gratings
of different orientation. Under these conditions, normalization
can be analyzed by measuring a neuron’s orientation tuning and
estimating the mean population activity from a small number
of recordings. This is possible because the computation does not
depend on the precise structure of the population activity but only
on its mean. Other functions of neuronal circuits, however, cannot
be analyzed rigorously by sparse sampling. Dense sampling can,
for example, be required to define the state of a network, particu-
larly when these states are not triggered by an external event but
occur spontaneously. Generally, dense sampling becomes impor-
tant when neuronal activity itself is sparse and when information
processing depends on specific subsets of neurons. In higher visual
areas, for example, some neurons respond selectively to objects
such as specific faces. For many stimuli, salient responses that
contain much of the information about an object will therefore
be missed when the population is sampled sparsely. Furthermore,
many computations in the brain cannot be uncovered by mea-
suring only first-order statistical properties of neuronal activity or
connectivity patterns. For example, it is assumed that information
is stored in memory networks by strengthening and weakening
of specific synapses, resulting in the stabilization of specific neu-
ronal ensemble responses during memory recall (Marr, 1970,1971;
McNaughton and Morris, 1987). In theory, such a stabilization
of neuronal ensembles can occur without a major change in the
mean activity across the population. For example, it is possible
that the activity of some neurons increases while the activity of
other neurons decreases so that activity patterns are reorganized,
rather than enhanced or suppressed as a whole. It may be expected
that such a reorganization affects specific, presumably sparse, sub-
sets of neurons while the activity of many other neurons is not
strongly altered. Moreover, it is possible that changes in synaptic
coupling manifest themselves in the correlation between the activ-
ity of multiple neurons. In these cases, global statistical properties
of activity patterns are insufficient to fully understand the com-
putation. Dense measurements and detailed neuron-by-neuron
analyses of activity patterns may therefore be required for rigor-
ous insights into some important neuronal computations. Circuits
whose function depends on sparse activity and on the specific
structure of activity patterns are probably common in vertebrates,
e.g., in the cortex and cerebellum.

Small brain size also has obvious advantages for the reconstruc-
tion of wiring diagrams by 3D-EM. One reason why small tissue
samples are desired is that the acquisition of EM image stacks is

slow. This s, however, not a hard limitation because sectioning and
imaging of relatively large samples (millimeters) is technically fea-
sible and because faster imaging is likely to become possible in the
future (Denk etal., 2012). Moreover, since many questions about
circuit connectivity can be addressed by analyzing a small number
of specimens, imaging times on the order of weeks, months or
even years may be tolerated. The main size constraint on circuit
reconstruction comes from the fact that the analysis of the data
is extremely laborious. So far, the reconstruction of neurons has
been performed manually by humans. The first, and so far the
only, circuit for which an almost complete wiring diagram has
been published is the nervous system of C. elegans, which consists
of only 302 neurons (White etal., 1986; Chen etal., 2006; Varsh-
ney etal,, 2011). Nevertheless, the reconstruction involved the
labor of many humans over many years. More recently, large num-
bers of neurons in the mammalian retina have been reconstructed
by humans who traced center lines (skeletons) of neurites using
specialized, user-friendly software (Briggman etal., 2011; Helm-
staedter etal.,2011). The tracing speeds obtained by this approach
were on the order of 5-6 h/mm path length, not including error
correction and synapse identification (Helmstaedter etal., 2011).
The dense reconstruction of large circuits is therefore an enormous
task considering that a cubic millimeter of cortical tissue contains
approximately 4.5 km of neurites (Braitenberg and Schiiz, 1998).
Large-scale tracing of neurites is currently addressed by recruit-
ing large cohorts of human tracers (“crowd-sourcing”) and by the
development of automated reconstruction methods (Turaga et al.,
2010; Ciresan etal., 2012). It is, however, likely that the exhaustive
reconstruction of large circuits will remain a massive task for a
considerable future. Without automated procedures that increase
reconstruction speed by orders of magnitude it is expected that the
sheer bulk of the task will make the reconstruction of many circuits
impossible in practice. A small model system such as zebrafish can
therefore provide major advantages.

Some of the reasons why dense reconstructions of wiring dia-
grams are important are closely related to the reasons why dense
measurements of neuronal activity patterns are important. Sparse
sampling of connections may be sufficient to understand neuronal
computations that depend only on simple statistical features of the
connectivity matrix. For example, to normalize the output of indi-
vidual neurons as a function of the mean population activity, neu-
rons have to receive a signal reflecting the mean population activity.
This signal does not require specific connectivity between individ-
ual neurons but can be extracted by neurons receiving stochastic,
and sufficiently dense, input from the network. The statistical
properties of connectivity required to understand the essence of
this computation — averaging — can thus be obtained by sparse
probing of connections. Other computations, however, require
more detailed knowledge of wiring diagrams. A recent study in the
retina revealed that direction-selectivity of ganglion cells depends
on synaptic input from specific subsets of starburst amacrine
cells, which was revealed by reconstructions of multiple neurons
within the same retinal tissue block (Briggman et al.,2011). Precise
knowledge of connectivity is therefore important to understand
the mechanistic basis of some computations even in the retina,
where cell types and mean connectivity have been analyzed in
more detail than in most other brain areas. Detailed and exhaustive
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analyses of neuron-by-neuron connectivity should be particularly
important for neuronal circuits whose functions are shaped by
experience. For example, it is assumed that the storage of informa-
tion is accomplished by the strengthening or weakening of specific
synaptic connections and, on longer timescales, by the elimina-
tion and formation of synaptic connections in a network. The
reconstruction of the precise synaptic connectivity between many
neurons would therefore provide a direct approach to analyze
information storage by networks of neurons (Seung, 2009).

Dense reconstructions of wiring diagrams will immediately
provide novel information about topological features of neu-
ronal circuits such as reciprocal or circular connectivity, cliques of
interconnected neurons and other structural “motifs.” This infor-
mation is of central importance for computational modeling and
theoretical approaches to neuronal circuit function. Obviously,
wiring diagrams provide hard constraints for circuit models but,
by themselves, are most likely insufficient to explain and predict
the function of many circuits. Detailed wiring diagrams may there-
fore be necessary, but not necessarily sufficient, to understand
how a circuit computes (Briggman and Bock, 2012; Denk etal.,
2012). An important goal in the field is therefore to combine the
reconstruction of wiring diagrams with functional studies of neu-
rons or neuronal ensembles, an approach that was, for example,
used to analyze direction-selective circuits in the retina (Briggman
etal., 2011).

The small brain of zebrafish provides essential advantages for
exhaustive measurements of neuronal activity patterns and the
underlying connectivity. Below, we will briefly review recent stud-
ies from our own group that have exploited these advantages to
study the structure and function of neuronal circuits in the OB,
the first olfactory processing center in the brain.

FUNCTIONAL AND STRUCTURAL ANALYSIS OF NEURONAL
CIRCUITS IN THE OLFACTORY BULB OF ZEBRAFISH
The OB receives direct input from sensory neurons in the nose
through an array of discrete neuropil structures, the glomeruli.
Each glomerulus receives input from sensory neurons expressing
the same odorant receptor. Individual odorant receptors can be
activated by a spectrum of ligands, and each odorant activates a
specific combination of odorant receptors. In the input layer of the
OB, odors are therefore represented by a specific pattern of afferent
activity across the array of glomeruli. In zebrafish, these odor-
evoked input activity patterns have been visualized by voltage- or
calcium-sensitive dye imaging of sensory axons (Friedrich and
Korsching, 1997, 1998). Glomerular activity patterns are pro-
cessed by a distributed network consisting of principal neurons,
the mitral cells (MCs), and various types of local interneurons
including granule cells, periglomerular cells and short axon cells.
OB output is then conveyed by MCs to multiple higher brain areas.
Calcium imaging demonstrated that chemically similar amino
acids, which are natural odorants for teleosts, activate specific,
yet highly overlapping, combinations of glomeruli (Friedrich and
Korsching, 1997). Activity patterns evoked by the same stimuli
across MCs become more distinct during an odor response, as
revealed by electrophysiological recordings and multiphoton cal-
cium imaging (Friedrich and Laurent, 2001; Friedrich et al., 2004;
Yaksi and Friedrich, 2006; Yaksi etal., 2007). Hence, neuronal

circuits in the OB perform a pattern decorrelation, an elementary
computation that can facilitate odor discrimination and autoas-
sociative memory storage. This decorrelation was observed when
responses from a substantial fraction of MCs were recorded. If the
number of MCs in the analysis is reduced by removing MCs from
the sample, pattern decorrelation became increasingly more diffi-
cult to detect. Hence, a sufficient density of sampling is required
to observe this computation. This density has been achieved in
the OB of adult zebrafish, which contains approximately 1500
MCs (Yaksi etal., 2007), but may be difficult to achieve in the OB
of mice, which contains approximately 50000 MCs, distributed
throughout a large volume.

A decorrelation of activity patterns appears useful when over-
lapping patterns represent different information but is counter-
productive when overlapping patterns are noisy representations
of the same stimulus. This conflict could be resolved if MC activ-
ity patterns are stable against small differences in the input but
become decorrelated when differences exceed a certain range. To
test this possibility, we “morphed” one odorant into a similar one
through a series of intermediate mixtures with different concen-
tration ratios and measured activity across large numbers of MCs
by multiphoton calcium imaging. Morphing of the odor stimulus
resulted in MC activity patterns that remained similar within cer-
tain ranges of the morphing series but became suddenly decorre-
lated at the transition between these stability ranges (Niessing and
Friedrich, 2010). Hence, decorrelation divides the coding space
of MCs into discrete, relatively stable regions that are separated
by instable transition regions. This discontinuous decorrelation
can act as a sensory filter and results in a discrete classification
of odor representations. The potential number of stable regions is
very large, implying that discretized MC activity patterns represent
the stimulus space at high resolution. Further analysis showed that
the decorrelation at transition points was mediated by coordinated
response changes among small ensembles of MCs, rather than by
shifts in the global network state (Niessing and Friedrich, 2010).
Decorrelation is therefore mediated by distinct, small subsets of
MCs, which explains why it is difficult to observe when only few
neurons are analyzed. Hence, a detailed study of pattern decorre-
lation in the OB requires sufficiently dense sampling because the
computation depends on sparse and specific subsets of neurons.

Computational modeling and theoretical analyses revealed that
pattern decorrelation can emerge from thresholding, a generic
operation performed by spiking neurons, and from sparse recur-
rent connectivity within the circuit (Wiechert etal., 2010). Abrupt
transitions between output patterns might be created by con-
nectivity among specific ensembles of neurons, although other
mechanisms are also conceivable. A thorough analysis of the con-
nectivity underlying pattern decorrelation may therefore require
dense reconstruction of the circuit. Detailed knowledge of the
wiring diagram is also expected to reveal other important struc-
tural features of the circuit. We therefore started to reconstruct
neurons in the OB and their connections by SBEM and man-
ual tracing. Because this is a considerable task we are currently
applying this approach to the OB of larvae, rather than adult fish
(Miyasaka etal., 2012).

In larvae expressing a genetically encoded calcium indicator in
almost all neurons, we first measure responses of up to 50 % of all

Frontiers in Neural Circuits

www.frontiersin.org

April 2013 | Volume 7 | Article 71 |19


http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive

Friedrich etal.

Neuronal circuit analysis in zebrafish

FIGURE 1 | Exhaustive reconstruction of neurons in the olfactory bulb
of a zebrafish larva by serial block face scanning EM (SBEM). Shown
are skeleton reconstructions of 137 neurons associated with different
developing glomeruli (protoglomeruli) in the OB of a zebrafish larva (four
days post-fertilization). Somata are transparent to enhance visibility of
neurites. Each neuron has been manually reconstructed by three

human tracers. Skeletons represent the consensus of the

three reconstructions for each neuron. The diameter of

skeletons represents the variation in the redundant reconstructions,
providing a rough estimate of the neurite’s diameter. Neurons are
colorcoded according to their soma location along the z-axis. Scale
bars: 5 um.

neurons in one OB to different odors by multiphoton microscopy.
After fixation, staining and embedding of the sample, a stack of
EM images covering the same OB is then acquired by SBEM with
a voxel size of approximately 10 nm® x 10 nm® x 25 nm?. Image
acquisition takes 2—3 weeks and the total volume of the stack is
approximately 90 pm?3 x 120 pm? x 70 wm?. However, the sub-
volume that is filled by neurites and presents the major challenge
for reconstruction is substantially smaller because a large frac-
tion of the total volume is occupied by somata. In one OB, we
have so far manually reconstructed skeletons of approximately
75% of all neurons with the help of external tracers (Figure 1).
Each neuron has been reconstructed multiple times by different
individuals to detect, analyze and correct tracing errors. Although
the quantitative evaluation is still ongoing, preliminary results
indicate that the reliability of reconstructions is high. Most dis-
crepancies between different tracings of the same neurons appear
to be due to individual mistakes, for example when a tracer missed
a branch point. Such errors are easy to detect and correct. Dis-
agreement originating from ambiguities in the data, which may
be caused by insufficient resolution or contrast, appears to be
very rare. Since the staining methods used in this study gener-
ate contrast of extra- and intracellular membranes, synapses can
be identified visually in the EM images. Quantitative compar-
isons with EM images obtained at higher resolution are underway
to determine the reliability of synapse identification in stacks

obtained by SBEM. Although the manual reconstruction of an
entire OB is a substantial task, it can be accomplished with
the help of a limited number of external tracers (<50) within
a reasonable time frame (<1 year). Assuming that reconstruc-
tion time scales with volume, the reconstruction of all neurons
in the OB of a mouse by the same approach would take many
kiloyears.

The goal of this study is to reconstruct all neurons within the
OB, identify most of their synaptic connections, and relate the
resulting connectivity matrix to the functional response properties
of neurons measured by multiphoton calcium imaging. Such a
dense reconstruction of activity and connectivity patterns in a
complete circuit is expected to provide novel insights into circuit
function that may be difficult, or even impossible, to obtain by
other approaches.

CONCLUDING REMARKS

The zebrafish is becoming a popular model for studying the struc-
ture and function of neuronal circuits because it presents a variety
of advantages over other animal models. Some of these advantages
are useful, although not essential, while others enable experiments
that are difficult or impossible to perform in other genetic model
organisms. A key advantage of zebrafish, both at larval and adult
stages, is its small size. Small brains are particularly useful and,
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in some cases, essential for quantitative and exhaustive studies of
neuronal activity and connectivity patterns. As such analyses are
a major bottleneck in the mechanistic analysis of many neuronal
computations, zebrafish have the potential to promote true break-
through discoveries in systems neuroscience. Moreover, ongoing
efforts are establishing zebrafish models for various neurological,
psychiatric and other diseases. Zebrafish also offer the opportunity
to perform large-scale screens not only of mutant phenotypes, but
also of small molecule effects on behavior and potentially other
phenomena (Kokel etal., 2010, 2013; Rihel etal., 2010). It may
therefore be expected that zebrafish will also become an interesting
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In many animals, a fast and reliable circuit for discriminating between predator-sized objects
and edible (prey-sized) objects is necessary for survival. How are receptive fields (RFs) in
visual brain areas organized to extract information about size? Recent studies from the
zebrafish optic tectum and the mouse visual cortex suggest de novo shaping of RFs by
subtypes of inhibitory neurons. Del Bene etal. (2010) describe a population of GABAergic
neurons in the zebrafish optic tectum (superficial interneurons, SINs) that are necessary for
size filtering during prey capture. Adesnik etal. (2012) describe a somatostatin-expressing
interneuron population (SOMs) that confers surround suppression on layer II/lll pyramidal
cells in mouse V1. Strikingly both the SINs and the SOMs, display size-dependent response
properties. Increasing visual stimulus size increases excitatory input to these neurons.
Dampening SIN or SOM activity alters tuning of neighboring circuits such that they lose
preference for small objects. Both results provide exciting evidence for mechanisms of
size filtering in visual circuits. Here we review the roles of the SINs and the SOMs and

speculate on the similarity of such spatial filters across species.

Keywords: optic tectum, visual cortex, zebrafish (Danio rerio), size discrimination, inhibitory interneurons

THE SINs

The pursuit and capture of small prey (e.g., paramecia) by the
zebrafish larva require that information about the size and motion
of the prey object be continually tracked. Larvae with laser abla-
tions of the optic tectum are unable to perform this behavior
(Gahtan etal., 2005), and several studies have identified neurons
in the tectum with preferential size tuning to prey-sized objects
(Sajovic and Levinthal, 1982a,b; Niell and Smith, 2005; Muto et al.,
2013). Del Bene etal. (2010) searched for the locus of small object
tuning in the tectum. Retinal ganglion cell axons enter the tec-
tum largely in its superficial layers (Robles etal., 2013). Visual
information is then transmitted through synaptic circuitry to the
deeper layers of the tectal neuropil, from where it is carried on to
the motor centers of the midbrain and hindbrain. The resident
neurons in the deep layers of the tectum are the periventricular
neurons (PVNs). They comprise two main classes: periventricular
interneurons (PVINs) make only local connections in the tectum,
whereas the periventricular projection neurons (PVPNs) receive
inputs from PVIN axons in the deeper layers and send efferent
axons to premotor and motor areas (Nevin et al., 2010). Only some
classes of PVINs send dendrites to the superficial, retinorecipient
layers.

By selectively expressing genetically encoded calcium indicators
(GCaMP1.6 and 3) in retinal ganglion cell axons, Del Bene and
colleagues (2010) found that retinal afferents displayed uniform
activity regardless of stimulus size. On the other hand, dendrites
of PVNs (presumably a mix of PVINs and PVPNs) stratifying
within the deep layers of the tectal neuropil were preferentially
tuned to small moving bars, whereas many PVIN dendrites in
the superficial neuropil were responsive to both full-field visual

stimuli (here a full screen flash) and small moving bars. The
characteristic tuning to small moving objects of less than 10°
was observed in many single PVNs and across populations of
PVNs (Figures 1A,A’). Dampening GABAergic tone through
local application of bicuculline increased Ca T responses to large
objects, suggesting that GABAergic control normally sieves infor-
mation by size as it trickles down to the deep layers. How is this
achieved?

Del Bene etal. (2010) identified a population of GABAergic
interneurons, the superficial interneurons (SINs), positioned in
the superficial tectum. Using a transgenic Gal4 line that allowed
them to target these cells — they showed that SINs are preferen-
tially tuned to wide-field visual stimuli (Figures 1A,A’). When
presented with a moving bar of increasing width, SINs express-
ing GCaMP displayed increasing Ca™?2 responses as the size of
the bar increased. Selectively ablating the SINs by photoacti-
vation of KillerRed protein resulted in a loss of small object
preference in the deep tectal layers. Importantly, the KillerRed
experiments demonstrate that size tuning in the tectum is not
inherited solely (if at all) from the retina. Rather intratec-
tal circuits substantially contribute to size tuning. In addition,
synaptically silencing SINs through genetically targeted expres-
sion of tetanus toxin decreased performance of larvae in a
prey capture assay, providing a link between the size tuning
for small objects in the deep neuropil and size-discrimination
behavior. The optomotor response (OMR) requires the detec-
tion of large-field motion and is not dependent on an intact
tectum (Roeser and Baier, 2003). As expected silencing of the
SINs had no measurable effect on the OMR (Del Bene etal.,
2010).
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FIGURE 1| (A) In the optic tectum of the zebrafish larva, superficial
interneurons (SINs) are preferentially tuned to large objects in the visual field.
Periventricular neurons (PVNs) with dendrites stratifying in the deep neuropil
are preferentially tuned to small objects. PVINs denote periventricular
interneurons, PVPNs, periventricular projection neurons. Retinal inputs
distribute among four main layers of the tectum (SO, stratum opticum; SFGS,
stratum fibrosum et griseum superficiale; SGC, stratum griseum centrale;
SAC/SPV, stratum album centrale/stratum periventriculare). SIN cell bodies
are located in the SO and extend dendritic and axonal arbors throughout the
SFGS. SINs may receive excitatory synaptic input directly from retinal
ganglion cell axons or from PVINs or both. Plus and negative signs denote
excitatory and inhibitory connections, respectively. Blue and red indicate
excitatory and inhibitory interneurons, respectively. Projection neurons are
colored in green. Black lines depict retinal ganglion cell axons. Dashed lines
indicate predicted, but not yet demonstrated synaptic connections. (A’)
Schematic of SIN filtering in the optic tectum. As the size of the visual
stimulus increases, SINs become activated and provide inhibitory input to
sharpen the tuning of PVIN receptive fields. Size-tuning curves for SINs and
PVINs are depicted by red and blue curves, respectively. Red arrows denote
inhibition acting to sharpen tuning. (B) In the mouse visual cortex,
somatostatin-expressing interneurons (SOMs) are preferentially tuned to
large objects in the visual field and display no surround suppression. SOMs
are positioned in layer Il/Ill and receive lateral excitatory inputs from pyramidal
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cells (PCs) in layer II/Ill. SOMs provide inhibition to neighboring layer

II/1II PCs, resulting in surround suppression and PC preferential tuning to
smaller objects. Cortical layers | to VI are denoted. Plus and negative signs
denote excitatory and inhibitory connections, respectively. Red denotes
inhibitory interneurons. Excitatory PCs in layer II/Ill are colored in blue,
orange, and purple (corresponding to their relative distance from the SOM).
The central PC (shown in blue) receives surround suppression from the SOM.
PCs in layer V are colored in green. For simplicity in this schematic, only
connections pertaining to size filtering circuitry are shown. Projections of
layer II/11l PCs are not shown. Black lines depict input from the thalamus.
Dashed lines indicate predicted, but not yet demonstrated synaptic
connections. (B’)Schematic of SOM filtering in the visual cortex. Here the
visual stimulus is a drifting grating (within a circular aperture) of increasing
size. Size tuning of the central PC shown in (B; blue) is depicted here with a
blue size-tuning curve. As the stimulus size increases beyond the size

of the blue PC's receptive field, the receptive fields of neighboring PCs are
activated. The large visual stimulus occupies the same position in the visual
field as the small stimulus, but increases in diameter thus encompassing
multiple PC receptive fields (depicted here by the orange and purple
size-tuning curves). These PCs provide excitatory drive to a SOM. SOM
activation in turn provides surround suppression to the blue PC. The
size-tuning curve of the SOM is depicted in red. Red arrows denote inhibition
acting to sharpen tuning.

Already in 1982, Sajovic and Levinthal observed that tectal
neurons can be optimally tuned to objects much smaller than
their receptive fields (RFs), and smaller even than the RFs of reti-
nal ganglion cells providing visual input. Sajovic and Levinthal
(1982a,b) suggested that inhibition was responsible for this size
tuning, but the exact nature of the inhibitory mechanism remained
elusive. A piece of this puzzle has been resolved in the identifica-
tion of the SINs, but it is likely that there are additional sources
of inhibition acting in the tectum. Conversely, it is possible that

the SINs have additional functions in filtering incoming visual
inputs.

THE SOMs

A key feature of visual cortical neurons is their selective tuning
to both the size and orientation of objects in the visual field
(Angelucci and Bressloff, 2006). Adesnik etal. (2012) investi-
gated the contribution of surround suppression to size tuning in
the mouse visual cortex (V1). In awake behaving mice, drifting
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gratings were presented in a circular aperture of increasing size
to determine the preferred stimulus size for pyramidal cells (PCs)
and two populations of inhibitory neurons in layer II/III in V1.
PC size tuning was determined through extracellular record-
ings of single units, while loose patch recordings were employed
to determine size tuning in parvalbumin-expressing neurons
(PVs) and somatostatin-expressing neurons (SOMs). PCs dis-
played preferred tuning to relatively small apertures (around 22°),
while PVs and SOMs preferred tuning was for larger apertures
(Figures 1B,B’). Both PCs and PVs exhibited surround sup-
pression (as the stimulus size increased outside the RF of the
neuron, firing rate decreased). Significantly, in addition to hav-
ing larger RFs than PCs and PVs, the SOMs exhibited no surround
suppression.

How are inputs to SOMs structured to generate large RFs lack-
ing surround suppression? Adesnik etal. (2012) determined that
SOMs sum excitation across visual space through lateral excitation
from PCs in layer II/III. While recording from SOMs and directly
activating layer IV PCs expressing channelrhodopsin (ChR2) little
excitation in the SOMs was observed. In contrast, ChR2-mediated
activation of layer II/III PCs resulted in large increases in exci-
tatory drive to SOMs. By simultaneously recording from PCs in
layer II/111, the authors were able to make comparisons between
SOM activity and PC activity while stimulating each layer. Unlike
the lateral excitatory drive onto SOMs, PVs appeared to receive
the majority of their excitatory input from layer IV PCs.

In electrophysiology experiments performed while expressing
halorhodopsin (NpHR) in SOMs and ChR?2 in layer II/III PCs,
the authors confirmed that layer II/IIT PC activation resulted in
increased excitatory input and spiking in SOMs with the opposite
effect on non-ChR2 expressing PCs — increased inhibitory post-
synaptic currents (IPSCs) and decreased spiking. When SOMs
were silenced with NpHR activation during these dual recordings
from SOMs and neighboring PCs, SOM spiking was reduced and
inhibition of PCs was lost (measured by decreased IPSCs). These
experiments suggested that SOMs are responsible for the PC inhi-
bition observed during the presentation of a large visual stimulus
(Figure 1B’). The results of Adesnik et al. (2012) are similar to the
findings of Del Bene et al. (2010) in demonstrating that (1) there is
an anatomically identifiable microcircuit for size filtering and (2)
size filtering is not solely transmitted by input from earlier stages
of visual processing, but can be computed directly in visual brain
regions.

SOMe SINsible OPEN QUESTIONS

Some details of SIN and SOM circuitry remain obscure. How are
inputs to SOMs and SINs organized? Adesnik etal. (2012) demon-
strate direct synaptic connections between SOMs and neighboring
PCs in layer II/IIL, yet the lateral extent of SOM inhibition across
layer II/III is unknown. For example, how many PCs send input
to a single SOM? Similarly, how many PCs receive inhibition from
a single SOM? It is also unclear how SOM inhibition shapes the
output of the system. Are RFs in layer V neurons (the site of projec-
tion neurons to other brain regions) also changed when SOMs are
silenced? SINs have a direct effect on size-dependent behavioral
responses in the zebrafish. How might eliminating SOMs affect
visually mediated behaviors in the mouse?

The local circuitry of the SINs in the fish tectum is even less
well understood. To what cells are the SINs synaptically connected?
Taking a note from the SOMs, one might predict that SINs receive
input from PVNs mapping adjacent areas of visual space and pro-
vide feedback inhibition onto PVNs to modulate PVN firing for
a maximum response to small objects. More likely, SINs receive
direct retinal input and provide feedforward inhibition to PVNs,
restricting their size tuning (see Figure 1A). Detailed electrophys-
iology experiments as performed by Adesnik etal. (2012), are
needed in this system.

LOOKING FORWARD

One interesting question is how other inhibitory populations con-
tribute to shape size tuning. Might multiple filters for small-sized
objects exist? Or filters for large or medium-sized objects? Addi-
tional interneuron populations have been described in the visual
cortex and tectum (e.g., Kerlin etal., 2010; Robles etal., 2011).
It will also be worthwhile to explore if SIN and SOM mecha-
nisms for size filtering are employed by other visual brain areas.
In the mouse, retinal input is not exclusively channeled to the
cortex. Substantial retinal input arrives in the superior collicu-
lus (SC). Evidence of surround suppression has been reported in
the superficial layers of mouse SC, where the majority of cells are
optimally tuned to small objects (6°~10°) and display decreased
responsiveness at larger stimulus sizes (Wang etal., 2010). Fur-
ther characterization of GABAergic populations in the mouse SC
will be necessary to determine if SIN/SOM-like mechanisms are
at work in this visual brain region.

One behavioral implication of size-filtering circuitry is the abil-
ity to recognize edible objects during prey capture. This behavior
is impaired when SIN function is perturbed (Del Bene et al., 2010).
Predator avoidance, the recognition and avoidance of large objects,
is equally important for an organism’s survival. Avoidance behav-
ior in many species can be elicited through the presentation of a
looming stimulus, a two-dimensional representation of an object
on a collision course. For looming objects it is not just the size
of the object that is important rather its rate of expansion, tak-
ing into account the size and speed of the approaching object
(Fotowat and Gabbiani, 2011). Loom-sensitive neurons have been
detected in the mouse retina (Miinch etal., 2009). Might the
SINs or SOMs be part of a loom-detecting circuit? Additional
studies to probe speed and size tuning of SINs and SOMs may
provide valuable insights into their potential role in avoidance
behaviors.

Despite differences in methodology and model organisms, a
unifying principle emerges from these studies: size tuning relies
on local inhibition to reshape RFs and filter out wide-field visual
inputs. While the tectum is homologous to the mammalian SC it
is striking that mechanisms for size filtering are similar between
species and across visual brain areas. It is therefore tempting to
extend these findings to other sensory systems where the role of
local inhibition may act to refine and reshape RFs. This may be
necessary to ensure the fidelity of synaptic transmission, increase
single-to-noise ratios or allow for greater flexibility in extract-
ing relevant information from raw sensory input. The results in
mouse visual cortex demonstrate how local inhibition can shape
RFs in visual brain regions. The zebrafish tectum findings provide
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a clear link between inhibition-modulated size tuning in visual
brain regions and behavior that relies on size discrimina-
tion. This work provides one final lesson — that these small
vertebrates have a lot to tell us about neural circuits and

perception.
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Neural circuits in the vertebrate retina extract the direction of object motion from visual
scenes and convey this information to sensory brain areas, including the optic tectum. It
is unclear how computational layers beyond the retina process directional inputs. Recent
developmental and functional studies in the zebrafish larva, using minimally invasive optical
imaging techniques, indicate that direction selectivity might be a genetically hardwired
property of the zebrafish brain. Axons from specific direction-selective (DS) retinal ganglion
cells appear to converge on distinct laminae in the superficial tectal neuropil where they
serve as inputs to DS postsynaptic neurons of matching specificity. In addition, inhibitory
recurrent circuits in the tectum might strengthen the DS response of tectal output neurons.
Here we review these recent findings and discuss some controversies with a particular
focus on the zebrafish tectum'’s role in extracting directional features from moving visual
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INTRODUCTION

Extracting motion information from a visual scene is a key ability
of most visual systems throughout the animal kingdom. Moving
objects change their position over time in reference to the animal
and thus project onto the retina as both spatial and temporal pat-
terns of varying light intensities. With regard to motion detection,
an important parameter that can be extracted from these patterns
is the direction of a moving stimulus. This information is of vital
importance for specific behaviors such as prey capture, collision
avoidance, or escape from a predator.

Detailed information has been gathered in insects and mam-
mals about motion processing, but studies were mostly restricted
to the computations performed by the sensory surface, i.e., small
retinal circuits (Elstrott and Feller, 2009; Borst and Euler, 2011;
Wei and Feller, 2011). How direction-selective (DS) is attained and
processed by higher brain areas is less evident. Studies addressing
this question in the mammalian visual cortex have often inves-
tigated either single neurons by electrophysiology or columns
of many hundred or thousand of cells by optical imaging, thus
lacking the resolution necessary to ask circuit-level questions
(Bonhoeffer and Grinvald, 1991; Chapman etal., 1996; Priebe
etal., 2010).

The optic tectum of larval zebrafish is an excellent brain struc-
ture to study motion processing at a higher circuit-level. The
tectum is the main retinorecipient brain region and homologous
to the superior colliculus in mammals. Sitting at the surface of the
brain, it is easily accessible to a wide variety of techniques, includ-
ing electrophysiology, laser ablations, optogenetics, and optical
imaging. In addition to receiving a majority of retinal afferents,
the tectum is an integrator of sensory information from multi-
ple modalities (Meek, 1983; Vanegas and Ito, 1983). Main areas

of the tectum can be histologically distinguished. The stratum
periventriculare (SPV) contains the cell bodies of most tectal
neurons (periventricular neurons, PVNs) whereas the synaptic
neuropil area contains the PVNs’ dendrites and axons as well as
the axons of retinal ganglion cells (RGCs). The tectal neuropil is a
precisely laminated structure within which the RGC axons mostly
target the superficial layers (Xiao etal., 2005): the stratum opticum
(SO), right beneath the basement membrane, and the stratum
fibrosum et griseum superficiale (SEGS). Classical Golgi studies in
adult goldfish and genetic single-cell labeling in larval zebrafish
revealed that the PVNs have a single dendritic shaft that extends
into the tectal neuropil, often crossing multiple layers (Vanegas
etal., 1974; Meek and Schellart, 1978; Scott and Baier, 2009; Nevin
etal., 2010; Robles etal., 2011).

Importantly, zebrafish are also genetically accessible render-
ing them well suited for functional studies of the visual system
that require targeting of protein-based indicators to genetically
identified subpopulations of neurons. This opens up the excit-
ing possibility of studying DS processing across specific neuronal
populations, often with single-cell resolution.

DEVELOPMENT OF DS IN THE OPTIC TECTUM APPEARS TO
BE GENETICALLY HARDWIRED

The anatomical and morphological development of the zebrafish
larval visual system has been investigated in great detail (e.g., Stuer-
mer, 1988). Between 34 and 48 hours post fertilization (hpf) retinal
axons leave the retina and start invading the tectal neuropil. By
72 hpf, retinal axons have sparsely innervated the entire tectum
and begin to form terminations at their topographically correct
targets. At around the same time, the lens has developed to pro-
duce a focused image within the photoreceptor layer of the retina
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(Easter and Nicola, 1996). After tectal coverage is achieved, den-
dritic arbors undergo remodeling until a relatively stable state is
reached around 7 days post fertilization (dpf). The laminar devel-
opment of retinotectal wiring seems to be largely independent
of externally evoked visual activity. Activity-dependent mech-
anisms, however, influence the refinement of the RGC arbors
that form the visuotopic map (Stuermer etal., 1990; Gnuegge
etal., 2001; Hua etal., 2005; Smear etal., 2007; Nevin etal., 2008;
Fredj etal., 2010).

Extraction of directional information from a visual scene
requires that DS neurons exhibit an asymmetric response to visual
stimuli that move in the preferred vs. the opposite (null) direction.
This functional asymmetry must ultimately be a consequence of
an asymmetry in wiring, regulation of synaptic strengths, or den-
dritic conductance. How does this asymmetry come about during
development? Several possibilities have been proposed. For one,
it could be that this asymmetry of DS circuits is genetically hard-
wired, for instance by cell-surface molecular cues that act upon
dendrite or synapse distribution and are expressed very early in
visual system development. It is also possible that DS circuits show
initially non-asymmetric responses and are subsequently biased
in one direction by activity-dependent mechanisms. Of course,
genetic hardwiring and activity-based mechanisms might also act
in concert to shape the final DS response of neurons of the visual
system.

In a landmark study, Niell and Smith (2005) used in vivo
Ca’* imaging with the synthetic Ca>* indicator OGB1-AM for
an initial functional description of the entire tectal cell popula-
tion during development. Among other visual parameters, the
authors also examined DS in the tectum. They reported that a
large proportion of tectal cells were already DS as early as 72 hpf
and DS reached nearly mature levels after 78 hpf. This is per-
haps surprising considering that during that time window the
very first retinal axons have barely reached their termination zones
in the tectum and retinotectal circuits are still undergoing thor-
ough refinement. Furthermore, zebrafish larvae that were reared
completely in the dark showed normal DS responses, which were
indistinguishable from larvae reared under default light—dark cycle
conditions.

The latter finding is not consistent with a study in Xenopus tad-
poles (Engert etal., 2002). This paper reported that DS of tectal
cells was not apparent at early developmental stages but extensive
training with a moving stimulus was able to induce DS responses in
afewrecorded tectal neurons, suggesting an experience-dependent
mode of DS development. This discrepancy between zebrafish
and Xenopus could be due to a true species difference as others
(Podgorski etal., 2012) have also found DS plasticity after visual
training in tadpoles. However, it might also be possible that in
tadpoles, DS of tectal cells is present at early stages and repeated
training generated short-lasting single neuron and/or network
connectivity changes that obscured the initially hardwired tuning
of the recorded tectal cells.

Niell and Smith’s findings were, however, largely confirmed
and extended, by a later study (Ramdya and Engert, 2008). Nor-
mally, retinal projections to the tectum are completely crossed,
i.e., tectal neurons are monocular. By surgically removing a single
tectal lobe the authors partially re-routed the retinal projection to

the ipsilateral tectum, thereby generating a few binocularly inner-
vated tectal cells (i.e., neurons that responded to inputs from both
eyes). They found that these binocular cells showed the same
DS response to moving stimuli when these were presented to
either eye. Furthermore, depriving the animals from any exter-
nally evoked visual activity by rearing them in the dark, showed
again no difference in the development of the observed binocular
DS compared to light-reared larvae. This is in agreement with the
experience-independent DS development observed earlier by Niell
and Smith (2005). Furthermore, since it is also unlikely that cor-
related intrinsic activities between the two eyes occur, this might
indicate that the development of direction selectivity in zebrafish
is, in addition to being experience-independent, also independent
of spontaneously generated retinal waves (Wong etal., 1993).

Taken together the available evidence suggests that, at least in
zebrafish, direction selectivity is established at the earliest stage
measurable and develops independently of activity in the visual
system.

TECTUM-INTRINSIC COMPUTATION OF DIRECTION
SELECTIVITY

Functional models of DS differ mainly in how excitatory or
inhibitory input currents are tuned (i.e., to the preferred vs. the
null-direction) and then integrated in time to finally give rise to
tectal DS outputs. In the zebrafish, there is evidence for two dif-
ferent DS mechanisms being implemented. For one, DS could be
predominantly computed by retinal circuits, which then would
drive postsynaptic DS neurons directly via direction-tuned exci-
tatory inputs. Alternatively, excitatory retinal input might show
rather weak DS and subsequent tectal recurrent inhibition, tuned
to the null-direction, might shape the final PVN response in
the preferred direction of the stimulus. Both of these mecha-
nisms are not mutually exclusive and might be implemented in
a complementary fashion in retina and tectum (Figure 1).

In the above-mentioned study, Ramdya and Engert (2008)
found evidence for a null-inhibition mechanism in the zebrafish
tectum. By using the surgically induced binocular retinotectal
circuit they addressed if direction selectivity is computed in the
retina and then projected into pre-specified tectal modules or if,
alternatively, tectal inhibitory circuits perform this computation.
Two lines of evidence suggested that the latter mechanism is at
work. First, the authors performed an experiment in which they
displayed a visual stimulus consisting of two stationary spots sepa-
rated in time and jumping between different visual field positions
of one eye. These two stationary spots are seen as apparent motion
and elicit a DS response in a subset of the recorded tectal neurons.
Showing these two spots with a slight delay to the left and right eye
of fish with binocular input to the tectum, should not elicit any
DS response if direction selectivity relies purely on retinal compu-
tation. However, the authors observed that some binocular tectal
cells were showing a response to an apparent-motion stimulus
that was comparable to the stimulus applied to the contralateral
eye alone. Second, a pharmacological block of tectal inhibition by
injection of bicuculline in the tectum led to a loss of DS in most of
the tectal neurons under normal conditions. This was due to the
response to the null-direction being strongly increased after drug
injection.

Frontiers in Neural Circuits

www.frontiersin.org

June 2013 | Volume 7 | Article 111 | 28


http://www.frontiersin.org/Neural_Circuits/
http://www.frontiersin.org/
http://www.frontiersin.org/Neural_Circuits/archive

Gebhardt etal.

Direction selectivity in zebrafish larvae

<+

FIGURE 1 | Mechanisms for direction selectivity computation in the
zebrafish larva tectum. (A) Direction information from a moving stimulus is
extracted by retinal circuits and transferred by RGC axons, which are specific
for the stimulus direction (small red or blue arrows), to distinct laminae in the
tectal neuropil. The retinal arbors are then targeted by the distal arbors of
PVNs in their respective laminae thus acquiring direction specificity
themselves. Heterotypic connections between proximal PVN arbors might
lead to reciprocal inhibition thus sharpening DS PVN response to a moving
stimulus in a specific direction (large red or blue arrows). (B) A DS PVN (blue)
receives excitatory inputs from one or more non-DS RGCs in the tectal
neuropil. In addition, it receives intratectal inhibitory input from an interneuron
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(red) that is retinotopically positioned on the side of the DS PVN facing the
preferred stimulus direction. Thus, a moving stimulus in the preferred
direction (black pointed arrow) elicits excitatory currents in the retina that
excite DS PVNs. Currents from the inhibitory interneurons arrive later and do
not interfere with the PVNs activity state. Moving stimuli in the null-direction,
however, elicit inhibitory currents in the tectal interneuron, which arrive first
at the DS PVN thus blocking any subsequent excitatory currents the DS PVN
might receive from the retina. DS, direction-selective; RGC, retinal ganglion
cell; PVN, periventricular neuron; SAC, stratum album centrale; SFGS (B-F),
sublaminae of stratum fibrosum et griseum superficiale; SGC, stratum
griseum centrale; SO, stratum opticum; SPV, stratum periventriculare.

Taken together, these results provided evidence for a tectal
DS computing mechanism involving strong recurrent inhibition
tuned to the null-direction rather than direct retinal excitatory
currents. It is unclear, however, if the artificially altered circuit is
indeed indicative of how direction selectivity is computed under
normal, unaltered conditions or if the apparent-motion stimulus
is at all suited for investigating feature extraction from a moving
visual scene. For instance, if the retinal inputs to the recorded tec-
tal cells are already DS, then activation by the apparent-motion
stimulus, even though it may not be the optimal stimulus, will
elicita DS response in the postsynaptic cell. This response can look
deceptively similar to a tectum-intrinsic, de novo DS computation.

In a follow-up paper, Grama and Engert (2012) analyzed the
contribution of excitatory and inhibitory currents to tectal DS in
more detail. By patching a random set of tectal neurons in the SPV,
they found that excitatory input currents, supposedly originating
from the retina, were correlated but not tuned to the direc-
tion of the stimulus motion, as measured by counting the spikes
evoked by a moving bar. However, inhibitory currents, presum-
ably coming from tectal inhibitory interneurons, were inversely
correlated with the direction of motion, i.e., they were biased
for the null-direction. Furthermore, the authors observed laten-
cies in the millisecond range between excitatory and inhibitory
currents. Inhibitory currents preceded the excitatory ones in the

null-direction (median = 39 ms) and vice versa in the preferred
direction (median = 157 ms). Based on this evidence, the authors
suggested a model in which tectal DS responses are computed
from non-DS retinal inputs by tectal recurrent inhibition. For
such a mechanism to work, they postulated the existence of a
special type of tectal interneuron, which, similar to the starburst
amacrine cell in the retina (Fried etal., 2002), is responding to
moving stimuli in the null-direction and is asymmetrically con-
nected to DS tectal output neurons (Figure 1). This interneuron
type should be positioned on the side of the DS cell that repre-
sents the preferred direction along the corresponding axis of the
retinotopic map. In this configuration, stimuli coming from the
null-direction will selectively suppress the response of the output
cell. While plausible, there is currently no evidence for the exis-
tence of such an asymmetrically organized circuit in the zebrafish
tectum.

TECTAL PROCESSING OF DIRECTION-SELECTIVE RETINAL
INPUTS

Differing from an exclusively tectum-intrinsic mechanism for
direction computation, two recent studies showed that RGC
inputs are already tuned to stimulus direction when they reach
the tectum. In the first study, Meyer and colleagues expressed
the genetically encoded Ca?*indicator SypGCaMP3, driven by
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the isI2b promoter, in almost all retinal synapses terminating in
the retinorecipient layers of the tectum (Nikolaou etal., 2012).
By statistical analysis of activity distribution maps from stacks
of several animals over several experimental trials, they found
three major RGC DS input clusters in the tectal neuropil, one
caudal-to-rostral and two different rostral-to-caudal directed clus-
ters with a down-up or up-down DS component respectively.
These DS clusters match the response tuning profiles of the pre-
viously reported DS-RGCs in goldfish (Maximov etal., 2005).
In the tectum, these inputs were segregated superficially in two
discrete layers of the SFGS. Caudal-to-rostral-tuned inputs were
distributed more superficially in the tectal neuropil than inputs of
the other directions. Notably, these layers are preferentially inner-
vated by RGCs that have bistratified dendrites in the ON and OFF
sublayers of the inner plexiform layer of the retina (Robles etal.,
2013). RGCs of this class have been shown to be DS in several
other vertebrates, including birds, mammals, and fish.

Furthermore, Nikolaou etal. (2012) reported that retinal
synaptic inputs responding to caudal-to-rostral motion predom-
inated quantitatively over those responding to rostral-to-caudal
motion, which is consistent with previous studies (Maximov et al.,
2005; Niell and Smith, 2005). Moreover, the authors found two
clusters of orientation-selective (OS) presynaptic inputs (horizon-
tal and vertical motion in both directions) that spanned several
laminae in the middle layers of the neuropil and were well sep-
arated from DS inputs in the superficial neuropil. Surprisingly,
they observed also a retinotopic bias of the observed DS and OS
clusters. The DS inputs were mostly confined to the posterior half
of the tectum while the two OS clusters were distributed anteri-
orly and posteriorly, respectively. It is currently unclear if these
distributions reflect the existence of topographically restricted
RGC populations, retinotopic differences in the retinal circuits
or presynaptic modulation within the tectum. Considering that
these cumulative imaging data were highly processed and thresh-
olded, it is also possible that synapse density of DS cells and thus
SypGCaMP3 expression accounted for the observed topographic
differences.

The most comprehensive study of DS in the zebrafish retinotec-
tal system so far was recently presented by Bollmann and colleagues
(Gabriel etal., 2012). From an enhancer-trap screen, they identi-
fied two Gal4-VP16 transgenic lines that labeled subsets of DS
interneurons in the tectum. Tg(Oh:G3) drives expression of UAS
(upstream activation sequence)-linked reporter genes mostly in
rostral-to-caudal-tuned cells, whereas Tg(Oh:G4) labels caudal-
to-rostral-tuned cells. In addition to differences in DS, these two
subsets of tectal neurons also differ morphologically. While both
are bistratified, they have their distal dendritic arbor in different
layers of the tectal neuropil.

Similar to Nikolaou etal. (2012), Gabriel etal. (2012) reported
three main types of presynaptic DS inputs (one caudal-to-rostral
cluster and two rostral-to-caudal ones) and observed that each
targets one specific lamina in the tectal neuropil. In a series of ele-
gant experiments, Gabriel etal. (2012) showed that functionally
identified postsynaptic neurons had their dendritic arbors specif-
ically in the very same laminae in the neuropil as the matching DS
RGC inputs, lending further weight to their mapping of DS retinal
inputs.

While the two studies by Nikolaou etal. (2012) and Gabriel
etal. (2012) converge on the same broad conclusions they differ
in important details, which appear irreconcilable at first glance.
Gabriel etal. (2012) observed one rostral-to-caudal-tuned clus-
ter (with both up-down and down-up DS component) that was
situated more superficially in the tectal neuropil than the caudal-
to-rostral-tuned cluster. This is the inverse of what Nikolaou
and colleagues reported. How can this apparent discrepancy be
explained? The precise layout of the laminar distribution of reti-
nal inputs in the tectal neuropil might offer a solution. In a parallel
set of studies, utilizing brain bow labeling of RGC axons, Robles
etal. (2013) reported that the zebrafish retinotectal neuropil is
composed of at least ten laminae. The SO is subdivided into two
layers, SO1 and SO2, while the SFGS contains six distinct layers,
SFGS1 through SFGS6. Each of the retinotectal layers harbors a
complete retinotopic map and is innervated by a distinct combina-
tion of RGC types (Robles et al., 2013). In this new scheme, Gabriel
et al.’s DS inputs might, for instance, be localized to SO2, SFGS1
and maybe SFGS2, while Nikolaou et al.’s might be in SFGS1 and
SEGS2. The two studies would then unequivocally agree that one
of the ten layers, most likely SFGS1, is sensitive to caudal-to-rostral
direction.

The reason for the differences in both studies could be that weak
rostral-to-caudal oriented signals (i.e. rostral-to-caudal signals
found in SO2 and SFGS2, respectively) might have been difficult
to record: In order to isolate the presynaptic activity in the tectum,
Gabriel etal. (2012) used pan-neuronal GCaMP3-expression and
subsequent pharmacological blockage of glutamatergic transmis-
sion in tectal cells. This approach could have lead to a high intensity
background impeding the detection of weak clusters. By contrast,
the genetic targeting and/or expression levels of SypGCaMP3 in
the study by Nikolaou etal. (2012) might not have been sufficient
to reveal all existing retinal laminae. Furthermore, the threshold
for identifying DS input signals were set differently in the two
studies. This choice might also have contributed to the observed
differences.

In summary, a scheme that assumes the existence of three
presynaptic layers in the superficial third of the neuropil with
alternating DS, a caudal-to-rostral lamina sandwiched between
two rostral-to-caudal oriented ones (possibly each of the latter
containing two distinct sub-clusters with a down-up or up-
down DS component, respectively), might explain the available
data.

Furthermore, Gabriel etal. (2012) reported that excitatory
inputs, likely from RGCs, determine the DSof at least some tec-
tal cell types. This is in agreement with Nikolaou etal. (2012),
but appears to contradict the conclusions of Grama and Engert
(2012) who did not find DS-tuned excitatory inputs but empha-
sized rather the importance of inversely DS-tuned inhibitory
intra-tectal currents. Gabriel etal. (2012) also report that the two
different types of bistratified DS tectal neurons are GABAergic,
inhibitory interneurons. Thus, they suggest that a feed-forward,
null-direction inhibition via the proximal dendritic arbors of the
cells might serve as a means to fine-tune the tectum’s output. It
is still possible that some types of tectal cells are mainly driven by
DS excitatory input, whereas others are controlled by DS-tuned
inhibitory inputs.
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CONCLUSION AND DIRECTIONS FOR FUTURE
RESEARCH
DS neurons are found in several regions along the visual pathway,
including retina, tectum, and cortex. It is important to understand
how neurons acquire DS characteristics at each of these stages.
Studies in zebrafish have revealed that DS is hardwired and can
develop independently of patterns of activity. In the tectum, DS
retinal inputs terminate in the tectal neuropil in specific laminae,
where they form connections with the lamina-restricted dendrites
of tectal interneurons. This feed-forward mode of DS wiring is
reminiscent of the so-called “labeled lines” that are found in other
sensory systems (Kauer and White, 2001). Evidence for the contri-
bution of tectal recurrent connections, especially inhibitory ones,
is less clear. If it exists, it might contribute to sharpening the
response of DS output neurons.

In conclusion, it seems to us that, for a complete understanding
of DS computation, additional genetic markers for functionally

identified types of DS neurons are needed, not only in the tectum
butalsoin theretina (Huberman et al.,2009; Gabriel et al.,2012). It
will be productive to trace the connections of the different types of
DS-RGCs from the retina to the tectal layers and identify their post-
synaptic partners. Future research should also elucidate how DS
computation is used in behavioral contexts, i.e., how DS informa-
tion is transferred to motor centers and used to generate oriented
behavior toward prey or away from predators. The zebrafish tec-
tum, as a prominent center for sensorimotor transformation in
an optically and genetically accessible organism, will be an excel-
lent place to investigate these fundamental questions of systems
neuroscience.
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Prey capture in zebrafish larvae is an innate behavior which can be observed as early as
4 days postfertilization, the day when they start to swim. This simple behavior apparently
involves several neural processes including visual perception, recognition, decision-making,
and motor control, and, therefore, serves as a good model system to study cognitive
functions underlying natural behaviors in vertebrates. Recent progresses in imaging
techniques provided us with a unique opportunity to image neuronal activity in the brain
of an intact fish in real-time while the fish perceives a natural prey, paramecium. By
expanding this approach, it would be possible to image entire brain areas at a single-
cell resolution in real-time during prey capture, and identify neuronal circuits important for
cognitive functions. Further, activation or inhibition of those neuronal circuits with recently
developed optogenetic tools or neurotoxins should shed light on their roles. Thus, we will
be able to explore the prey capture in zebrafish larvae more thoroughly at cellular levels,
which should establish a basis of understanding of the cognitive function in vertebrates.

e-mail: akimuto@nig.ac.jp;
kokawaka@nig.ac.jp

WHAT CAN WE LEARN FROM THE PREY-CAPTURE
BEHAVIOR?

Animal behavior should be adaptive to ever-changing environ-
ments, which is essential for survival. This behavioral flexibility is
achieved by the cognitive faculty of the brain. In order to study the
neural mechanisms underlying cognition and behavior, it is desir-
able to analyze the activity of individual neurons throughout the
brain. Even though the ultimate goal is to understand the human
brain, because of the overwhelming number of the neurons (10'2
neurons) and their connections, reductionist approaches with ani-
mal models should be employed to investigate principles of neural
functions. A zebrafish larva has approximately 78,000 neurons in
a small, transparent brain (Hill etal., 2003), which allows us to
observe a wide area of the brain in a single microscopic field and
to visualize and manipulate neuronal activity during a behavioral
task.

The zebrafish is a diurnal animal equipped with a highly devel-
oped visual system (Branchek, 1984; Branchek and Bremiller,
1984; Easter and Nicola, 1996). Four days after fertilization,
zebrafish larvae start swimming and feeding, and capture any
potential food. We found that a zebrafish larva shows stereotyped
processes of the prey-capture behavior against a small air bubble
(Figure 1). When a larva perceives the air bubble (Figure 1A), the
larva initiates the prey-capture behavior; namely, orients itself and
exhibits eye convergence (Figure 1B). During this orienting behav-
ior, the larva often performs J-turn, bending a far caudal part of
the tail to one-side, to fine-tune its position and angle (Figure 1B;
McElligott and O’Malley, 2005). Then the larva approaches the air
bubble as keeping their eyes converged (Figure 1C; Bianco etal.,
2011), and it captures it (Figure 1D). After a successful capture,
the larva assesses if it is food or not. If it was not food, the larva

Keywords: zebrafish, prey capture, calcium imaging, GCaMP, visual perception

spits it out (Figure 1E) and swims away from it (Figure 1F). In this
behavior, there seem to be a couple of decision-making steps: the
first step is whether to change its orientation toward the air bubble
or to ignore it (Figures 1A,B). The final decision is whether to
perform the action of catching or to abort the sequence of behav-
iors (Figures 1C,D). The transition from one step to the next step
looks probabilistic.

What factors are essential for the larvae to recognize the poten-
tial food and making the decision to initiate the prey-capture
behavior? How are these decision-making processes modulated
by internal states such as hunger or past experience? Through
answering these questions, we will be able to get more insights
into cognitive functions in the vertebrate brain.

GCaMP: A SENSITIVE PROBE FOR CALCIUM IMAGING

To identify neurons that are responsible for the cognitive tasks in
the brain, we need a sensitive probe that can report activity in
individual neurons in vivo. Calcium-sensitive fluorescence probes
can measure calcium influx which occurs upon voltage changes in
the neurons. Genetically encoded calcium indicators (GECls) are
particularly useful because they can be introduced into neurons
of interest using a proper promoter that drives specific expression.
GCaMP is a GECI, that consists of circularly permutated enhanced
green fluorescent protein (EGFP), calmodulin, and calmodulin-
binding peptide M13, and has been widely used for imaging (Nakai
etal.,2001). Previously, we generated transgenic zebrafish express-
ing GCaMP-HS, a modified version of the original GCaMP, and
visualized activity of spinal motoneurons during a coiling behav-
ior of an embryo (Muto etal., 2011). However, GCaMP-HS was
not sensitive enough to report signals from individual neurons
in the optic tectum (Muto, unpublished observation). Therefore,
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FIGURE 1 | Prey-capture behavior can be divided into multiple arrowhead indicates J-turn. (C) Decision-making: The larva makes the
steps of actions. A 7-day postfertilization (dpf) larva reacts to an air final decision to catch the object or abort the behavior. (D) Capturing:
bubble. A possible cognitive or motor process is assigned to each action. The larva successfully captures the object and put it into the mouth.
(A) Recognition: An object (an air bubble) comes into sight of a larva and (E) Assessment: The larva spits the air bubble out because it is not
recognized. (B) Approach: The larva orients its body toward the object food. (F) Leaving: The larva leaves the air bubble to explore other
with eye convergence (indicated by two crossed dotted lines). An areas.

we generated a more sensitive GCaMP, GCaMP7a. Fluorescence
changes detected with GCaMP7a during spontaneous neuronal
activity in the tectal neuropil, were approximately threefold greater
than those detected with GCaMP-HS. By using GCaMP7a, we
could visualize neuronal activity in the tectum while the zebrafish
larva perceived a paramecium (Figure 2A; Muto etal., 2013).

The efforts to improve the signal amplitude and the calcium
sensitivity of GCaMP are currently ongoing in several laboratories
(Akerboom et al., 2012; Ohkura et al., 2012b; Hoi et al., 2013). The
sensitivity of the latest GCaMPs can detect single action poten-
tials in vivo. Yet, they may still be less sensitive in comparison to
the chemical probe, Oregon Green BAPTA-1 (OGB-1; Akerboom
etal., 2012).

HOW TO IMAGE? FREE-SWIMMING LARVA vs. IMMOBILIZED
LARVA

During prey capture against an air bubble or a paramecium, the
zebrafish larva exhibits a sequence of discrete motor patterns. So,
how can we image the moving brain? It is, in general, very dif-
ficult to detect fluorescence intensity changes of moving objects.
In the previous study, we successfully detected neuronal activ-
ity in a free-swimming larva, mapped locations of the calcium
signal in the brain and of the paramecia at the same time, and
revealed that activation of the anterior optic tectum is likely to
evoke prey-capture behavior (Muto etal.,, 2013). In this case, we
imaged neuronal activity between bouts of swimming activity, that
is, when the larva did not move (Muto etal., 2013). It is dif-
ficult to image the brain activity of zebrafish larvae in motion.
With currently available GCaMPs, the duration of the exposure
time required for image acquisition is typically in the order of
tens to hundreds of milliseconds. This exposure time gives only

blurred image when the object is moving. To image a moving larva,
much brighter fluorescence probes and more sensitive cameras are
required.

An alternative approach to image the brain activity is the use of
a partially restrained larva; namely, its head and trunk are fixed in
agarose while its eyes and tail are free. In this condition, two defin-
ing features of prey capture, eye convergence and J-turns, can be
observed (Bianco etal., 2011). The merit of this setup is that, one
can present any visual stimuli on a liquid-crystal display (LCD)
screen that may mimic an air bubble or a paramecium. Because
motionless objects are not perceived in the visual system of a larva
(Muto etal., 2013), the stimulus to be presented should contain
a motion component, which maybe direct (e.g., a moving spot
which mimics a paramecium) or relative (e.g., a stationary spot on
a moving background, which mimics an air bubble). As shown in
Figure 2, a moving spot could evoke both neuronal activity in the
tectum and the eye convergence in the partially restrained larva.
The eye convergence is an initial step of the sequential behav-
iors (Figure 1B). The succeeding steps of prey capture can also
be investigated in a closed-loop virtual reality setup (Trivedi and
Bollmann, 2013). Thus, we can study multiple steps of prey cap-
ture in a partially restrained larva. What visual cues are more
likely to evoke prey recognition? Which neurons are activated dur-
ing the prey recognition? How will these neuronal activities be
changed before and after the larva learned that the air bubble was
not food?

Pioneering ethological study by Ewert (1980) showed that, in
prey catching behavior, toads preferred visual stimuli that resem-
bled a shape and moving pattern of a worm, in contrast to the same
shape rotated by 90°. In zebrafish, preference for size and speed of
amoving spot in prey-capture behavior has been reported (Bianco
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Functional imaging of the zebrafish larval brain. GCaMP7a is expressed
in the optic tectum of a 7-dpf zebrafish larva embedded in agarose.

(A) Tectal responses during perception of a swimming paramecium (arrow).
Calcium signals are observed in both cell bodies and the neuropil on the
right tectum when a paramecium is in the left hemifield. Ratio image was
created and pseudo-colored to show fluorescence changes. (B) Tectal
responses during perception of a moving spot. A small LCD screen is
placed in front of the larva and a moving spot is presented (from left to the
right). Top: Raw images to show eye positions. Bottom: Pseudo-colored
images to show fluorescence changes. Yellow arrows indicate eye positions
(angles). Yellow dotted lines delineate the optic tectum. (C) Eye positions
(top) and GCaMP7a fluorescence intensity changes (bottom) during
experiment (B). A moving spot was presented during the time shown as an
open arrow. Two-way arrows indicate the time points of 4.4 and 5.0 s shown
in (B). The eye convergence (inward movement of both left and right eyes)
was evoked by the moving spot. (D) Neuronal activity in the optic tectum
of a 4-dpf zebrafish larva. A spinning disk confocal microscope (CSU-W1,
Yokogawa Electric Corporation, Tokyo, Japan) was used for recording. Scale
bar: 50 um. (E) The ratiometric image of (D) to reveal the fluorescence
change. Small populations of neurons in the right tectum are temporally
activated.

etal.,2011). In medaka fish, a moving object with pink noise com-
ponent was more potent to evoke feeding behavior (Matsunaga
and Watanabe, 2012). These findings should be taken account
into the parameters to create a “virtual paramecia” on the LCD
screen.

TOWARD ELUCIDATION OF THE ENTIRE FUNCTIONAL
NEURAL CIRCUITS FOR PREY CAPTURE

The optic tectum has a laminar structure; superficial layers that
receive sensory input and deeper layers that are involved in motor
output (Salas etal., 1997). Visual information processing for
prey recognition starts at the most superficial layer, the stratum
opticum (SO) in the tectum. Del Bene etal. (2010) discovered that
asubclass of GABAergic interneurons located in the SO responded
preferentially to visual stimuli with larger spatial frequency, and
was indispensable for recognition of small objects and paramecia.
We predicted functional connections between the anterior tectum
area and the motor pathway that generates approach swimming
(Muto etal., 2013). Identification of the neural pathway(s) that
follows the initial stages of visual perception is the target of the
future study. Gahtan et al. (2005) found that a pair of reticulospinal
neurons, namely, MeLc (caudal medial-lateral) and MeLr (rostral
medial-lateral) in the nucleus of the medial longitudinal fasciculus
of the midbrain tegmentum is essential for prey capture, specifi-
cally orienting behavior. These reticulospinal neurons extend their
dendrites toward the ventral tectum, which suggests that they con-
vey the output from the tectum to the motor system (Gahtan etal.,
2005). It is unclear whether these identified pathways play a role
in prey recognition itself (e.g., pattern recognition of food) or in
up- or downstream of it (e.g., specifying the range of possible
food size, or relaying the motor command for prey capture). The
neural pathway(s) that follows the initial stages of visual percep-
tion will be identified by examining neuronal activity of the entire
brain using pan-neuronal GCaMP expression (Ahrens etal., 2012)
and also investigating specific populations of neurons in which the
GCaMP is expressed via Gal4-UAS system (Kawakami et al., 2010).
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TECHNICAL REQUIREMENTS FOR THE FUTURE STUDY

To explore neuronal activity in wide areas of the brain by calcium
imaging, it is necessary to achieve single-cell resolution deep in
the brain with high acquisition rates. Fulfilling this requirement
is still a technical challenge. Fluorescent compound microscopy
can generate real-time images (typically, ~10 fps in our recording
set up), but only detect calcium signals near the surface of the
tectum from a dorsal side (Figures 2A,B). It does not give enough
resolution along the z-axis to separate signals from overlapping
neurons. Two-photon scanning microscopy gives much deeper
light penetration with excellent image quality. The drawback is
a slow frame acquisition rate due to the slow laser scanning (a
few frames per second; Ahrens etal., 2012). A spinning-disk con-
focal microscope can achieve a higher temporal resolution, and
onset of the calcium rise could be determined with a precision
of up to several milliseconds (Takahashi etal., 2007). We could
detect neuronal activity at a single-cell resolution in the optic tec-
tum (Figures 2D,E). The use of light sheet microscopy may solve
both penetration and temporal resolution problems, and has been
applied to the entire brain imaging (Huisken, 2012; Ahrens et al.,
2013). Another critical issue in calcium imaging of the visual sys-
tem is how to minimize undesirable retinal stimulation by the
excitation light. nacre mutants have been commonly used because
the lack of melanophores in this mutant allows light penetration
which is necessary for brain imaging, whereas the intact retinal
pigment epithelia block the scattered excitation light coming from
the back of the retina (Sumbre et al., 2008; Muto etal., 2013). The
amount of excitation light should be minimized so that it does not
interfere with the visual stimulus.

Once we identify neuronal circuits activated during a prey-
capture behavior, we need to manipulate their activity to prove
necessity and sufficiency. Necessity can be tested by blocking
neuronal activity with a neurotoxin (Asakawa etal., 2008) or
optogenetic tools such as halorhodopsin (Arrenberg etal., 2010).
Sufficiency can be tested by optical activation of the identified neu-
rons with light-gated glutamate receptors or channelrhodopsin-2
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INTRODUCTION

Prey capture behavior critically depends on rapid processing of sensory input in order
to track, approach, and catch the target. When using vision, the nervous system faces
the problem of extracting relevant information from a continuous stream of input in
order to detect and categorize visible objects as potential prey and to select appropriate
motor patterns for approach. For prey capture, many vertebrates exhibit intermittent
locomotion, in which discrete motor patterns are chained into a sequence, interrupted
by short periods of rest. Here, using high-speed recordings of full-length prey capture
sequences performed by freely swimming zebrafish larvae in the presence of a single
paramecium, we provide a detailed kinematic analysis of first and subsequent swim bouts
during prey capture. Using Fourier analysis, we show that individual swim bouts represent
an elementary motor pattern. Changes in orientation are directed toward the target on a
graded scale and are implemented by an asymmetric tail bend component superimposed
on this basic motor pattern. To further investigate the role of visual feedback on the
efficiency and speed of this complex behavior, we developed a closed-loop virtual reality
setup in which minimally restrained larvae recapitulated interconnected swim patterns
closely resembling those observed during prey capture in freely moving fish. Systematic
variation of stimulus properties showed that prey capture is initiated within a narrow range
of stimulus size and velocity. Furthermore, variations in the delay and location of swim
triggered visual feedback showed that the reaction time of secondary and later swims is
shorter for stimuli that appear within a narrow spatio-temporal window following a swim.
This suggests that the larva may generate an expectation of stimulus position, which
enables accelerated motor sequencing if the expectation is met by appropriate visual
feedback.

Keywords: zebrafish, prey capture, virtual reality, goal-directed behavior, intermittent locomotion, double-step
saccade, motor sequence, saccadic suppression

comprises the detection and classification of objects and the selec-

Goal-directed behaviors consist of sequenced movements that
bring the organism closer to a desired object, location or insight,
typically associated with reward. The properties of the target,
the sensory processing capabilities, and the architecture of the
motor system determine whether the execution of movement
steps is continuous or discrete in time. For instance reaching
and smooth pursuit eye movements are classic examples when
movement steps are combined fluently to generate a smooth tra-
jectory (Wolpert and Ghahramani, 2000; Lisberger, 2010). On the
other end of the spectrum, the class of chained, interrupted motor
sequences is epitomized by saccadic eye movements (Land, 1999;
Schall and Thompson, 1999), which steer our gaze during tasks
such as visual search or reading a text.

A well-studied and paramount type of goal-directed motion is
visually guided prey capture behavior, which involves the track-
ing and pursuit of a target typically moving in an unpredictable
fashion. Thus, a substantial part of the visuomotor circuitry must
be geared toward the efficient control of this behavior, which

tion of appropriate motor patterns to approach and capture the
prey (Ewert et al., 2001). In visually guided prey capture, the
animal must solve the problem of reducing the angle between
the target and its own heading direction while simultaneously
approaching the target. Individual movement steps may be pre-
programmed and executed ballistically; alternatively, continuous
target tracking and pursuit movements may be adjusted in real
time according to the changing trajectory of the prey. In both
cases, visual feedback is essential for generating subsequent motor
commands in order to correct for target displacement and motor
errors.

A quantitative analysis of how the spatio-temporal properties
of the stimulus impact such complex motor sequences can pro-
vide information about the underlying neural mechanisms, (e.g.,
Schlegel and Schuster, 2008). Approaches in which a restrained
animal is presented with artificial stimuli in a closed-loop con-
figuration have been developed in order to mimic the effect of
the animal’s own movement responses on sensory input [ “virtual
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reality,” reviewed by Dombeck and Reiser (2012)]. These tech-
niques enable the experimenter to sample the visuomotor system
using precisely controlled stimulus sequences with expected or
unexpected visual feedback, and also to measure underlying
neural activity using opto- and electrophysiological techniques
(Harvey et al., 2009; Dombeck et al., 2010; Seelig et al., 2010;
Ahrens et al., 2012).

Larval zebrafish exhibit visually guided motor-behaviors
beginning at 4 days post fertilization, including robust opto-
motor and optokinetic responses (reviewed in Neuhauss, 2003;
Portugues and Engert, 2009; Fero et al., 2011). Notably, zebrafish
also engage in prey capture behavior beginning around 5 days
post fertilization. When hunting prey, the fish performs a number
of approaching swimming maneuvers, interrupted by brief pauses
(McElligott and O’Malley, 2005), characteristic of intermittent
locomotion (Kramer and McLaughlin, 2001). When the prey is in
striking distance, the fish performs a capture swim (Borla et al,,
2002), which terminates the sequence. Fin-tail co-ordination dur-
ing prey capture (McClenahan et al., 2012) as well as individual
examples of these bout-like swim patterns have been described
kinematically and subjected to a categorical description (Borla
et al., 2002; McElligott and O’Malley, 2005; Bianco et al., 2011).
Furthermore, prey capture behavior depends on vision, and abla-
tion of the tectum and of tegmental projection neurons in the
nucleus of the medial longitudinal fasciculus (nMLF) suggested
that these anatomical structures are likely to be serial components
in the visuomotor pathway mediating this behavior (Gahtan et al.,
2005).

While individual swims during prey capture were observed
to represent slow forward swims and unique low-angle turns
exclusively performed during this behavior (“J-turns,” McElligott
and O’Malley, 2005), less is known about how the entire motor
sequence is assembled in time from individual swim patterns.
For instance, it is unclear whether swim bouts occurring early
and late during the prey capture sequence may represent a sin-
gle class of elementary motor pattern that could be modulated
on a continuous scale to cover a large range of turning angles.
Furthermore, although single swims could be evoked in an open-
loop assay using artificial stimuli (Bianco et al., 2011), it is
unknown how visual feedback controls the timing of individual
swim bouts within such a sequence, which requires closed-loop
visual stimulation techniques not yet developed in this model
system.

To address these questions, we used high-speed video to record
prey capture sequences of freely moving larvae, which yielded a
comprehensive overview of motor patterns used in this behavior.
Importantly, we recorded full-length prey capture sequences in
the presence of only one paramecium at a time, which allowed
us to observe target-directed turning patterns in a large angular
range in the absence of stimulus competition. A quantitative anal-
ysis of visual properties of the prey during this naturally occurring
behavior was used to design a set of virtual prey stimuli that were
able to trigger target-directed sequences in minimally restrained
larvae in a closed-loop assay. Also, by introducing small pertur-
bations of motor-induced visual feedback at high temporal and
spatial resolution, we observed that the timing of motor output
was dependent on the location and timing of visual feedback.

Parts of this work have been reported in abstract form (Trivedi
et al, 2011).

RESULTS

SWIM SEQUENCES DURING PREY-CAPTURE BEHAVIOR

When swimming freely in a small arena to which a parame-
cium is added, larval zebrafish quickly engage in prey capture
behavior. The larva performs several swim bouts within a few
100s of milliseconds, during which the larva successively mini-
mizes the angle and distance between its body axis and the prey,
stepwise approaching the prey until it is close enough to cap-
ture the object with high probability (Figure 1A) (McElligott and
O’Malley, 2005).

Here, we use high-speed video recordings of zebrafish lar-
vae performing full-length prey capture sequences in a small
arena in the presence of single paramecia under ambient white
light illumination (Figure 1B; Movies S1, S2). These movies were
recorded using infrared dark-field illumination, which allowed us
to record eye and tail movements and to measure the geometric
relationships between hunter and prey in detail (Figures 1A,C).
Prey capture sequences are interspersed with spontaneous swims
at irregular intervals. We observed that the first prey-directed
swims were accompanied by near maximal convergence of the eye
contralateral to the prey, while the ipsilateral eye converged par-
tially. Only the second swim brought both eyes into a maximally
converged configuration (Figure 1D), which the fish maintained
until after it had attempted a capture swim against the prey. We
chose this characteristic two-step eye convergence pattern as a cri-
terion to define the start of a prey capture sequence (Trivedi et al.,
2011) (Figure1C) in order to investigate the spatio-temporal
dynamics of subsequent swims of this multistep motor behav-
ior. Following the first swim in a sequence, the larva performed
prey-directed swims in rapid succession. We analyzed 30 high-
speed movies, in each of which an entire sequence from first swim
to the final prey capture swim was recorded. These sequences
had a mean duration of 1.23 = 0.13 s (mean =+ sem), and con-
sisted of 4.4 & 0.28 individual swim bouts (excluding the capture
swim, n = 30 sequences). The inter-bout-interval (IBI) between
swims decreased from 324 & 54 ms after the first swim, to a min-
imum IBI of 124 & 27 ms after the 4th swim (n = 30 sequences)
(Figure 1E). The fish-object distance decreased monotonically
(Figure 1F). Because only a single paramecium was present at all
times, we could unambiguously determine the salient geometric
features of the prey at the beginning and throughout the prey
capture sequence. From measurements in single video frames
immediately before and after a swim, we determined the angular
size and angular velocity of the targeted paramecium relative to
the midpoint between the eyes (Figures 1G,H). As expected from
elementary geometry, average angular size, and velocity increased
as the fish approached the prey.

SINGLE SWIMS COVER A LARGE ANGULAR RANGE, CONTROLLED BY
TARGET POSITION

Next, we analyzed the kinematics of individual swims during the
prey capture sequence in order to relate swim output to visual
input during individual steps of the motor sequence. Zebrafish
larvae at this stage use tail beat frequencies between 20 and 80 Hz
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FIGURE 1 | Swim sequences during prey capture behavior. (A) Selected
frames of a 6dpf larva performing a prey capture sequence recorded at
250 frames/s showing swim and rest episodes. Same field of view for all 9
frames (scale bar: 4mm). Only one paramecium present (elongated white
object, highlighted by local contrast enhancement). Numbers in each frame
indicate time in milliseconds. Frames 2, 4, 6, and 8 show the 1st, 2nd, 4th
and the capture swim in the sequence, respectively. (B) Experimental
setup to record high speed movies of freely moving larva capturing prey.
(C) lpsilateral and contralateral eye angle measurements before 1st, after
1st and after 2nd swim. Magnified view of larval head, rotated to an
upright position for clarity. Red ellipses: outline of the eyes, solid lines:
major axis of ellipses; dashed lines: fish heading direction. (D) Ipsilateral
and contralateral eye angles during the prey capture sequence (mean =+
sem; n = 30 sequences). Note: eyes are specified as ipsilateral or
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contralateral based on the location of the prey target before the first swim
of the sequence. This assignment was maintained for eye angle
measurements made throughout the sequence irrespective of the location
of the target in successive swims. (E) The interval between two
successive swim bouts (IBl) decreased monotonically as the sequence
progressed (n = 30 sequences). (F) Distance between the larva and the
prey decreased monotonically with each swim from 3.8 +0.27 mm before
first swim to 0.89 & 0.13 mm after 4th swim. (G) Angular velocity of the
prey measured between two swims increased monotonically from 21.1°/s
+ 2.3°/s before first swim to 67°/s + 75°/s after 4th swim. (H) Angular
size of the prey increased from 3.2° +0.3° before first swim to 11.9° + 1°
after 4th swim. In (D), (F), (G), and (H), '1 indicates measurements
immediately before the first swim of a sequence, while 1" indicates
measurements immediately after the first swim and so on.

(Budick and O’Malley, 2000; McLean et al., 2008), which makes it
difficult to measure tail kinematics and the relative timing of eye
and tail movements with high precision when using frame rates <
100 Hz (Bianco et al., 2011). Therefore, we used recordings at
250 or 500 Hz to measure tail and eye movements as a basis for
kinematic analysis. Video records were analyzed automatically

using a machine vision algorithm tha